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Abst r act

Thi s docunent specifies the base Peer-to-Peer Strean ng Tracker
Protocol (PPSTP) version 1, an application-layer control (signaling)
protocol for the exchange of meta information between trackers and
peers. The specification outlines the architecture of the protoco
and its functionality; it also describes nessage flows, nessage
processing instructions, nessage fornats, formal syntax, and
semantics. The PPSTP enabl es cooperating peers to form content-
stream ng overlay networks to support near real-tinme delivery of
structured nmedi a content (audio, video, and associated timed text and
nmet adata), such as adaptive nulti-rate, |layered (scal able), and
multi-view (3D) videos in live, tinme-shifted, and on-denand nodes

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/infol/rfc7846
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1. Introduction

The Peer-to-Peer Streaning Protocol (PPSP) is conposed of two
protocol s: the Tracker Protocol (defined in this docunent) and the
Peer Protocol (defined in [RFC7/574]). [RFC6972] specifies that the
Tracker Protocol should standardi ze the nessages between PPSP peers
and PPSP trackers and al so defines the requirenents.

The Peer-to-Peer Streaning Tracker Protocol (PPSTP) provides
communi cati on between trackers and peers by which peers send neta
information to trackers, report stream ng status, and obtain peer
lists fromtrackers

The PPSP architecture requires PPSP peers to be able to conmunicate
with a tracker in order to participate in a particular streaning
content swarm This centralized tracker service is used by PPSP
peers for acquisition of peer lists.

The signaling and the nedia data transfer between PPSP peers is not
in the scope of this specification

Thi s docunent introduces a base Peer-to-Peer Stream ng Tracker
Protocol (PPSTP) that satisfies the requirements in [ RFC6972].

1.1. Termnol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

absolute tinme: Expressed as | SO 8601 tinestanps, using zero UTC
of fset. Fractions of a second nmay be indicated, for exanple,
Decenber 25, 2010 at 14h56 and 20.25 seconds in basic format is
20101225T145620. 25Z and in extended format is
2010- 12- 25T14: 56: 20. 25Z.

chunk: An uniformy atom c subset of the resource that constitutes
the basic unit of data organized in P2P stream ng for storage
schedul i ng, advertisenment, and exchange anong peers.

chunk ID: A unique resource identifier for a chunk. The identifier
type depends on the addressing schene used, i.e., an integer, an
HTTP- URL, and possibly a byte-range. The identifier type is
described in the Media Presentation Description (MPD)

LEECH. The peers in a swarmthat downl oad content from other peers as

wel |l as contri bute downl oaded content with others. A LEECH shoul d
join the swarmw th unconpl eted nedi a content.
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MPD (Media Presentation Description): Formalized description for a
nmedi a presentation, i.e., describes the structure of the media,
namely, the representations, the codecs used, the chunks, and the
correspondi ng addressi ng schene.

peer: A participant in a P2P stream ng systemthat not only receives
stream ng content, but al so caches and streans streani ng content
to other participants.

peer 1D The identifier of a peer such that other peers, or the
Tracker, can refer to the peer using its ID. The peer IDis
mandat ory, can take the formof a universally unique identifier
(UU D), defined in [RFC4122], and can be bound to a network
address of the peer, i.e., an IP address or a uniformresource
identifier/locator (URI/URL) that uniquely identifies the
correspondi ng peer in the network. The peer ID and any required
security certificates are obtained froman offline enroll nment
server.

peer list: Alist of peers that are in the same swarm nai ntai ned by
the tracker. A peer can fetch the peer list of a swarmfromthe
tracker.

PPSP: The abbreviati on of Peer-to-Peer Stream ng Protocol
PPSTP: The abbrevi ation of Peer-to-Peer Streaning Tracker Protocol

SEEDER: The peers in a swarmthat only contribute the content they
have to others. A SEEDER should join the swarmwi th conplete
nedi a content.

service portal: A logical entity typically used for client enroll nment
and for publishing, searching, and retrieving content infornation.
It is usually located in a server of a content provider.

swarm A group of peers that exchange data to distribute chunks of
the sane content (e.g., video/audio program digital file, etc.)
at a given tine.

swarm I D: The identifier of a swarm containing a group of peers
sharing comon streani ng content. The swarmID may use a
universally unique identifier (UU D), e.g., a 64- or 128-bit datum
to refer to the content resource being shared anong peers.

tracker: A directory service that maintains a |ist of peers
participating in a specific audio/video channel or in the
distribution of a streamng file. It is a |ogical conponent that
can be deployed in a centralized or distributed way.
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transaction ID: The identifier of a request fromthe peer to the
tracker. It is used to disanbiguate responses that may arrive in
a different order than the correspondi ng requests.

1.2. Design Overview

The functional entities related to peer-to-peer strean ng protocols
are the dient Media Player, the service portal, the tracker, and the
peers. The conplete description of Client Media Player and service
portal is not discussed here, as they are not in the scope of the
specification. The functional entities directly involved in PPSTP
are trackers and peers (which may support different capabilities).

The Cient Media Player is a logical entity providing direct
interface to the end user at the client device and includes the
functions to select, request, decode, and render content. The dient
Media Player may interface with the |ocal peer application using the
standard format for HITP request and response nessages [RFC7230].

The service portal is a logical entity typically used for client
enrol Il nent and for publishing, searching, and retrieving content
i nformati on.

A peer corresponds to a logical entity (typically in a user device)
that actually participates in sharing nmedia content. Peers are
organi zed in various swarns; each swarm corresponds to the group of
peers streaning certain content at any given tine.

A tracker is a logical entity that maintains the lists of peers
storing chunks for a specific |ive nedia channel or on-denmand nedi a
streanmi ng content, answers queries from peers, and collects
informati on on the activity of peers. Wile a tracker may have an
underlying inplenentati on consisting of nore than one physical node,
logically, the tracker can nost sinply be thought of as a single
element; in this docunent, it will be treated as a single |ogica
entity. Comuni cation between these physical nodes to present them
as a single tracker to peers is not considered in PPSTP, which is a
protocol between a tracker and a peer

PPSTP is not used to exchange actual content data (either on demand
or live streamng) with peers, but information about which peers can
provide the content. PPSTP is not designed for applications for

whi ch in-sync reception is needed.
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1.2.1. Typical PPSP Session

When a peer wants to receive stream ng of selected content (LEECH
node) :

1. Peer connects to a tracker and joins a swarm
2. Peer acquires a list of other peers in the swarmfromthe tracker

3. Peer exchanges its content availability with the peers on the
obt ai ned peer |ist.

4. Peer identifies the peers with desired content.
5. Peer requests content fromthe identified peers.

When a peer wants to share stream ng content (SEEDER nbde) w th other
peers:

1. Peer connects to a tracker

2. Peer sends information to the tracker about the swarns it bel ongs
to (joined swarns).

3. Peer waits for other peers in LEECH node to connect with it (see
steps 3-5 in the previous list).

After having been disconnected due to sone term nation conditions or
user controls, a peer can resune previous activity by connecting and
re-joining the correspondi ng swarn(s).

1.2.2. Exanple of a PPSP Session

In order to be able to bootstrap in the P2P network, a peer nust

first obtain a peer 1D and any required security certificates or

aut hori zati on tokens froman enrol |l nent service (end-user
registration). The peer ID MJUST be unique (see the definition of
"peer ID'" in Section 1.1); however, the representation of the peer ID
is not considered in this docunent.
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E R + E R + E R + [ TS +  eeee---- +
| Player | | Peer_1 | | Portal | | Tracker | | Peer_2 |
E R + E R + E R + [ TS +  Ae------- +
| | | | |
(a) |--Page request----------------- > |
[ <----mmmmeee oo - Page with |inks--| | |
| --Sel ect stream (MPD request)-->| | |
| <o OK+MPD( X) - - | | |
(b) |--Start/Resume->|--CONNECT(join X)------------ >|
| <----------- OK-- | <--mmmmmm - - - - OK+Peerlist--| |
| | |
| --Get(chunk)--->[<---------- (Peer protocol) ------------- >
[ <-------- chunk--] <------cmmmmm e chunks- -
| | - - STAT REPORT- - <<= =cnmmmmnn- >| |
| | <o K- | |
| [--FIND------o e mmm oo oo - > |
| [<--memmmm e - OK+Peerl i st --| |
i--Cbt(chunk)--->i< ---------- (Peér pr ot ocol ) S >

| <-------- chunk--| <------mmmmmme e chunks- -

Figure 1: A Typical PPSP Session for Streani ng Content

To join an existing P2P stream ng service and to participate in
content sharing, a peer nust first |locate a tracker.

As illustrated in Figure 1, a P2P streami ng session nmay be initiated
starting at point (a), with the dient Media Player browsing for the
desired content in order to request it (to the local Peer_1 in the
figure), or resume a previously initiated stream but starting at
point (b). For this exanple, the Peer_1 is in node LEECH

At point (a) in Figure 1, the Cient Mdia Player accesses the porta
and selects the content of interest. The portal returns the Mdia
Presentation Description (MPD) file that includes information about
the address of one or nore trackers (which can be grouped by tiers of
priority) that control the swarmx for that nedia content (e.g.
content x).

Wth the infornmation fromthe MPD, the Cient Media Player is able to

trigger the start of the streaning session, requesting to the |oca
Peer _1 the chunks of interest.
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The PPSP streaning session is then started (or resuned) at Peer_ 1 by
sendi ng a PPSTP CONNECT nessage to the tracker in order to join swarm
X. The tracker will then return the OK response nessage containing a
peer list, if the CONNECT nessage is successfully accepted. From
that point, every chunk request is addressed by Peer_1 to its

nei ghbors (Peer _2 in Figure 1) using a peer protocol, e.g.

[ RFC7574], returning the received chunks to the dient Media Player

Once connected, Peer_1 needs to periodically report its status and
statistics data to the tracker using a STAT_REPORT nessage.

If Peer_1 needs to refresh its nei ghborhood (for exanple, due to
churn), it will send a PPSTP FIND nessage (with the desired scope) to
the tracker.

Peers that are only SEEDERs (i.e., serving content to other peers),
as are the typical cases of service provider P2P edge caches and/or
medi a servers, trigger their P2P stream ng sessions for content x, vy,
z... (Figure 2), not from Media Player signals, but from sone
"Start" activation signal received fromthe service provider

provi sioning mechanism |In this particular case, the peer starts or
resunes all its stream ng sessions just by sending a PPSTP CONNECT
message to the tracker (Figure 2), in order to "join" all the
requested swarns.

Periodically, the peer also reports its status and statistics data to
the tracker using a PPSTP STAT_REPORT nessage.

Fomm e e o + Fomm e e o +
| SEEDER | | Tracker
R + R +

I

Start->|--CONNECT (join X,y,z)-------- >

| < - |
I I
| -- STAT_REPORT----------------- >
[<ommmmm o k- - |
I I
| -- STAT_REPORT----------------- >
[ <-mmmmm o k- - |

Figure 2: A Typical PPSP Session for a Stream ng SEEDER
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The specification of the nmechani sns used by the Cient Media Player
(or provisioning process) and the peer to signal start/resune of
streans, request nedia chunks, and obtain a peer ID, security
certificates, or tokens is not in the scope of this docunent.

2. Protocol Architecture and Functional View

PPSTP is designed with a |ayered approach i.e., a PPSTP
Request/ Response | ayer, a Message |ayer, and a Transport |ayer (see
Fi gure 3).

Figure 3: Abstract Layering of PPSTP

The PPSTP Request/ Response | ayer deals with the interactions between
tracker and peers using request and response nessages.

The Message |l ayer deals with the framng format for encodi ng and
transmitting data through the underlying transport protocol, as wel
as the asynchronous nature of the interactions between tracker and
peers.

The Transport layer is responsible for the actual transm ssion of
requests and responses over network transports, including the
determ nati on of the connection to use for a request or response
message when using TCP or Transport Layer Security (TLS) [ RFC5246]

over it.

2.1. Messagi ng Model
The messagi ng nodel of PPSTP aligns with HTTP, which is currently in
version 1.1 [RFC7230], and the semantics of its nmessages. PPSTP is
i ntended to al so support future versions of HITP.

2.2. Request/Response Mdel
PPSTP uses a design like REST (Representational State Transfer) wth

the goal of |everaging current HTTP inpl ementations and
infrastructure, as well as famliarity with existing REST-1ike
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services in popular use. PPSTP nessages use the UTF-8 character set
[ RFC3629] and are either requests frompeers to a tracker service or
responses froma tracker service to peers. The request and response
semantics are carried as entities (header and body) in nmessages that
correspond to either HTTP request nethods or HTTP response codes,
respectively.

PPSTP uses the HTTP POST nethod to send paraneters in requests.
PPSTP nmessages use JavaScript bject Notation (JSON) [RFC7159] to
encode nessage bodi es.

Peers send requests to trackers. Trackers send a single response for
each request though both requests and responses can be subject to
fragmentation of nmessages in transport.

The request messages of the base protocol are listed in Table 1

o e e e e e e e e e e e oo +
| PPSTP Request Messages |
T +
| CONNECT I
| FIND |
| STAT_REPORT |
o e e e e e e e e e e e oo +

Tabl e 1: Request Messages

CONNECT:
This request nessage is used when a peer registers in the tracker
to notify it about participation in the naned swarn(s). |If the

peer is already registered in the tracker, this request nessage
sinply notifies the tracker about participation in the naned
swarm(s). The tracker records the peer |ID, connect-tine
(referenced to the absolute tinme), peer |IP addresses (and

associ ated |l ocation information), link status, and peer node for
the naned swarn(s). The tracker al so changes the content
availability of the valid named swarn(s), i.e., changes the peer’s

lists of the corresponding swarn(s) for the requesting peer ID
On receiving a CONNECT nmessage, the tracker first checks the peer
node type (SEEDER/ LEECH) for the specified swarm(s) and then

deci des the next steps (see Section 4.1 for nore details).

FI ND:
This request nessage is used by peers to request a list of peers
active in the named swarm fromthe tracker whenever needed. On
receiving a FIND nmessage, the tracker finds the peers listed in
the content status of the specified swarmthat can satisfy the
requesting peer’s requirenents and returns the list to the
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requesting peer. To create the peer list, the tracker may take
peer status, capabilities, and peer priority into consideration
Peer priority may be determ ned by network topol ogy preference,
operator policy preference, etc.

STAT_REPORT
This request nessage is used to allow an active peer to send
status (and optionally statistic data) to the tracker to signa
continuing activity. This request nessage MJUST be sent
periodically to the tracker while the peer is active in the
system

2.3. State Machines and Fl ows of the Protoco
The state machine for the tracker is very sinple, as shown in Figure

4. Peer IDregistrations represent a dynam c piece of state
mai nt ai ned by the network.

/ \
. + 4=========+ +======+
\-| TERM NATED |<---| STARTED |<---| INIT |<-/
[ ot + [ ey o} +===—===+
(Transi ent) \- (start tracker)

Figure 4: Tracker State Machine

When there are no peers connected in the tracker, the state machine
isin INT state.

When the first peer connects to register with its peer ID the state
machi ne moves fromINT to STARTED. As long as there is at |east one
active registration of a peer ID, the state machine remains in
STARTED state. When the last peer IDis renoved, the state machine
transitions to TERM NATED. Fromthere, it imediately transitions
back to INT state. Because of this, TERM NATED state is transient.

Once in STARTED state, each peer is instantiated (per peer ID) in the

tracker state nmachine with a dedicated transaction state machi ne
(Figure 5), which is deleted when the peer IDis renoved.
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/ \
. + 4=========+ +======+
\-| TERM NATED | <---| STARTED |<---| INT |<-/
[ ot + [ ey o} +===—===+
(Transi ent) | (1) \- (start tracker)
e + R + rcv CONNECT
(Transient) | TERM NATE | | START | --------mm- - (1)
R + R + strt init timer
rcv FI ND (B) n |
rcv STAT_REPORT (B) | |
on registration error (B)] %
on action error (A | S +
---------------- +<--| PEER | (Transient)
stop init tiner | | REGQ STERED |
snd error | S +
| |
on tinmeout (D) | | process swarm actions
---------------- | | -mmeeeieeeeeee - (2)
stop track timer | | snd OK (PeerlList)
cl ean peer info | / stop init tiner
del registration | / strt track tinmer
| /
| |
| | rcv FI ND
STAT_REPORT ERR(C) \ | R T (3)
FI ND ERR(C) \ | / \' snd K (PeerlList)
CONNECT ERR(C) / \ I | rst track timer
rcv CONNECT | (4) | || | |
----------- | % | v v | rcv STAT_REPORT
snd K \ + + R (3)
rst track tinmer ----| TRACKING  |---- snd OK response
snd error (Q + + rst track tinmer

Figure 5: "Per-Peer-1D" State Machi ne and Fl ow Di agram

Unli ke the tracker state machine, which exists even when no peer |Ds
are registered, the "per-Peer-1D" State Machine is instantiated only
when the peer ID starts registration in the tracker and is del eted
when the peer IDis de-registered/removed. This allows for an

i mpl enent ati on optin zati on whereby the tracker can destroy the

obj ects associated with the "per-Peer-1D" State Machi ne once it
enters the TERM NATE state (Figure 5).

When a new peer ID is added, the corresponding "per-Peer-1D'" State

Machine is instantiated, and it noves into the PEER REGQ STERED st at e.
Because of that, the START state here is transient.
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When the peer IDis no longer bound to a registration, the "per-Peer-
| D' State Machi ne noves to the TERM NATE state, and the state machi ne
i s destroyed.

During the lifetime of streaming activity of a peer, the instantiated
"per-Peer-1D" State Machi ne progresses fromone state to another in
response to various events. The events that nmay potentially advance
the state include:

0 Reception of CONNECT, FIND, and STAT_REPORT nessages
o Tineout events

The state diagramin Figure 5 illustrates state changes, together
with the causing events and resulting actions. Specific error
conditions are not shown in the state di agram

2.3.1. Normal Operation
For normal operation, the process consists of the foll owi ng steps:

1) When a peer wants to access the system it needs to register with
a tracker by sending a CONNECT nmessage asking for the swarn(s) it
wants to join. This request froma new peer IDtriggers the
instantiation in the tracker of a "per-Peer-1D' State Machine. In
the START state of the new "per-Peer-ID' State Machine, the
tracker registers the peer ID and associated information (IP
addresses), starts the "init timer", and noves to PEER REG STERED
st at e.

2) In PEER REG STERED state, if the peer IDis valid, the tracker
ei ther:

a) processes the requested action(s) for the valid swarm
i nformati on contained in the CONNECT requests, and if
successful, the tracker stops the "init tinmer", starts the
"track tiner", and sends the response to the peer (the response
may contain the appropriate |list of peers for the joining
swarn(s), as detailed in Section 4.1), or

b) nmoves the valid FIND request to TRACKI NG st ate.
3) In TRACKI NG state, STAT _REPORT or FIND nessages received fromthat

peer IDwll reset the "track tinmer", and the tracker responds to
the requests with the follow ng, respectively:
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2.

3.

a) a successful condition, or

b) a successful condition containing the appropriate list of peers
for the named swarm (Section 4.2).

4) While in TRACKING state, a CONNECT nessage received fromthat peer
IDwith valid swarm action information (Section 4.1.1) resets the
"track timer", and the tracker responds to the request with a
successful condition

2. Error Conditions

Peers are required not to generate protocol elenents that are
invalid. However, several situations may | ead to abnormal conditions
in the interaction with the tracker. These situations may be rel ated
to peer mal function or communication errors. The tracker reacts to

t hese abnornmal situations depending on its current state related to a
peer 1D, as follows:

A) In PEER REAQ STERED state, when a CONNECT request only contains
invalid swarm actions (Section 4.1.1), the tracker responds with a
PPSTP error code as specified in Section 4.3, deletes the
registration, and transitions to TERM NATE state for that peer |ID
The state machine is destroyed.

B) In PEER REG STERED state, if the peer IDis considered invalid (in
the case of a CONNECT request or in the case of FIND or
STAT_REPORT requests received froman unregi stered peer ID), the
tracker responds with either a 06 (Authentication Required)
error_code or a 03 (Forbidden Action) error_code as described in
Section 4.3 and transitions to TERM NATE state for that peer ID
The state machine is destroyed.

O In TRACKING state (while the "track tinmer" has not expired),
recei ving a CONNECT nessage froma peer IDwith invalid swarm
actions (Section 4.1.1) or receiving a FIND) STAT_REPORT nessage
froma peer IDwith an invalid swarmID is considered an error
condition. The tracker responds with the correspondi ng error code
(described in Section 4.3).

D) In TRACKING state, w thout receiving nmessages fromthe peer on
tinmeout (the "track timer" has expired), the tracker cleans al
the informati on associated with the peer IDin all swarns it was
joined, deletes the registration, and transitions to TERM NATE
state for that peer ID. The state machine is destroyed.
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NOTE: These situations nmay correspond to nal functions at the peer or
to malicious conditions. As a preventive neasure, the tracker
proceeds to TERM NATE state for that peer |ID

3. Protocol Specification
3.1. Presentation Language

PPSTP uses a REST-1i ke design, encoding the requests and responses
using JSON [ RFC7159]. For a generalization of the definition of
protocol elenents and fields, as well as their types and structures,
this docunent uses a C-style notation, sinmlar to the presentation

| anguage used to define TLS [ RFC5246].

A JSON obj ect consists of nane/value pairs with the grammar specified
in [RFC7159]. In this docunent, comments begin with "//", and the
"ppsp_tp_string_t" and "ppsp_tp_integer_t" types are used to indicate
the JSON string and nunber, respectively. Optional fields are
enclosed in "[ ]" brackets. An array is indicated by two nunbers in
angl e brackets, <min..nmax> where "nin" indicates the mninmal nunber
of values and "max" the maximum An "*" is used to denote a no
upper - bound val ue for "nmax".

3.2. Resource Elenent Types
This section details the format of PPSTP resource el enent types.
3.2.1. Version

For both requests and responses, the version of PPSTP being used MJST
be indicated by the attribute version, defined as follows:

ppsp_tp_integer_t ppsp_tp_version_t =1

The defined value for ppsp_tp_version_t is listed in Table 2.

o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eea - +

| ppsp_tp_version_t | Description

o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e aaa - +

| O | Reserved |
1 | PPSTP version 1 |

| 2-255 | Unassigned

o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eea - +

Tabl e 2: PPSTP Version Nunbers

Cruz, et al. St andards Track [ Page 16]



RFC 7846 PPSTP May 2016

3.2.2. Peer Nunber El enent

The peer nunber element is a scope selector optionally present in
CONNECT and FI ND requests.

This elenent contains the attribute peer_count to indicate the
maxi mum nunber of peers in the returned peer list. peer_count should
be less than 30 in this specification. The other 4 attributes, i.e.
ability _nat, concurrent_links, online_tine, and upload_bandw dth may
al so be contained in this elenent to informthe tracker the status of
the peer so that the tracker could return sone eligible peers based
on the inplenenting rules set by the service providers:

o ability nat is used to indicate the preferred NAT traversa
situation of the requesting peer

o concurrent _|inks nmeans the nunber of P2P links the peer currently
has.

o online_tine represents online duration tinme of the peer. The unit
i s second.

0 upl oad_bandwi dth is the maxi mum upl oad bandwi dth capability of the
peer. The unit is Kbps.

The scope selector elenment and its attributes are defined as foll ows:

hj ect {
ppsp_t p_i nt eger _t peer_count;

[ ppsp_tp_string_t ability nat = "NO _NAT"
| "STUN'
| "TURN';]
[ ppsp_tp_integer _t concurrent _links;]

[ ppsp_tp_integer _t online_tine;]
[ ppsp_tp_integer _t upl oad_bandwi dt h; ]
} ppsp_tp_peer_numt;
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3.2.3. Swarm Action El enent

The swarm action element identifies the action(s) to be taken in the
naned swarn(s) as well as the corresponding peer node (if the peer is
LEECH or SEEDER in that swarn.

hj ect {
ppsp_tp_string t swarmid; [Iswarm | D
ppsp_tp_string_t action = "JON'
| "LEAVE"; // Action type of
/1 the CONNECT
/'l message

ppsp_tp_string_t peer_node = "SEEDER'
| "LEECH'; // MNode of the peer
/] participating
/1 in this swarm
} ppsp_tp_swarmaction_t;

3.2.4. Peer Information El enents

The peer information el enents provide network identification
i nformati on of peers. A peer information el enent consists of a peer
identifier and the | P-rel ated addressing information.

hj ect {
ppsp_tp_string_t peer _id;
ppsp_t p_peer _addr _t peer_addr;
} ppsp_tp_peer_info_t;

The ppsp_tp_peer_addr_t el enent includes the | P address and port,
with a few optional attributes related to connection type and network
location (in terms of ASN) as well as, optionally, the identifier of
t he peer protocol being used.

hj ect {
ppsp_t p_i p_address i p_address;
ppsp_t p_i nt eger _t port;
ppsp_t p_i nteger _t priority;
ppsp_tp_string_t type = "HOST"
| " REFLEXI VE"
| " PROXY";
[ ppsp_tp_string_t connection = "wi rel ess"
| "wired";]
[ ppsp_tp_string_t asn; |
[ ppsp_tp_string_t peer _protocol ;]

} ppsp_tp_peer_addr _t;
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The senantics of ppsp_tp_peer_addr_t attributes are listed in
Tabl e 3:

traversal, which can be HOST
REFLEXI VE or PROXY

Access type (wireless or wired)
Aut ononous Syst em Nunber
Peer -t o- Peer Stream ng Peer
Prot ocol (PPSPP) supported

connection
asn
peer _pr ot ocol

o e e e e e e oo e +
| Elenent or Attribute | Description |
e e e e a - o e e e e e e e e e e e e e oo - o +
| i p_address | I'P address infornmation |
| port | I'P service port val ue

| priority | The priority of this interface.

| | I't may be determ ned by network

| | topol ogy preference, operator

| | policy preference, etc. Howto

| | create a priority is outside of

| | the scope. The larger the val ue,

| | the higher the priority. |
| type | Describes the address for NAT

| | |
| | |
| | |
| | |
| | |
| | |

Tabl e 3: Senantics of ppsp_tp_peer_addr _t

In this docunent, |P address is specified as ppsp_tp_addr_value. The
exact characters and format depend on address_type:

0 The IPv4 address is encoded as specified by the "I Pv4address" rule
in Section 3.2.2 of [RFC3986].

o0 The IPv6 address is encoded as specified in Section 4 of
[ RFC5952] .

hj ect {
ppsp_tp_string t address_type;
ppsp_t p_addr_val ue address;

} ppsp_tp_ip_address;

The peer information in responses is grouped in a
ppsp_t p_peer_group_t el enent:

hj ect {

ppsp_t p_peer_info_t peer_info<l..*>;
} ppsp_tp_peer_group_t;
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3.2.5. Statistics and Status Information El enent

The statistics element (stat) is used to describe several properties
rel evant to the P2P network. These properties can be related to
stream statistics and peer status information. Each stat el enent
will correspond to a property type, and several stat blocks can be
reported in a single STAT REPORT nessage, corresponding to sone or
all the swarns the peer is actively involved. This specification
only defines the property type "STREAM STATS".

The definition of the statistic elenent and attributes is as foll ows:

hj ect {
ppsp_tp_string t swarmid;
ppsp_t p_i nteger _t upl oaded_byt es;
ppsp_t p_i nteger _t downl oaded_byt es;
ppsp_t p_i nteger_t avail abl e_bandw dt h;
ppsp_tp_integer _t concurrent _|inks;

} stream stats;

The senmantics of streamstats attributes are listed in Table 4:

o e e e o e e e e e e e e e e e e m o +
| Element or Attribute | Description |
e e e e e e oo o m e e e e e e e e e e eee s +
| swarmid | Swarm 1D |
| upl oaded_byt es | Bytes sent to swarm

| downl oaded_byt es | Bytes received from swarm |
| avail abl e_bandwidth | Avail abl e instantaneous upl oad

| | bandwi dth

| concurrent |inks | Nunber of concurrent |inks

o e e e e e e oo oo e e e e e e e e e eme s +

Table 4: Semantics of streamstats

The stat infornmation is grouped in the ppsp_tp_stat _group_t el enent:

oj ect {
ppsp_tp_string_t type = "STREAM STATS"; // property type
stream stats stat<l..*>

} ppsp_tp_stat_group_t
O her properties nay be defined, related, for exanple, to incentives

and reputation nmechanisns |ike "peer online tine" or connectivity
conditions like physical "link status", etc.
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For that purpose, the stat elenent nay be extended to provide
additional specific information for new properties, elenents, or
attributes (see the guidelines in Section 7).

3.3. Requests and Responses
This section defines the structure of PPSTP requests and responses.

3.3.1. Request Types
The request type includes CONNECT, FIND, and STAT_REPORT, defined as

fol | ows:
ppsp_tp_string t ppsp_tp_request type t = "CONNECT"
| "FIND'
| " STAT_REPORT";

3.3.2. Response Types

Response type corresponds to the response nethod type of the nmessage,
defined as foll ows:

JSONVal ue ppsp_tp_response_type_t = 0x00 /1 SUCCESSFUL
| 0x01; /1 FAl LED
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3.3.3. Request El enent

The request el ement MJST be present in requests and corresponds to
the request nethod type for the nessage.

The generic definition of a request elenent is as foll ows:

hj ect {
[ ppsp_t p_peer_num t peer _nun ]
[ ppsp_t p_peer _addr _t peer _addr<1..*>;]
ppsp_t p_swarm action_t swarm acti on<l..*>;
} ppsp_tp_request_connect;

hj ect {

ppsp_tp_string_t swarm.id

[ ppsp_t p_peer_numt peer _num ]
} ppsp_tp_request_find,
hj ect {

ppsp_t p_version_t versi on;

ppsp_t p_request _type_t request _type;

ppsp_tp_string_t transaction_id;

ppsp_tp_string_t peer _id;

JSONVal ue request _data = ppsp_tp_reqg_connect connect
| ppsp_tp_req_find find
| ppsp_tp_stat_group_t stat_report;

} ppsp_tp_request;

A request el enment consists of the version of PPSTP, the request type,
a transaction ID, the requesting peer ID, and requesting body (i.e.
request _data). The request_data MJUST be correctly set to the
correspondi ng el enent based on the request type (see Table 5).

o o +
| request_type | request_data

o e e e oo oo o - o e e e oo oo o - +
| " CONNECT" | "connect" |
| "FIND | "find"

| " STAT_REPORT" | "stat_report" |
o o +

Tabl e 5: The Rel ationship between request _type and request_data
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3.3.4. Response El enent

The generic definition of a response elenment is as foll ows:

hj ect {
ppsp_t p_version_t version
ppsp_t p_response_type_t response_type;
ppsp_tp_integer _t error_code;
ppsp_tp_string_t transaction_id;
[ ppsp_t p_peer _addr _t peer _addr; ]

[ ppsp_tp_swarmaction_result_t swarmresult<l..*>;]
} ppsp_tp_response;

A response el enent consists of the version of PPSTP, the response
type, the error code, a transaction ID, and optionally the public
address of the requesting peer and one or multiple swarm action
result elenments. Normally, swarm action result elenments SHOULD be
present and error_code MJUST be set to 00 (No Error) when
response_type is 0x00. Swarm action result el enents SHOULD NOT be
set when error_code is 01 (Bad Request). Detailed selection of
error_code is introduced in Section 4.3.

hj ect {
ppsp_tp_string_t swarm.i d;
ppsp_t p_response_type_t resul t;
[ ppsp_tp_peer _group_t peer _group; ]

} ppsp_tp_swarmaction_result _t;

A swarm action result element represents the result of an action
requested by the peer. It contains a swarmidentifier that globally
i ndi cates the swarm the result for the peer of this action (which
could be CONNECT ("JAO N' or "LEAVE"), FIND, or STAT_REPORT), and
optionally one peer group element. The attribute result indicates
the operation result of the correspondi ng request. Wen the response
el ement corresponds to the STAT _REPORT request or the result
attribute is set to 0x01l, the peer group el enent SHOULD NOT be set.

Cruz, et al. St andards Track [ Page 23]



RFC 7846 PPSTP May 2016

3.4. PPSTP Message El enent

PPSTP nmessages (requests or responses) are designed to have a sinilar
structure with a root field naned "PPSPTracker Protocol" containing
meta information and data pertaining to a request or a response.

The base type of a PPSTP nessage is defined as foll ows:

hj ect {
JSONVal ue PPSPTracker Protocol = ppsp_tp_request Request
| ppsp_tp_response Response;
} ppsp_t p_nessage_r oot ;

4. Protocol Specification: Encoding and Qperation

PPSTP i s a nessage-oriented request/response protocol. PPSTP
messages use a text type encoding in JSON [ RFC7159], which MJST be
indicated in the Content-Type field in HITP/ 1.1 [ RFC7231], specifying
the "application/ppsp-tracker+json" nmedia type for all PPSTP request
paraneters and responses.

| mpl enent ati ons MUST support the "https" URl schene [ RFC2818] and
Transport Layer Security (TLS) [RFC5246].

For depl oynent scenarios where peer (client) authentication is
desired at the tracker, HTTP Di gest Access Authentication [ RFC7616]
MUST be supported, with TLS Cient Authentication as the preferred
mechani sm if avail abl e.

PPSTP uses the HTTP POST nethod to send paraneters in requests to
provide informati on resources that are the function of one or nore of
those input paraneters. |Input paraneters are encoded in JSON in the
HTTP entity body of the request.

The section describes the operation of the three types of requests of
PPSTP and provi des sone exanpl es of usage.
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4.1. Requests and Responses
4.1.1. CONNECT Request

This method is used when a peer registers to the system and/or
requests sone swarm actions (join/leave). The peer MJST properly set
the request type to CONNECT, generate and set the transaction_ids,
set the peer_id, and include swarns the peer is interested in,

foll owed by the correspondi ng action type and peer node.

0 When a peer already possesses content and agrees to share it wth
others, it should set the action type to the value JON, as wel
as set the peer node to SEEDER during its start (or re-start)
peri od.

0 When a peer makes a request to join a swarmto consunme content, it
shoul d set the action type to the value JON, as well as set the
peer node to LEECH during its start (or re-start) period.

In the above cases, the peer can provide optional infornmation on the
addresses of its network interface(s), for exanple, the priority,
type, connection, and ASN

When a peer plans to leave a previously joined swarm it should set
action type to LEAVE, regardl ess of the peer node.

When receiving a well-formed CONNECT request nessage, the tracker
starts by pre-processing the peer authentication information
(provided as authorization scheme and token in the HTTP nessage) to
check whether it is valid and that it can connect to the service,
then proceed to register the peer in the service and performthe
swarm actions requested. |f successful, a response nessage with a
correspondi ng response val ue of SUCCESSFUL will be generat ed.

The valid sets of the nunber of swarns whose action type is comnbined
with peer node for the CONNECT request |logic are enunerated in

Table 6 (referring to the "per-Peer-1D' State Machine in

Section 2.3).
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S S [ TS B S B +
| Swarm | peer_node | action | Initial | Final | Request

| Nurber | Val ue | Value | State | State | Validity |
TS TS [ S [ TS TS [ TS |
| 1 | LEECH | JAON | START | TRACKING | Valid |
S S Fomm e e o Fomm e - S Fomm e - +
| 1 | LEECH | LEAVE | START | TERMNATE | Invalid

R R [ TS [ T R [ T +
| 1 | LEECH | LEAVE | TRACKING | TERM NATE | Valid

S S f S S S S +
| 1 | LEECH | JON | START | TERMNATE | Invalid |
| 1 | LEECH | LEAVE | | | |
S S [ TS B S B +
| 1 | LEECH | JON | TRACKING| TRACKING | Valid |
| 1 | LEECH | LEAVE | | | |
S S f S S S S +
| N | SEEDER | JON | START | TRACKING | Vvalid |
S S Fomm e e o Fomm e - S Fomm e - +
| N | SEEDER | JON | TRACKING | TERM NATE | Invalid |
R R [ TS [ T R [ T +
| N | SEEDER | LEAVE | TRACKING | TERM NATE | Valid

S S f S S S S +

Table 6: Validity of Action Conbinations in CONNECT Requests

In the CONNECT request nessage, nultiple swarm action el ements

ppsp_t p_swarm action_t could be contained. Each of them contains the
request action and the peer_node of the peer. The peer_node
attribute MJST be set to the type of participation of the peer in the
swar m ( SEEDER or LEECH)

The CONNECT nessage nmay contain nultiple peer_addr elenments with
attributes ip_address, port, priority, and type (if Interactive
Connectivity Establishnent (1CE) [ RFC5245] NAT traversal techniques
are used), and optionally connection, asn, and peer_protocol
corresponding to each of the network interfaces the peer wants to
adverti se.

The el ement peer_num i ndi cates the maxi mum nunber of peers to be
returned in a list fromthe tracker. The returned peer |ist can be
optionally filtered by sone indicated properties, such as ability_nat
for NAT traversal, and concurrent links, online_tine and

upl oad_bandwi dth for the preferred capabilities.

The el ement transaction_id MJST be present in requests to uniquely

identify the transaction. Responses to conpleted transactions use
the sane transaction_id as the request they correspond to.
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The response may include peer_addr data of the requesting peer public
| P address. Peers can use Session Traversal Utilities for NAT (STUN)
[ RFC5389] and Traversal Using Relays around NAT (TURN) [RFC5766] to
gather their candidates, in which case peer_addr SHOULD NOT present
in the response. If no STUN is used and the tracker is able to work
as a "STUN-1i ke" server that can inspect the public address of a
peer, the tracker can return the address back with a "REFLEXI VE"
attribute type. The swarmresult may al so include peer_addr data
corresponding to the peer IDs and public | P addresses of the selected
active peers in the requested swarm The tracker may al so include
the attribute asn with network | ocation information of the transport
address, corresponding to the Autononous System Nunmber of the access
net wor k provi der of the referenced peer

If the peer_node is SEEDER, the tracker responds with a SUCCESSFUL
response and enters the peer information into the correspondi ng swarm
activity. |If the peer_npode is LEECH (or if a SEEDER includes a
peer_num el enent in the request), the tracker will search and sel ect
an appropriate list of peers satisfying the conditions set by the
requesting peer. The peer list returned MUST contain the peer |Ds
and the corresponding | P addresses. To create the peer list, the
tracker may take peer status and network |l ocation information into
consi deration to express network topol ogy preferences or operators
policy preferences with regard to the possibility of connecting with
other I ETF efforts such as Application-Layer Traffic Optimzation
(ALTO) [RFC7285].

| MPLEMENTATI ON NOTE: If no peer_numattributes are present in the

request, the tracker may return a random sanple fromthe peer
popul ati on.
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The followi ng exanple of a CONNECT request corresponds to a peer that
wants to start (or re-start) sharing its previously streanmed content

(peer _node i s SEEDER)

POST https://tracker. exanple.comvideo 1 HTTP/ 1.1

Host: tracker.exanpl e.com
Cont ent - Lengt h: 494

Cont ent - Type: application/ ppsp-tracker+json
Accept: application/ ppsp-tracker+json

" PPSPTr acker Prot ocol ": {

"version": 1,
"request _type": " CONNECT",
"transaction_id": "12345",
"peer_id": "656164657220"
"connect": {
"peer _addr": {
"i p_address": {
"address_type": "ipv4d",
"address": "192.0.2. 2"
’
"port": 80,
"priority": 1,
"type": " HOST",
"connection": "wired",
"asn": "45645"
’
"swarm action": [{
"swarm i d": "1111",
"action": "JAON',
"peer _node": " SEEDER"
1
{
"swarm.id": "2222",
"action": "JON',
"peer _node": " SEEDER"
}H

}
}
}

Anot her exanpl e of the nessage-

to a peer (peer_node is LEECH

body of a CONNECT request corresponds
nmeani ng that the peer is not in

possession of the content) requesting join to a swarm in order to
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start receiving the stream and providing optional infornmation on the

addr esses of

" PPSPTr acker Prot ocol ": {

its network interface(s):

"version": 1,

"request _type": " CONNECT",
"transaction_id": "12345. 0"

"peer _id": "656164657221",

"connect ": {
"peer _nun': {

" peer _count": 5,
"ability nat": "STUN',
"concurrent |inks": "5",
"online_tine": "200",
"upl oad_bandwi dt h": " 600"
I
"peer _addr": [{
"i p_address": {
"address_type": "i pv4",
"addr ess": "192.0.2. 2"
I
"port": 80,
"priority": 1,
"type": " HOST™,
"connection": "wired",
"asn": "3256546"
I
{
"i p_address": {
"address_type": "i pve",
"addr ess": "2001: db8: : 2"
}
"port": 80,
"priority": 2,
"type": " HOST",
"connection": "W rel ess",
"asn": "34563456",
"peer _protocol": "PPSP-PP"
.
"swarm action": {
"swarm i d": "1111",
"action": "JA N',
"peer node": " LEECH'
}
}
}
}
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The next exanple of a CONNECT request corresponds to a peer |eaving a
previously joined swarm and requesting to join a new swarm This is
the typical exanple of a user watching a live channel but then
deciding to switch to a different one:

" PPSPTr acker Prot ocol ": {

"version": 1,
"request _type": " CONNECT",
"transaction_id": "12345",
"peer_id": "656164657221",
"connect": {
"peer _nunt': {
"peer _count": 5,
"ability_nat": " STUN',
"concurrent |inks": "5",
"online_tinme": "200",
"upl oad_bandwi dt h": " 600"
}
"swarm action": [{
"swarm.id": "1111",
"action": " LEAVE",
" peer _node": " LEECH'
1
{
"swarm i d": "2222",
"action": "JA N',
"peer _node": " LEECH'
}H
}
}
}
The next exanple illustrates the response for the previous exanple of

a CONNECT request where the peer requested two swarm actions and not
nore than 5 other peers, receiving fromthe tracker a peer list with
only two other peers in the swarm "2222":

HTTP/ 1.1 200 K
Content-Lengt h: 1342
Cont ent - Type: application/ ppsp-tracker+json

" PPSPTr acker Prot ocol ": {
"version":
"response_type":
"error_code":
"transaction_id":

[oNeN o

'12345"
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"peer _addr": {
"i p_address": {
"address_type": "ipv4",
"addr ess": "198.51.100. 1"
}
"port": 80,
"priority": 1,
"asn": " 64496"
1
"swarmresult": {
"swarm.id": "2222",
"result": 0,
"peer _group": {
"peer_info": [{
"peer _id": "956264622298"
"peer _addr": {
"ip_address": {
"address_type": "i pv4",
"address": "198. 51. 100. 22"
}
"port": 80,
"priority": 2,
"type": " REFLEXI VE",
"connection": "wired",
"asn": " 64496",
"peer protocol": "PPSP-PP"
}
1
{
"peer_id": "3332001256741"
"peer _addr": {
"i p_address": {
"address_type": "ipv4d",
"address": "198.51.100. 201"
}
"port": 80,
"priority": 2,
"type": " REFLEXI VE",
"connection": "wired",
"asn": " 64496",
"peer _protocol": "PPSP-PP"
}
H
}
}
}
}
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4.1.2. FIND Request

This method all ows peers to request a new peer list for the swarm
fromthe tracker whenever needed.

The FIND request may include a peer_nunber elenment to indicate to the
tracker the maxi num nunber of peers to be returned in a |ist
corresponding to the indicated conditions set by the requesting peer
being ability nat for NAT traversal (considering that PPSP-ICE NAT
traversal techniques may be used), and optionally concurrent_Iinks,
online_tine, and upload_bandwi dth for the preferred capabilities.

When receiving a well-formed FIND request, the tracker processes the

information to check if it is valid. |If successful, a response
nmessage with a response val ue of SUCCESSFUL will be generated, and
the tracker will search out the list of peers for the swarm and

sel ect an appropriate peer list satisfying the conditions set by the
requesting peer. The peer list returned MUST contain the peer |Ds
and the correspondi ng | P addresses.

The tracker may take the ability of peers and popularity of the
requested content into consideration. For exanple, the tracker could
sel ect peers with higher ability than the current peers that provide
the content if the content is relatively popular (see Section 5.1.1);
the tracker could also select peers with lower ability than the
current peers that provide the content when the content is relatively
uncomon. The tracker nmay take network location information into
consideration as well, to express network topol ogy preferences or
operators’ policy preferences. It can inplement other |ETF efforts
like ALTO [ RFC7285], which is out of the scope of this docunent.

The response MJUST include a peer_group el enent that contains the peer
I Ds and the corresponding | P addresses; it may al so include the
attribute asn with network | ocation information of the transport
address, corresponding to the Autonompous System Number of the access
networ k provi der of the referenced peer

The response may al so include a peer_addr el enent that includes the
requesting peer public IP address. If no STUN is used and the
tracker is able to work as a "STUN-Iike" server that can inspect the
public address of a peer, the tracker can return the address back
with a "REFLEXI VE" attribute type.

| MPLEMENTATI ON NOTE: |f no peer_numattributes are present in the

request, the tracker may return a random sanple fromthe peer
popul ati on.
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4.1.2.1. Exanple

An exanpl e of the nessage-body of

PPSTP

May 2016

a FIND request, where the peer

requests fromthe tracker a list of not nore than 5 peers in the
swarm "1111" conform ng to the characteristics expressed (concurrent

links, online tinme, and upl oad bandwi dth level) is as foll ows:
" PPSPTr acker Prot ocol ": {
"version": 1,
"request _type": "FI ND",
"transaction_id": "12345"
"peer_id": "656164657221",
"swarm_i d": "1111",
"peer_numt': {
"peer _count": 5,
"ability_nat": " STUN',
"concurrent |inks": "5",
"online_tine": "200"
"upl oad_bandwi dt h": " 600"
}
}
}

An exanpl e of the nessage-body of
request, including the requesting
is as follows:

a response for the above FIND
peer public I P address infornmation,

" PPSPTr acker Prot ocol ": {

"version":
"response_type":
"error_code":
"transaction_id":
"swarmresult": {
"swarm i d":
"result":
" peer _group":
"peer _inf

" peer
" peer

}

Cruz, et al

_id":
_addr": {

[oNeN

'12345" |

"1111",
0:

[{

{

o":
"656164657221",

i p_address": {

"address_type": "i pv4",
"address": "198.51.100. 1"
’ort": 80,
priority": 1,
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"type": " REFLEXI VE",
"connection": "w rel ess",
"asn": "64496"
}
b
{
"peer _id": "956264622298"
"peer _addr": {
"i p_address":
"address_type": "ipv4d",
"addr ess": "198.51. 100
b
"port": 80,
"priority": 1,
"type": " REFLEXI VE",
"connection": "W rel ess",
"asn": " 64496"
}
b
{
"peer _id": "3332001256741"
"peer _addr": {
"i p_address":
"address_type": "i pv4",
"addr ess": "198.51. 100
I
"port": 80,
"priority": 1,
"type": " REFLEXI VE",
"connection": "W rel ess",
"asn": "64496"
}
H
}
}
}
}
4.1.3. STAT_REPORT Request

May

. 22"

. 201"

This method all ows peers to send status and statistic data to

trackers.
is active.

The peer
with the identifier of the peer,
transaction_id.

Cruz, et al

MUST set the request_type to "STAT_REPORT"
and generate and set the

St andards Track

2016

The method is periodically initiated by the peer while it

set the peer_id
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The report may include multiple statistics elenents descri bing
several properties relevant to a specific swarm These properties
can be related with streamstatistics and peer status infornation,
i ncl udi ng upl oaded_byt es, downl oaded_byt es, avail abl e_bandw dt h,
concurrent _|inks, etc.

O her properties nay be defined (see the guidelines in Section 7.1),

for exanple, those related to incentives and reputation nechani sns.

If no Statistics Group is included, the STAT _REPORT is used as a

"keep-alive" nmessage to prevent the tracker fromde-registering the

peer when the "track tiner" expires.

If the request is valid, the tracker processes the received

informati on for future use and generates a response nessage with a

response val ue of SUCCESSFUL.

The response MJST have the sane transaction_id value as the request.
4.1.3.1. Exanple

An exanpl e of the message-body of a STAT_REPCRT request is:

" PPSPTr acker Prot ocol ": {

"version": 1,
"request _type": " STAT_REPORT",
"transaction_id": "12345",
"peer_id": "656164657221",
"stat_report": {
"type": "STREAM STATS",
"Stat": {
"swarm i d": "1111",
"upl oaded_byt es": 512,
"downl oaded_byt es": 768,
"avai |l abl e_bandw dt h": 1024000,
"concurrent _|inks": 5
}
}
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An exanpl e of the nmessage-body of a response for the START REPORT
request is:

" PPSPTr acker Prot ocol ": {
"version":
"response_type":
"error_code":
"transaction_id":
"swarmresult": {

"swarm.id": "1111",
"result": 0

[oNeN

'12345" |

}
}

4.2. Response El enent in Response Messages

Table 7 indicates the response type and correspondi ng senmantics.

T e +
| Response Type | Semantics
e SR .
| O | SUCCESSFUL

| 1 | FAI LED |
T T +

Table 7: Semantics for the Value of Response Type

SUCCESSFUL: I ndicates that the request has been processed properly
and the desired operation has conpleted. The body of the response
nmessage includes the requested informati on and MJST incl ude the sane
transaction_id as the correspondi ng request.

CONNECT: Returns information about the successful registration of
the peer and/or of each swarm action requested. May additionally
return the list of peers corresponding to the action attribute
request ed.

FIND: Returns the list of peers corresponding to the requested
scope.

STAT_REPCORT: Confirnms the success of the requested operation
FAI LED: Indicates that the request has not been processed properly.

A correspondi ng error_code SHOULD be set according to the conditions
described in Section 4.3.
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4.3. FError and Recovery Conditions

If the peer receives an invalid response, the same request with
i dentical content including the same transaction_id MJST be repeated.

The transaction_id on a request can be reused if and only if all of
the content is identical, including date/tinme information. Details
of the retry process (including tinme intervals to pause, nunber of
retries to attenpt, and timeouts for retrying) are inplenmentation
dependent .

The tracker MJST be prepared to receive a request with a repeated
transaction_id.

Error situations resulting fromnormal operation or from abnorm
conditions (Section 2.3.2) MIST be responded to with response_type
set to Ox01 and with the adequate error_code, as described here:

o |If the nmessage is found to be incorrectly forned, the receiver
MUST respond with a 01 (Bad Request) error_code with an enpty
nmessage- body (no peer_addr and swarmresult attributes).

o |If the version nunber of the protocol is for a version the
recei ver does not support, the receiver MJST respond with a 02
(Unsupported Version Nunber) error_code with an enpty nessage- body
(no peer_addr and swarmresult attributes).

0 |In the PEER REG STERED and TRACKI NG states of the tracker, certain
requests are not allowed (Section 2.3.2). The tracker MJST
respond with a 03 (Forbidden Action) error_code with an enpty
message- body (no peer_addr and swarmresult attributes).

o If the tracker is unable to process a request nessage due to an
unexpected condition, it SHOULD respond with a 04 (Internal Server
Error) error_code with an enpty nmessage-body (no peer_addr and
swarmresult attributes).

o |If the tracker is unable to process a request nessage because it
is in an overloaded state, it SHOULD respond with a 05 (Service
Unavail abl e) error_code with an enpty nessage-body (no peer_addr
and swarmresult attributes).

o |If authentication is required for the peer to nake the request,
the tracker SHOULD respond with a 06 (Authentication Required)
error_code with an enpty nessage-body (no peer_addr and
swarmresult attributes).
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4.4,

5.

5.

1

1

Par si ng of Unknown Fields in nessage-body

This docunent only details object nmenbers used by this specification
Ext ensi ons may include additional nenmbers within JSON objects defined
in this docunent. PPSTP inplenmentations MJST i gnore unknown nenbers
when processi ng PPSTP nessages.

Operations and Manageability

This section provides the operational and managenent aspects that are
required to be considered in inplenmentations of PPSTP. These aspects
foll ow the recommendati ons expressed in [ RFC5706].

Oper ati onal Consi derations

PPSTP provi des comuni cati on between trackers and peers and is
conceived as a "client-server"” mechanism allow ng the exchange of

i nformati on about the participant peers sharing multinedia stream ng
content.

The "server" conponent, i.e., the tracker, is a logical entity that
can be envisioned as a centralized service (inplemented in one or
nmore physical nodes) or a fully distributed service.

The "client" conponent can be inplenented at each peer participating
in the stream ng of content.

1. Installation and Initial Setup

Content providers wishing to use PPSP for content distribution should
set up at least a PPSP tracker and a service portal (public web
server) to publish Iinks of the content descriptions, for access to
their on-demand or live original content sources. Content and
service providers should also create conditions to generate peer |Ds
and any required security certificates, as well as chunk IDs and
swarm | Ds for each streami ng content. The configuration processes
for the PPSP tracking facility, the service portal, and content
sources are not standardi zed, enabling flexibility for inplenmenters.

The swarm | Ds of available content, as well as the addresses of the
PPSP tracking facility, can be distributed to end users in various
ways, but it is common practice to include both the swarmID and the
correspondi ng PPSP tracker addresses (as URLs) in the MPD of the
content, which is obtainable (a link) fromthe service portal

The avail abl e content could have different inportance attribute
val ues to indicate whether the content is popular or not. However,
it is atotally inplementation design and outside the scope of this
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specification. For exanple, the inportance attribute values of the
content could be set by content providers when distributing them or
could be determ ned by the tracker based on the statistics of the
requests fromthe peers that request the content. The tracker could
set an upper threshold to decide that the content is popul ar enough
when the inportance attribute value is higher than the upper
threshold. The tracker could also set a |ower threshold to decide
that the content is unconmon enough when the inportance attribute
value is lower than the | ower threshol d.

End users browse and search for desired content in the service porta
and select by clicking the links of the corresponding MPDs. This
action typically requires security certificates or authorization
tokens froman enrol |l nent service (end-user registration) and then

| aunches the Cient Media Player (with PPSP awareness), which will

t hen, using PPSTP, contact the PPSP tracker to join the corresponding
swarm and obtain the transport addresses of other PPSP peers in order
to start streaning the content.

5.1.2. Mgration Path

There is no previous standard protocol providing functionality
simlar to PPSTP. However, sone popul ar proprietary protocols, e.g.
BitTorrent, are used in existing systens. There is no way for PPSTP
to mgrate to proprietary protocols like the BitTorrent tracker
protocol. Because PPSTP is an application-level protocol, there is
no harmin PPSTP having no migration path. However, proprietary
protocols nmigrating to standard protocols |Iike PPSTP can sol ve the
problens raised in [RFC6972]. It is also possible for systenms to use
PPSTP as the nanagenent protocol to work with exiting propriety peer
protocols |ike the BitTorrent peer protocol

5.1.3. Requirenments on Ot her Protocols and Functional Conponents
For security reasons, when using the Peer-to-Peer Stream ng Peer
Prot ocol (PPSPP) with PPSTP, the mechani sns described in Section 6.1
shoul d be observed.
5.1.4. Inpact on Network Operation
As the nmessagi ng nodel of PPSTP aligns with HTTP and the semantics of

its nessages, the inpact on network operation is simlar to using
HTTP.
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5.1.5. Verifying Correct Qperation

The correct operation of PPSTP can be verified both at the tracker
and at the peer by |ogging the behavior of PPSTP. Additionally, the
PPSP tracker collects the status of the peers, including the peers
activity; such information can be used to nonitor and obtain the

gl obal view of the operation

5.2. Managenent Consi derations

The managenent considerations for PPSTP are simlar to other
solutions using HTTP for |arge-scale content distribution. The PPSP
tracker can be realized by geographically distributed tracker nodes
or multiple server nodes in a data center. As these nodes are akin
to WAV nodes, their configuration procedures, detection of faults,
measur enent of performance, usage accounting, and security neasures
can be achi eved by standard solutions and facilities.

5.2.1. Interoperability

Interoperability refers to allow ng information sharing and
operations between multiple devices and multipl e managenent
applications. For PPSTP, distinct types of devices host PPSTP
trackers and peers. Therefore, support for multiple standard schenma
| anguages, nanagenent protocols, and information nodels, suited to
di fferent purposes, was considered in the PPSTP design

Specifically, managenent functionality for PPSTP devices can be
achieved with the Sinple Network Managenment Protocol (SNWP)

[ RFC3410], syslog [RFC5424], and the Network Configuration Protoco
(NETCONF) [ RFC6241].

5.2.2. Managenent |nformation

PPSP trackers may inplenent SNMP managenent interfaces, nanmely, the
Appl i cati on Managenment M B [ RFC2564], wi thout the need to instrument
the tracker application itself. The channel, connections, and
transacti on objects of the Application Managenent M B can be used to
report the basic behavior of the PPSP tracker service.

The Application Performance Measurenent M B (APM M B) [ RFC3729] and
the Transport Performance Metrics MB (TPM M B) [ RFC4150] can be used
with PPSTP to provide adequate netrics for the anal ysis of
performance for transaction flows in the network, in direct
relationship to the transport of PPSTP.

The Host Resources M B [RFC2790] can be used to supply information on

the hardware, the operating system and the installed and running
software on a PPSP tracker host.
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The TCP-M B [ RFC4022] can additionally be considered for network
noni t ori ng.

Logging is an inportant functionality for PPSTP trackers and peers;
it is done via syslog [ RFC5424].

5.2.3. Fault Managenent

As PPSP tracker failures can be nainly attributed to host or network
conditions, the facilities previously described for verifying the
correct operation of PPSTP and the managenent of PPSP tracker servers
appear sufficient for PPSTP fault nonitoring.

5.2.4. Configuration Managenent

PPSP tracker deploynents, when realized by geographically distributed
tracker nodes or multiple server nodes in a data center, may benefit
froma standard way of replicating atom c configuration updates over
a set of server nodes. This functionality can be provided via
NETCONF [ RFC6241] .

5.2.5. Accounting Managenent

PPSTP i npl enentations, primarily in content provider environnents,

can benefit from accounting standardi zation efforts as described in
[ RFC2975], which indicates that accounting nanagenment is "concerned
with the collection of resource consunption data for the purposes of
capacity and trend anal ysis, cost allocation, auditing, and billing"

5.2.6. Performance Managenent

Because PPSTP is transaction oriented, its performance in terns of
avail ability and responsiveness can be neasured with the facilities
of the APM M B [ RFC3729] and the TPM M B [ RFC4150] .

5.2.7. Security Managenent

Standard SNWP notifications for PPSP tracker managenent [RFC5590] and
sysl og nessages [ RFC5424] can be used to alert operators to the
conditions identified in the security considerations (Section 6).

The statistics collected about the operation of PPSTP can be used for
detecting attacks (e.g., the receipt of nalfornmed nessages, nessages
out of order, or messages with invalid tinestanps). However,
col l ecting such endpoint properties may al so rai se sone security

i ssues. For exanple, the statistics collected by the tracker may be
di scl osed to an unaut horized third party that has malicious
intentions. To address such risk, the provider of the tracker should
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eval uate how nmuch information is revealed and the associ ated ri sks.
A confidentiality mechani smnust be provided by HTTP over TLS to
guarantee the confidentiality of PPSTP

6. Security Considerations

P2P streaning systens are subject to attacks by nalicious or
unfriendly peers/trackers that nay eavesdrop on signaling, forge/deny
i nformati on/ knowl edge about streami ng content and/or its
availability, inpersonate a valid participant, or |launch DoS attacks
on a chosen victim

No security system can guarantee conplete security in an open P2P
stream ng system where participants nmay be nalicious or
uncooperative. The goal of the security considerations described
here is to provide sufficient protection for rmaintaining sone
security properties during tracker-peer comunication even in the
face of a large nunber of malicious peers and/or eventual distrustfu
trackers (under the distributed tracker deploynment scenario).

Since the protocol uses HTTP to transfer signaling, nost of the
security considerations described in [RFC7230] and [ RFC7231] al so
apply. Due to the transactional nature of the communicati on between
peers and tracker, the nethod for addi ng authentication and data
security services can be the QAuth 2.0 Authorization [RFC6749] with a
bearer token, which provides the peer with the information required
to successfully utilize an access token to nake protected requests to
the tracker.

6.1. Authentication between Tracker and Peers

To protect PPSTP signaling fromattackers pretending to be valid
peers (or peers other than thenselves), all nessages received in the
tracker SHOULD be received from authorized peers. For that purpose,
a peer SHOULD enroll in the systemvia a centralized enroll nent
server. The enrollnent server is expected to provide a proper peer
ID for the peer and infornmation about the authentication nechanisns.
The specification of the enrollnment method and the provision of
identifiers and authentication tokens is out of the scope of this
speci fication.

Transport Layer Security (TLS) [RFC5246] MJST be used in the
communi cati on between peers and tracker to provide privacy and data
integrity. Software engineers devel oping and service providers
depl oyi ng the tracker should make thenselves familiar with the Best
Current Practices (BCP) on configuring HTTP over TLS [ RFC7525].
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QAuth 2.0 Authorization [ RFC6749] SHOULD al so be consi dered when
di gest authentication [RFC7616] and HTTPS client certificates are
required.

6.2. Content Integrity Protection against Polluting Peers/Trackers

Mal i ci ous peers nmay clai mownership of popular content to the tracker
and try to serve polluted (i.e., decoy content or even virus/trojan-

i nfected content) to other peers. Since trackers do not exchange
content information anong peers, it is difficult to detect whether or
not a peer is polluting the content. Usually, this kind of pollution
can be detected by the Peer-to-Peer Stream ng Peer Protocol (PPSPP)

[ RFC7574] with requiring the use of Merkle Hash Tree schene for
protecting the integrity of the content. More details can be seen in
Section 5 of [RFC7574].

Some attackers that disrupt P2P stream ng on behal f of content
providers nay provide false or nodified content or peer |ist
informati on to achieve certain nalicious goals. Peers connecting to
those portals or trackers provided by the attackers may be redirected
to some corrupted malicious content. However, there is no standard
way for peers to avoid this kind of situation conmpletely. Peers can
have nmechani sns to detect undesirable content or results thensel ves
For exanple, if a peer finds that the portal returned sone undesired
content information or the tracker returned sonme nalicious peer
lists, the peer may choose to quit the swarmor switch to other P2P
stream ng services provided by other content providers.

6.3. Residual Attacks and Mtigation

To mtigate the inpact of Sybil attackers inpersonating a |arge
nunber of valid participants by repeatedly acquiring different peer
identities, the enrollment server SHOULD carefully regulate the rate
of peer/tracker adm ssion

There is no guarantee that peers honestly report their status to the
tracker, or serve authentic content to other peers as they claimto
the tracker. 1t is expected that a global trust nmechanism where the
credit of each peer is accunulated from eval uati ons for previous
transacti ons, may be taken into account by other peers when selecting
partners for future transactions, helping to mtigate the inpact of
such nalicious behaviors. A globally trusted tracker nay al so take
part in the trust nechani smby collecting eval uations, conputing
credit values, and providing themto joining peers.
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6.4. Pro-incentive Paraneter Trustful ness

Property types for STAT_REPORT nessages nay consi der additional pro-
i ncentive paraneters (see the guidelines for extension in Section 7),
whi ch can enable the tracker to inprove the performnce of the whole
P2P streaning system Trustworthiness of these pro-incentive
paraneters is critical to the effectiveness of the incentive

mechani sms. Furthernore, the anount of both upl oaded and downl oaded
data should be reported to the tracker to allow checking for

i nconsi stenci es between the upl oad and downl oad report and to
establish an appropriate credit/trust system

One such solution could be a reputation-incentive nmechani sm based on
the notions of reputation, social awareness, and fairness. The
mechani sm woul d pronote cooperation anong participants (via each
peer’s reputation) based on the history of past transactions, such
as, count of chunk requests (sent and received) in a swarm
contribution time of the peer, cunul ative upl oaded and downl oaded
content, JON and LEAVE tinestanps, attainable rate, etc.

Al ternatively, exchange of cryptographic receipts signed by receiving
peers can be used to attest to the upload contribution of a peer to
the swarm as suggested in [Contracts].

6.5 Privacy for Peers

PPSTP provi des mechani sms in which the peers can send nessages
containing | P addresses, ports, and other information to the tracker.
A tracker or a third party who is able to intercept such nmessages can
store and process the obtained information in order to anal yze peers
behavi ors and conmuni cation patterns. Such analysis can lead to
privacy risks. For exanple, an unauthorized party nmay snoop on the
data transmi ssion fromthe peer to a tracker in order to introduce
some corrupted chunks.

The Peer-to-Peer Stream ng Peer Protocol (PPSPP) [RFC7574] has

al ready introduced sone nmechani snms to protect streaned content; see
Sections 12.3 and 12.4 of [RFC7574]. For PPSTP, peer inpl enentations
as well as tracker inplenmentati ons MJUST support the "https" UR
schene [ RFC2818] and Transport Layer Security (TLS) [RFC5246]. In
addition, a peer should be cogni zant about potential trackers
tracki ng through queries of peers, e.g., by using HITP cooki es.

PPSTP as specified in this docunent does not rely on HTTP cooki es.
Thus, peers may decide not to return cookies received fromthe
tracker, in order to nake additional tracking nore difficult.
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7.

7.

Qui del i nes for Extendi ng PPSTP

Ext ensi on nechani sns al |l ow designers to add new features or to
custom ze existing features of a protocol for different operating
environnments [ RFC6709].

Extending a protocol inplies either the addition of features w thout

changi ng the protocol itself or the addition of new el ements creating
new versions of an existing schema and therefore new versions of the

pr ot ocol

In PPSTP, this neans that an extension MJUST NOT alter an existing
protocol schema as the changes would result in a new version of an
exi sting schema, not an extension of an existing schema, typically
non- backwar ds- conpati bl e.

Additionally, a designer MJST renenber that extensions thenselves my
al so be extensible.

Ext ensi ons MJUST adhere to the principles described in this section in
order to be considered valid.

Ext ensi ons MUST be docunented in Standards Track RFCs if there are
requirenents for coordination, interoperability, and broad
di stribution.

1. Forns of PPSTP Extension

In PPSTP, two extension nmechani snms can be used: a Request- Response
Ext ensi on or a Protocol -Level Extension.

0 Request-Response Extension: Adding elenents or attributes to an
exi sting el enent nmapping in the schema is the sinplest form of
extension. This form should be explored before any other. This
task can be acconplished by extending an existing el enent nmappi ng.

For exanple, an elenment nmapping for the Statistics Group can be
extended to include additional elenments needed to express status
i nformati on about the activity of the peer, such as online tine
for the stat el enent.

0 Protocol -Level Extension: |If there is no existing el enent napping
that can be extended to neet the requirenents and the existing
PPSTP request and response nmessage structures are insufficient,

t hen extending the protocol should be considered in order to
define new operational requests and responses.
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Cruz,

For exanple, to enhance the level of control and the granularity
of the operations, a new version of the protocol w th new nessages
(JO N, DI SCONNECT), a retro-conpatible change in semantics of an
exi sting CONNECT request/response, and an extension in STAT_REPORT
coul d be consi dered.

As illustrated in Figure 6, the peer would use an enhanced CONNECT
request to performthe initial registration in the system Then
it wuld join a first swarmas SEEDER, |ater join a second swarm
as LEECH, and then disconnect fromthe latter swarmbut renmain as
SEEDER for the first one. When deciding to | eave the system the
peer di sconnects gracefully fromit:

oo + oo +
| Peer | | Tracker |
oo + Fomm e +

| |

| - - CONNECT- - - = < < <o m o oe e oo >|

| <o mm e K- - |

| --JOA N(swarm a; SEEDER) - - - - ------ >|

| <o mm e K- - |

| - - STAT_REPORT(acti vity)------- >|

[ <-mmmm e --

i——JO N(swarm b; LEECH) - - - ------ >

SRR OK+Peer Li st - - |

| - - STAT_REPORT( ChunkMap_b) - - - - - >|

[ <-mmmm e --

i - - DI SCONNECT(swarm b) - -------- >|

| <emmm e e Ok-- |

| - - STAT_REPORT(acti vity)------- >|

[ <-mmmm e --

| - - DI SCONNECT- < - < <= <o e e e >

| <emmm e Ok(BYE) - - |

Figure 6: Exanple of a Session for a PPSTP Extended Version
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7.2.

| ssues to Be Addressed in PPSTP Extensions

There are several issues that all extensions should take into
consi der ati on.

(0]

Cruz,

Overview of the Extension: |t is RECOMVENDED that extensions to
PPSTP have a protocol overview section that discusses the basic
operation of the extension. The nost inportant processing rules
for the elenents in the nessage flows SHOULD al so be nentioned

Backward Conpatibility: The new extension MJUST be backward
conpatible with the base PPSTP specified in this docunent.

Syntactic |Issues: Extensions that define new request/response
nmet hods SHOULD use all capitals for the method nanme, keeping with
a |l ong-standi ng convention in many protocols, such as HITP.

Met hod names are case sensitive in PPSTP. Method nanes SHOULD be
shorter than 16 characters and SHOULD attenpt to convey the
general neaning of the request or response.

Semantic |ssues: PPSTP extensions MJST clearly define the
semantics of the extensions. Specifically, the extension MJST
speci fy the behaviors expected fromboth the peer and the tracker
in processing the extension, with the processing rules in tenpora
order of the common nessagi ng scenari o.

Processing rules generally specify actions to be taken on receipt
of messages and expiration of tinmers.

The extensi on SHOULD specify procedures to be taken in exceptiona
conditions that are recoverable. Handling of unrecoverable errors
does not require specification.

Security Issues: As security is an inportant conponent of any
prot ocol , designers of PPSTP extensions need to carefully consider
security requirenents, e.g., authorization requirenents and
requirenents for end-to-end integrity.

Exanpl es of Usage: The specification of the extension SHOULD gi ve
exanpl es of nessage flows and nessage formatting and incl ude
exanpl es of nessages contai ning new syntax. Exanples of message
flows should be given to cover commopn cases and at | east one
failure or unusual case.
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8. | ANA Consi derati ons
8.1. MM Type Registry
Thi s docunment registers "application/ppsp-tracker+json” nedia types.
Type nane: application
Subt ype name: ppsp-tracker+json
Required paraneters: n/a
Optional paraneters: n/a
Encodi ng consi derations: Encoding considerations are identical to
those specified for the "application/json" nmedia type. See
[ RFC7159] .

Security considerations: See Section 6 of RFC 7846.

Interoperability considerations: This document specifies the fornat
of conform ng nessages and the interpretation thereof.

Publ i shed specification: RFC 7846.

Applications that use this nedia type: PPSP trackers and peers
ei ther stand al one or are enbedded within other applications.

Addi tional information
Magi ¢ nunber(s): n/a
File extension(s): n/a
Maci ntosh file type code(s): n/a
Fragnent identifier considerations: n/a

Person & emnil address to contact for further information: See
Aut hors’ Addresses section

I ntended usage: COMVON
Restrictions on usage: none
Aut hor: See Authors’ Addresses section of RFC 7846.

Change controller: |1ESG (iesg@etf.org)
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8.2. PPSTP Version Nunber Registry

| ANA has created the "PPSTP Version Nunber Registry". Values are
integers in the range 0-255, with initial assignments and
reservations given in Table 2. New PPSTP version types are assigned
after | ETF Revi ew [ RFC5226] to ensure that proper docunentation
regardi ng the new version types and their usage has been provided.

8.3. PPSTP Request Type Registry

| ANA has created the "PPSTP Request Type Registry". Values are
strings listed in Table 8. New PPSTP request types are assigned
after | ETF Revi ew [ RFC5226] to ensure that proper docunentation
regardi ng the new request types and their usage has been provided.

Returns information about the successful

regi stration of the peer and/or of each

swarm action requested. May additionally

return the list of peers corresponding to

the action attribute

request ed. |
|
|
|
|
|
|

" FI ND"' Returns the list of peers correspondi ng
to the requested scope.
" STAT_REPORT" Confirns the success of the requested
operation.
e e e e e e oo oo o e e e e e e e e e e e e e e e e eaa +

Tabl e 8: The PPSTP Request Type Registry
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8.4. PPSTP Error Code Registry

| ANA has created the "PPSTP Error Code Registry". Values are the
strings listed in Table 9. New PPSTP error codes are assigned after
| ETF Review [ RFC5226] to ensure that proper documentation regarding
the new error codes and their usage has been provided.

oo o e e e e e +
| error_code | Description |
Fom e e e e e oo oo Fommm e e e e e e e e e e e e e e e m e e e e e emeao o +
| 00 | No Error |
| 01 | Bad Request |
| 02 | Unsupported Version Nunber |
| 03 | Forbi dden Action |
| 04 | I'nternal Server Error |
| 05 | Service Unavail abl e |
| 06 | Authentication Required |
S o s e m e e e e e e e e e e e e e e e e e e e e o - o +

Tabl e 9: The PPSTP Error Code Registry
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