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ABSTRACT

The increasingly famliar and ubiquitous Re-
ference Mbdel of Open Systens Interconnection
currently being considered by the Internationa
Organi zation for Standardization (1SsO for
pronotion to the status of a Draft Internationa
Standard, is based on the explicit assunption

that a "connection" - an associati on between two
or nobre conmunicating entities, possessi ng
certain characteristics over and above those
possessed by the entities thenselves - is
required for the transfer of data in an Open
Syst ens I nt erconnection (osl) envi ronnent .
Al t hough the connection-oriented nodel of

conmmuni cati ons behavior has proven to be an
extrenely powerful concept, and has been applied
successfully to the design and inpl enmentation of
protocol s and systens covering a wi de range of
applications, a growing body of research and
experi ence suggests that a conpl enentary concept
- connectionless data transmssion - is an
essential part of the Open Systens |nterconnec-
tion architecture, and should be enbraced as
such by the OSI Reference Model. This paper
explores the concept of connectionless data
transmission and its relationship to the nore
fam liar concepts of connection-oriented data
transfer, developing a rationale for the inclu-
sion of the connectionless concept in t he
Ref erence Mbdel as an integral part of the
standard description of the OSI architecture.
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1

I nt roducti on

Over the past three years, a nunber of national and interna-
tional standards organizations have expended the tine and
efforts of a great many people to achieve a description of an
architectural Reference Mddel for interconnecting conput er
systenms considered to be "open" by virtue of their nutual use of
standard conmunication protocols and fornmats. The current
description, the Reference Mbdel of Qpen Systens |nterconnection
(RMOSI)[1], is generally accepted by the International O gani-
zation for Standardization (1SO, the International Tel ephone
and Tel egraph Consultatitive Comrittee (CCITT), the European
Conmput er Manufacturer’s Association (ECMA), and nmany national
standards bodies, including the American National Standards
Institute (ANSI), and has progressed to the status of a Draft
Proposed Standard (DP7498) within 1SO It describes the con-
cepts and principles of a conmmunications architecture organized
hierarchically, by function, into seven discrete layers, and
prescribes the services that each layer nmnust provide to the
| ayer imredi ately above it (the uppernost Ilayer provides its
services to wuser applications, which are considered to be
outside of the Open Systems Interconnection envi ronment) .
Buil ding on the services available to it from the next-Iower
| ayer, each | ayer nakes use of standard OSI protocols which
enable it to cooperate with other instances of the sanme |Iayer
(its "peers") in other systens (see Figure 1). This technique
of grouping related functions into distinct |layers, each of
which inplements a set of well-defined services that are used by
the | ayer above, partitions a very conplex, abstract problem -
"how can the conmponents of a distributed application, operating
in potentially dissimlar environnments, cooperate wth each
other?" - into a nunber of nore manageabl e problens that enjoy a
| ogical relationship to each other and can individually be nore
readi |y under st ood.

The Reference Model was devel oped to serve as a franework for
the coordination of existing and future standards designed to
facilitate the interconnection of data processing systens. The
purpose of OSI is to enable an end-user application activity
(called an "application process") located in a system that
enpl oys OSI procedures and protocols (an "open" systen) to
communi cate with any other appication process located in any
other open system It is not the intent of OSI to specify
either the functions or the inplenentation details of systens
that provide the OSI capabilities. Conmunication is achieved by
mut ual adherence to agreed-upon (standardized) services and
protocols; the only thing that an OSI entity in a given layer in
one system needs to know about an OSI entity in the same |ayer
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FIGURE 1 - Ceneral Mbdel of an OSI Layer

A Note on COSI Term nol ogy

The construction of a formal system such as the architecture of
Open Systens | nterconnection, necessarily involves the introduc-
tion of unanbi guous term nology (which also tends to be sonewhat
i npenetrable at first glance). The terns found here and in the
text are all defined in an Appendi x. The "(N)-" notation is used
to enmphasi ze that the term refers to an OSI characteristic that
applies to each layer individually. The "(N)-" prefix stands in
generically for the nanme of a layer; thus, "(N)-address", for
exanpl e, refers abstractly to the concept of an address associ a-
ted with a specific layer, while "transport-address" refers to
the sane concept applied to the transport |ayer
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of another systemis how the other entity behaves, not howit is
i mpl emented. |In particular, OSI is not concerned with how the
i nterfaces between adjacent |ayers are inplenented in an open
system any interface nechanismis acceptable, as long as it
supports access to the appropriate standard OSI services

A maj or goal of the OSI standardization effort 1is generality.
I deally, the Reference Mbdel should serve as the conmon archi-
tectural framework for many different types of distributed
systens enpl oyi ng a wde range of t el econmuni cati on
technol ogi es, and certainly an inportant neasure of the success
of OSI will be its ability to apply the standard architecture
across a broad spectrum of user applications. The way in which
the Reference Model has developed over the past four years
refl ects an awareness of this goal (anong others): the process
began with the identification of the essential concepts of a
| ayered architecture, including the gener al architectura
el ements of protocols, and proceeded carefully fromthese basic
principles to a detail ed description of each layer. The organi-
zation of the current Reference Mddel docurment [1] exhibits the
same top-down progression. At the highest level, three el enents
are identified as basic to the architecture[1]:

a) the application processes which exist wthin the Open
Systens | nterconnection environnent;

b) the connections which join the application processes and
permt themto exchange information; and

c) systens.

The assunption that a connection is a fundamental prerequisite
for conmunication in the OSI environment pernmeates the Reference
Model, and is in fact one of the nost wuseful and inportant
uni fying concepts of the architecture. A growing nunber of
experts in the field, however, believe that this deeply-rooted
connection orientation seriously and unnecessarily lints the
power and scope of the Reference Model, since it excludes a
| arge class of applications and inplenmentation technol ogi es that
have an inherently connectionl ess nature. They argue that the
architectural objectives of the Reference Mddel do not depend on
the exclusive use of connections to characterize all CSl
interactions, and recommend that the two alternatives - connec-
tion oriented data transfer, and connectionless data transm s-
sion - be treated as conplenentary concepts, which can be
applied in parallel to the different applications for which each
is suited.

At the Novenber, 1980 neeting of the | SO subcommittee responsi-
ble for OSI (TC97/SC16), a working party laid a solid foundation
for this argunent in two docunents: Report of the Ad Hoc G oup
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on Connectionl ess Data Transni ssion[3], and Recommended Changes
to Section 3 of [the Reference Mddel] to Include Connectionless
Data Transmission[2]; and the inportance of the issue was
recogni zed by the full subconmttee in a resolution[25] «calling
for comments on the two docunents fromall menber organizations.
The question of how the connectionless data transni ssion concept
shoul d be reflected in the OSI architecture - and in particular
whet her or not it should becone an integral part of the Re-
ference Mbdel - will be debated again this sumrer, when the
current Draft Proposed Standard Reference Mdel becomes a Draft
International Standard. The renainder of this article wll
expl ore the issues that surround this question

2 VWat |Is Connectionless Data Transni ssion?

Connectionl ess data transnission (CDT), despite the wunfanmiliar
nane, is by no neans a new concept. In one formor another, it
has played an inportant role in the specification of services
and protocols for over a decade. The terns "message node"[ ],
"dat agrani' [ 35] , "transaction node" [ 22, 23, 24], and
"connection-free"[37,47] have been used in the literature to
descri be variations on the same basic theme: the transm ssion of
a data unit in a single self-contained operation wthout
establishing, maintaining, and terminating a connection.

Si nce connectionless data transm ssion and connection-oriented
data transfer are conpl enentary concepts, they are best under-
stood in juxtaposition, particularly since CDT is nost often
defined by its relationship to the nore fanmliar concept of a
connecti on.

2.1 Connection-Oiented Data Transfer

A connection (or "(N)-connection", in the formal termnology of
OSl) is an association established between two or nore entities
("(N+1l)-entities") for conveyi ng dat a
("(N)-service-data-units"). The ability to establi sh

(N)-connections, and to convey data units over them is provided
to (N+1l)-entities by the (N-layer as a set of services, called
connection-oriented (N)-services. Connection-oriented interac-
tions proceed through three distinct sequential phases: connec-
tion establishnment; data transfer; and connection release.

Figure 2 illustrates schematically the sequence of operations
associ ated with connection-oriented interactions. In addition
to this explicitly distinguishable duration, or "lifetinme", a

connection exhibits the follow ng fundanental characteristics:
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[Note: Much of the material in this section is
derived fromreference 3]

1. Prior negotiation.

In a connection-oriented interaction, no connection is esta-
blished - and no data are transferred - until all parties agree
on the set of parameters and options that will govern the data
transfer. An incom ng connection establishnment request can be
rejected if it asserts paraneter values or options that are
unacceptable to the receiver, and the receiver nmay in nany cases
suggest alternative paranmeter values and options along with his
rejection.

The reason for negotiation during connection establishnment is
the assunption that each party nust reserve or allocate the
resources (such as buffers and channels) that will be required
to carry out data transfer operations on the new connection

Negoti ati on provides an opportunity to scuttle the establishnent
of a connection when the resources that would be required to
support it cannot be dedicated, or to propose alternatives that
could be supported by the avail abl e resources.

2. Three-party Agreenent.

The fundanmental nature of a connection involves establishing and
dynanmically maintaining a three-party agreenent concerning the

transfer of data. The three parties - the two (N+l)-entities
that wish to communicate, and the (N)-service that provides them
with a connection - nmust first agree on their nmutual wllingness
to participate in the transfer (see above). This initial

agreement establishes a connection. Thereafter, for as long as
the connection persists, they nust continue to agree on the
acceptance of each data unit transferred over the connection.
"Wth a connection, there is no possibility of data transfer
through an unwilling service to an unwilling partner, because
the mutual willingness nust be established before the data
transfer can take place, and data nust be accepted by the
destination partner; otherwise, no data [are] transferred on
that connection."[ 3]

3. Connection ldentifiers.

At connection est abl i shnent time, each participating
(N+1)-entity is identified to the (N -service by an (N)-address;
the (N)-service uses these addresses to set up the requested
connection. Subsequent requests to transfer data over the
connection (or to release it) refer not to the (N)-address(es)
of the intended recipient(s), but to a connection identifier
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supplied by t he (N) -service (in 03] parl ance, an
"(N)-connection-endpoint-identifier"). Thi s is a
| ocal I y-significant "shorthand" reference that uniquely identi-
fies an established connection during its lifetine. Simlarly,

the protocol units that carry data between systens typically
i nclude a nutually-understood | ogical identifier rather than the
actual addresses of the correspondents. This technique elinina-
tes the overhead that would otherwise be associated with the
resol ution and transm ssi on of addresses on every data transfer.

In sone cases, however - particularly when non-honbgeneous
networks are interconnected, and very |location-sensitive addres-
sing schenes are used - it can make dynanmic routing of data

units extrenely difficult, if not inpossible.

4. Data Unit Rel ationship.

Once a connection has been established, it nmy be used to
transfer one data unit after another, until the connection is
rel eased by one of the three parties. These data units are
logically related to each other sinmply by virtue of being
transferred on the sane connection. Since data units are
transferred over a connection in sequence, they are related
ordinally as well. These data unit relationships are an inpor-

tant characteristic of connections, since they create a context
for the interpretation of arriving data units that is indepen-
dent of the data thenmselves. Because a connection maintains the
sequence of nessages associated wth it, out - of - sequence,
m ssing, and duplicated nmessages can easily be detected and
recovered, and fl ow control techniques can be invoked to ensure
that the nessage transfer rate does not exceed that which the
correspondents are capabl e of handling.

These characteristics nake connection-based data transfer
attractive in applications that call for relatively |long-lived,
streamoriented interactions in stable configurations, such as
direct termnal use of a renote conputer, file transfer, and
Il ong-term attachnments of renote job entry stations. In such
applications, the interacti on between communi cating entities is
nodel l ed very well by the connection concept: the entities
initially discuss their requirenents and agree to the terns of
their interaction, reserving whatever resources they will need;
transfer a series of related data wunits to acconplish their
mut ual objective; and explicitly end their interaction, releas-
ing the previously reserved resources.

2.2 Connectionless Data Transm ssion

In many other applications, however, the interaction between
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entities is nore naturally nodelled by the connectionless data
transm ssion concept, which involves the transnmission of a
single self-contained data wunit from one entity to another
wi t hout prior negotiation or agreenent, and wthout the as-
surance of delivery normally associated w th connection-based
transfers. The users of a connectionless (N)-service may, of
course, use their (N+1)-protocol to nmake any prior or dynamc
arrangenents they wi sh concerning their interpretation of the
data transmitted and received; the (N)-service itself, however,
attaches no significance to individual data units, and does not
attenpt to relate themin any way. Two (N+1l)-entities comuni -
cating by neans of a connectionless (N)-service could, for
exanpl e, apply whatever techniques they night consider appro-
priate in the execution of their own pr ot ocol (timers,
retransm ssion, positive or negative acknow edgenents, sequence
nunbers, etc.) to achieve the level of error detection and/or
recovery they desired. Users of a connectionless, as opposed to
connection-oriented, (N)-service are not restricted or inhibited
in the performance of their (N+1)-protocol; obviously, though

the assunption is that CDT wll be wused in situations that
either do not require the characteristics of a connection, or
actively benefit fromthe alternative characteristics of connec-
tionl ess transmni ssion.

Figure 3 illustrates schematically the single operation whereby
a connectionless service may be enployed to transmit a single
data unit. Figure 4 shows a wdely-inplenmented variation,
sonmetines called "reliable datagrant service, in which the
service provider wundertakes to confirm the delivery or
non-delivery of each data unit. It nust be enphasized that this

is not a true connectionless service, but is in sone sense a
hybri d, comnbining the delivery assurance of connection-oriented
service with the single-operation interface event of connection-
| ess service

Many of those involved in OSI standardization activities have
agreed on a pair of definitions for connectionless dat a
transm ssion, one for architectural and conceptual purposes, and
one for service-definition purposes[4]. The architectura
definition, which has been proposed for inclusion in the Re-
ference Model, is:

"Connectionless Data Transnmission is the transnission (not
transfer) of an (N) -service-data-unit from a source
(N) - servi ce-access- poi nt to one or nor e destination
(N) -servi ce-access-points w thout establishing an (N)-connection
for the transm ssion.”

The service definition, which is intended to provide a workable
basis for incorporating a connectionless service into the
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service descriptions for individual layers of the Reference
Model , is:

"A Connectionless (N)-Service is one that acconplishes the
transmission of a single self-contained (N)-service-data-unit
between (N+1)-entities upon the performance of a single
(N)-service access."

Both of these definitions depend heavily on the distinction
between the terns "transnit", "transfer", and "exchange"

Transmit: "to cause to pass or be conveyed through space or a
medium" This termrefers to the act of conveying only, wthout
i mpl yi ng anyt hi ng about reception.

Transfer: "to convey from one place, person, or thing, to
another." A one-way peer-to-peer connotation restricts the use
of this termto cases in which the receiving peer is party to
and accepts the data transferred.

Exchange: "to give and receive, or |ose and take, reciprocally,
as things of the sane kind." A two-way peer-to-peer connotation
restricts the use of this termto cases in which both give and
receive directions are clearly evident.

These definitions are clearly of limted usef ul ness by
t hensel ves. They do, however, provide a framework within which
to explore the follow ng characteristics of CDT:

1. "One-shot" QOperation

The nost user-visible characteristic of connectionless data
transmission is the single service access required to initiate
the transmi ssion of a data unit. Al of the information re-
quired to deliver the data unit - destination address, quality
of service selection, options, etc. - 1is presented to the
connectionless (N)-service provider, along with the data, in a
singl e | ogical service-access operation that is not considered
by the (N -service to be related in any way to other access
operations, prior or subsequent (note, however, that since OS
is not concerned with inplementation details, the specific
i nterface nechani sm enpl oyed by a particular inplenmentation of
connectionl ess service mght involve nore than one interface
exchange to acconplish what is, from a logical standpoint, a
single operation). Once the service provider has accepted a
data unit for connectionless transm ssion, no further communica-
tion occurs between the provider and the user of the service
concerning the fate or disposition of the data.
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2. Two-party Agreenent.

Connection-oriented data transfer requires the establishnent of
a three-party agreenent between the participating (N+1)-entities
and the (N)-service. A connectionless service, however, invol-
ves only two-party agreenents: there nay be an agreenent between
the corresponding (N+1)-entities, unknowmn to the (N)-service,
and there may be |ocal agreenents between each (N+1l)-entity and
its local (N)-service provider, but no (N-protocol information
is ever exchanged between (N)-entities concerning the nutua
willingness of the (N+1)-entities to engage in a connectionless
transm ssion or to accept a particular data unit.

In practice, sone sort of a priori agreement (usually a system
engi neering design decision) is assunmed to exist between the
(N+1l)-entities and the (N)-service concerning those paraneters,
formats, and options that affect all three parties as a unit.
However, considerabl e freedom of choice is preserved by all ow ng
the user of a connectionless service to specify nost paraneter
val ues and options - such as transfer rate, acceptable error
rate, etc. - at the time the service is invoked. In a given
i npl ementation, if the local (N)-service provider determ nes
imediately (frominfornation available to it locally) that the
requested operation cannot be perfornmed under the conditions
specified, it may abort the service prinmtive, returning an
i mpl erent ati on-specific error message across the interface to
the user. |If the sanme determination is nmade later on, after the
service-primtive interface event has conpleted, the transm s-
sion is sinply abandoned, since users of a connectionless
service can be expected to recover lost data if it is inportant
for themto do so.

3. Self-contained Data Units.

Data units transnmitted via a connectionless service, since they
bear no relationship either to other data units or to a "higher
abstraction" (such as a connecti on), are entirely
self-contained. Al of the addressing and other information
needed by the service provider to deliver a data unit to its
destination nust be included in each transmission. On the one
hand, this represents a greater overhead than is incurred during
the data transfer phase of a connection-oriented interaction; on
the other, it greatly sinplifies routing, since each data wunit
carries a conplete destination address and can be routed without
reference to connection-related information that may not, for
exanpl e, be readily available at internediate nodes.

4., Data Unit | ndependence.

The connectionl ess transm ssion of data creates no rel ationship,
express or inplied, between data units. Each invocation of a
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connectionl ess service begins the transnission of a single data
unit. Nothing about the service invocation, the transm ssion of
the data by the connectionless service, or the data unit itself
affects or is affected by any other past, present, or future
operation, whether connection-oriented or connectionless. A
series of data units handed one after the other to a connection-
| ess service for delivery to the sanme destination wll not
necessarily be delivered to the destination in the sane order
and the connectionless service will make no attenpt to report or
recover instances of non-delivery.

Not e: A nunber of popular variations on CDT include
features that run counter to those described
above. These variations deserve to be di scussed
on their own nerits, but should not be confused
with the architectural concept of connectionl ess
data transmn ssi on.

These characteristics make CDT attractive in applications that
i nvol ve short-termrequest-response interactions, exhibit a high
| evel of redundancy, mnust be flexibly reconfigurable, or derive
no benefit from guaranteed in-sequence delivery of data.

3 The Rationale for Connectionless Data Transm ssi on

Because CDT is not as w dely understood as connection-oriented
data transfer, it has often been difficult in the course of
devel opi ng service and protocol definitions to adduce a ration-
ale for incorporating CDT, and even nore difficult to determne
appropriate locations for connectionless service wthin the
| ayered hierarchy of OSl. This section addresses the first
concern; the next section will deal with the second.

The nost natural way to discover the power and wutility of the
CDT concept is to examne applications and inplenentation
technol ogi es that depend on it. The followi ng observations are
distilled fromthe specifications and descriptions of actua
protocol s and systens (nany of which have been inpl enented), and
fromthe work of individuals and organi zati ons engaged in the
OSl standardi zation effort (quoted material is fromreference 3,
except where otherw se noted). They are divided into seven
(occassionally overlapping) categories which classify t he
applications for which CDT is well suited.

Inward data collection involves the periodic active or passive
sampling of a large nunmber of data sources. A sensor net
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gathering data from dedi cated neasurenment stations; a network
status nonitor constantly refreshing its know edge of a network
environnment; and an automatic alarmor security systemin which
each conponent regularly self-tests and reports the result, are

all engaged in this type of interaction, in which a "large
nunber of sources nay be reporting periodically and asynchron-
ously to a single reporting point. In a realtine nonitoring

situation, these readings could nornmally be 1lost on occassion
wi t hout causing distress, because the next update would be
arriving shortly. Only if nore than one successive update
failed to arrive within a specified tine limt would an al arm be
war r ant ed. If, say, a fast connect/ di sconnect t hr ee- way
handshake cost twi ce as nmuch as a one-way [connectionless] data
transm ssion which had been system engineered to achieve a
certain acceptable statistical reliability figure, the cost of
connection-oriented inward data collection for a large distri-
buted application could be substantially greater than for
[ connectionless collection], without a correspondingly greater
benefit to the user."[ 3]

Qutward data dissemination is in a sense the inverse of the
first category; it concerns the distribution of a single data
unit to a large nunber of destinations. This situation is
found, for exanple, when a node joins a network, or a
commonl y- accessi bl e server changes its location, and a new
address is sent to other nodes on the network; when a synchroni -
zi ng message such as a real-tine clock value nmust be sent to al
participants in sonme distributed activity; and when an operator
broadcasts a nonspecific nessage (e.g., "Network coming down in
five mnutes"). In such cases, the distribution cost (including
time) nmay far exceed the cost of generating the data; control-
ling the overall cost depends on keeping the cost of dissem na-
tion as | ow as possible.

Request -response applications are those in which a service is
provi ded by a commonly accessible server process to a large
nunber of distributed request sources. The typical interaction
consists of a single request followed by a single response, and
usual Iy only the highest-|evel acknowl edgement - the response
itself - is either necessary or nmeaningful. Many conmerci a
applications (point of sale termnals, credit checking, reserva-
tion systens, inventory control, and autonated banking systens)

and sone types of industrial process control, as well as nore
general information retrieval systens (such as videotex), fal
into this category. 1In each case, the know edge and expectation

of each application conponent as to the nature of the interac-
tion is represented in an application-process design and inple-
nmentation that is known in advance, outside of CSl; |ower |eve
negoti ati ons, acknow edgenments, and other connection-related
functions are often unnecessary and cunbersone.
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An exanpl e of an application that conbines the characteristics
of inmard data collection, outward data dissenm nation, and
request-response interaction is described by the Wrking G oup
on Power System Control Centers of the |EEE Power Engineering
Society in a recent letter to the chairman of ANSI committee
X3T51 concerning the wuse of data communication in utility
control centers[17]. They note that "a utility control center
receives information from renmpte terminal wunits (located at
substations and generating plants) and from other contro
centers, perfornms a variety of nmonitoring and control functions,
and transmts comands to the renpte terminals and coordinating
informati on to other control centers.” During the course of
t hese operations, the follow ng conditions occur

1) Sonme neasurenents are transmitted or requested from
renote termnals or control centers every few seconds
No attenpt is necessarily nmade to recover data |ost due
to transmission error; the application prograns include
provisions for proper operation when input data is
occassionally mssing. [Inward data collection]

2) Some data itens are transferred from comonly accessed
renote sites or nmulti-utility pool coordination centers
on a request -response basi s. [ Request - response
i nteraction]

3) In sonme cases, an application programmay require that
some neasurenents be nade sinultaneously in a large
nunmber of locations. In these cases, the control center
will broadcast a command to make th affected
nmeasurenents. [Qutward data di ssem nation]

In closing, they note that "utility control centers around the
worl d use data comunications in ways simlar to those in the
United States.”

Broadcast and multicast (group addressed) comunication using
connection-oriented services is awkward at best and inpossible
at wor st , not wi t hst andi ng t he occassi onal menti on of
"mul ti-endpoint connections” in the Reference Mdel. Sone
characteristics of connection-based data transfer, such as
sequenci ng and error recovery, are very difficult to provide in
a broadcast/multicast environnment, and may not even be

desirable; and it is not at all easy to forrmulate a wusefu
definition of broadcast/multicast acknow edgenent that can be
supported by a | owlevel protocol. Were group addressing is an

i mportant application consideration, connectionless data trans-
nm ssion is usually the only choice.

Certain special applications, such as digitized voice, data
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telemetry, and renote command and control, involving a high
| evel of data r edundancy and/ or real -tine transm ssi on
requirenents, may profit fromthe fact that CDT nmakes no effort
to detect or recover lost or corrupted data. |If the time span
during which an individual datum is neaningful is relatively
short, since it is quickly superceded by the next - or if, as in
digitized voice transmi ssion, the |oss or corruption of one or
even several data units is insignificant - the application night
suffer far nore fromthe delay that would be introduced as a
connection-oriented service dealt with a | ost or out-of-sequence
data unit (even if retransmi ssion or other recovery procedures
were not invoked) than it would fromthe unreported loss of a
few data units in the course of a connectionless exchange.
O her special considerations - such as the wundesirability, for
security reasons, of nmaintaining connection-state information
between data transfers in a mlitary conmand and control system
- add force to the argunment that CDT should be available as an
alternative to connection-oriented data transfer

Local area networks (LANs) are probably the nost fertile ground
for connectionless services, which find useful application at
several layers. LANs enploy intrinsically reliable physica
transmission nedia and techniques (baseband and br oadband
coaxial <cable, fiber optics, etc.) in a restricted range
(generally no greater than 1 or 2 kilometers), and are typically

able to achieve extrenely low bit error rates. In addition, the
nmedi a- access contention nechanisns favored by LAN designers
handl e transm ssion errors as a matter of course. The usua

approach to physical interconnection ties all nodes together on
a conmon nedium creating an inherently broadcast environment in
whi ch every transm ssion can be received by every station

Taki ng advantage of these characteristics virtually denmands a
connectionl ess data link service, and in fact nost current and
proposed LANs - the Xerox Ethernet[43], the proposed |EEE 802
LAN st andard[ 14, 46], and many others - depend on such a service.
As a bonus, because connectionless services are sinpler to
implement - requiring only two or three service primtives -
i nexpensive VLS| inplenmentations are often possible.

In addition, the applications for which LANs are often installed
tend to be precisely those best handl ed by CDT. Consider this
list of eight application classes identified by the |EEE 802
Interface Subcommittee as targets for the 802 LAN standard[46]:

1. Peri odi c st at us reporting - telemetry data  from
instrunmentation, nonitoring devices associated wth static or
dynanmi ¢ physical environnents;

2. Special event reporting - fire alarns, overload or stressing
condi tions;
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3. Security control - security door opening and cl osing, system
recovery or initialization, access control

4. File transfer;

5. Interactive transactions - reservation systens, electronic
messagi ng and conf erenci ng;

6. Interactive information exchange - comunicating text and
word processors, electronic mail, renote job entry;

7. Ofice informati on exchange - store and forward of digitized
voi ce nessages, digitized graphic/imge handling;

8. Real-time stinulus and response - universal product code
checkout readers, distributed point of sale cash registers,
mlitary command and control, and other cl osed- | oop and

real -tine applications.

O these, alnost all have already been identified as classic
exanpl es of applications that have an essentially connectionl ess
nature. Consider this nore detailed exanple of (8): a loca
area network with a large nunber of nodes and a | arge nunber of
services (e.g., file managenent, printing, pl otting, job
execution, etc.) provided at various nodes. In such a
configuration, it is inpractical to maintain a table at each
node giving the address of every service, since changing the
| ocation of a single service would require updating the address
table at every node. An alternative is to naintain a single
i ndependent "server |ookup" service, which perforns the function
of mapping the name of a given service to the address of a
server providing that service. The server-1ookup server re-
ceives requests such as, "where is service X?", and returns the
address at which an instance of service X is currently |ocated.
Communi cation with the server-lookup server is i nherently
sel f-contai ned, consisting of a single request/response
exchange. Only the highest-1evel acknow edgenent - the response
fromthe | ookup service giving the requested address - is at al
significant. The native reliability of the local area network
ensures a low error rate; if a nmessage should be lost, no harm
is done, since the request will sinply be re-sent if a tinely
response does not arrive. Such an interaction is poorly nodel-
I ed by the connection-oriented paradi gm of opening a connection
transferring a streamof data, and closing the connection. It
is perfectly suited to connectionl ess transm ssion techni ques.

Net wor k i nterconnection (internetworking) can be facilitated -
especi al ly when networks of different types are involved, as is
often the case - if the internetwork service is connectionl ess;
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and a nunber of related activities, such as gateway-to-gateway
communi cati on, exhibit the request -response, i nward dat a
collection, and outward data di ssemi nation characteristics that
are well supported by CDT. One of the best examples of a
connectionless internetwork service is described in a docunent
published by the National Bureau of Standards (Features of
Internetwork Protocol[29], which includes a straightforward
di scussion of the nerits of the connectionless approach

"The greatest advant age of connecti onl ess
service at the internet level 1is sinplicity,
particularly in the gateways. Simplicity is
mani fested in terms of smaller and | ess conpli-
cated conputer code and snaller conputer storage
requi renents. The gateways and hosts are not
required to maintain state information, nor
interpret call request and call clear conmands.

Each dat a- uni t can be treated
i ndependent|ly. .. Connectionl ess service assunes a
ni ni nf al ] service from t he under | yi ng
subnet wor ks. This is advantageous if t he

networ ks are diverse. Existing internet proto-
cols which are intended for interconnection of a
di verse variety of networks are based on a
connectionless service [for exanple the PUP
Internetwork protocol[44], the Departnment of
Def ence Standard Internet Protocol[31], and the
Delta-t protocol devel oped at Law ence Livernore
Laboratory[45]]."

The principle notivating the devel opnent of internetwork servi-
ces and protocols that make few assunptions about the nature of
the individual network services (the "l owest conmmon denom nator”
approach) was fornulated by Carl Sunshine as the "local net
i ndependence principle"[39]: "Each local net shall retain its
i ndi vi dual address space, routing algorithms, packet formats,
protocols, traffic controls, fees, and other network character-
istics to the greatest extent possible.” The sinplicity and
robust ness of connectionl ess internetworking systenms guarantee
their wi despread use as the nunber of different network types -
X. 25 networks, LANs, packet radio networks, other broadcast
networks, and satellite networks - increases and the pressures
to interconnect them grow.

4 CDT and the OSI Reference Mde

As a concept, connectionless data transm ssion conplenents the
concept of connection-oriented data transfer throughout the CS
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architecture. As a basis for deriving standard OSlI services and
protocol s, however, it has a greater inpact on some |ayers of
the Reference Model than on others. Careful analysis of the
relative nerits of connectionless and connection-oriented
operation at each layer is necessary to control the prolifera-
tion of inconpatible or useless options and preserve a balance
bet ween the power of the conpl enentary concepts and the stabili -
zing objective of the OSI standardization effort.

Figure 5 illustrates the layered OSI hierarchy as it is nost
commonly represented (it shows two instances of the hierarchy,
representing the relationship between two OCSI systens). The

followi ng sections discuss the CDT concept in the context of
each of the seven layers

4.1 Physical Layer

The duality of connections and connectionless service is diffi-

cult to denonstrate satisfactorily at the physical |ayer,
| argely because the concept of a physical "connection" is both
intuitive and colloquial. The physical layer is responsible for

generating and interpreting signals represented for the purpose
of transmission by sonme form of physical encoding (be it
electrical, optical, acoustic, etc.), and a physical connection

in the nost general sense (and restricting our consideration, as
does the Reference Mddel itself, to teleconmunications nedia),
is a signal pathway through a nmediumor a conbination of nedia.
Is a packet radi o br oadcast net wor k, t hen, usi ng a
"connectionl ess" physical service? No explicit signal pathway
through a nmedium or nedia is established before data are
transmitted. On the other hand, it can easily be argued that a
physi cal connection is established with the introduction of two
antennae into the "ether"; and if the antennae are ained at each
ot her and desi gned to handl e m crowave transm ssion, the inpres-
sion that a physical connection exists is strengthened. Wether
or not one recogni zes the possibility of connectionl ess physica

services - other than purely whinsical ones - wll probably
continue to depend on one’s point of view, and wll have no
ef fect on the devel opnent of actual telecomunication systens.

4.2 Data Link Layer

Many data link technologies - particularly those coming into
popul ar use with the growmh of local area networking - are far
easier to wunderstand and work wth when the traditiona
connection-oriented concepts (enbodied, for exanple, in the

wi del y-used HDLC, SDLC, and ADCCP standards) are replaced by the
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concept of connectionless data transnission. The previous
di scussion of |ocal area networking has already nmade the point
that the high-speed, short-range, intrinsically reliable broad-
cast transm ssion media used to interconnect stations in |loca
area networks are conplenmented both functionally and concep-
tually by connectionless data |ink techniques.

One of the organizations currently developing a |local area
network data link |ayer standard - the Data Link and Media
Access (DLMAC) subcommittee of | EEE 802 - has recognized both
the need to retain conpatibility with existing |ong-haul techni-
gues and the uni que advantages of CDT for |ocal area networks by
proposing that two data |ink procedures be defined for the |EEE
802 st andard.

In one procedure, information franmes are unnunbered and may be
sent at any tine by any station wthout first establishing a
connection. The intended receiver may accept the frame and
interpret it, but is under no obligation to do so, and nmay
i nstead discard the frane with no notice to the sender. Neither
is the sender notified if no station recognizes the address
coded into the frame, and there is no receiver. Thi s
"connectionl ess" procedure, of course, assunes the "friendly"
envi ronnent and hi gher-1ayer acceptance of responsibility that
are usual I'y characteristic of | ocal area net wor k
i mpl emrent ati ons.

The ot her procedure provides all of the sequencing, recovery,
and ot her guar ant ees nornmal |y associ at ed with
connection-oriented link procedures. It is in fact very sinilar
to the |1 SO standard HDLC bal anced asynchronous node procedure.

Data link procedures designed for transmssion nmedia that
(unli ke those used in local area networks) suffer wunacceptable
error rates are al nost universally connection-based, since it is
generally nore efficient to recover t he poi nt -t o- poi nt
bit-streamerrors detectable by connection-oriented data |I|ink
procedures at the data link layer (with its conparatively short
timeout intervals) than at a higher |ayer.

4.3 Network Layer

Connectionl ess network service is useful for many of the sanme
reasons that were identified in the previous discussion of
network interconnection: it greatly sinplifies the design and
i mpl enent ati on of systens; nekes few assunptions about underly-
ing services; and is nore efficient than a connection-oriented
service when higher layers perform whatever sequencing, flow
control, and error recovery is required by user applications (in
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fact, internetwork services are provided by the Network Layer).
CDT al so facilitates dynani c routing in packet - and
nmessage- swit ched networks, since each data wunit (packet or
message) can be directed along the nost appropriate "next hop"
unencunber ed by connect i on- mandat ed node configurations.
Exanpl es of nore or |ess connectionless network |ayer designs
and i npl enentati ons abound: Zilog's Z-net (which offers both
"reliable" and "unreliable" service options); DECNET’ s
"transport layer" (which corresponds to the OSI Network |ayer);
Livernore Lab’s Delta-t protocol (although it provides only a

reliable service, per forn ng error checki ng, duplicate
detection, and acknow edgenent); the User Datagram protocol[48];
and the Cyclades network protocol[38]. In fact, even the

staunchly connection-oriented X. 25 public data  networks
(Canada’s Datapac is the best exanple) generally enply what
anobunts to a connectionless network-layer service in their
i nternal packet switches, which enables themto performflexible
dynanmi c routing on a packet-by-packet basis.

4.4 Transport Layer

The connectionless transport service is inportant prinmarily in
systems that distinguish the Transport Ilayer and everything
below it as providing sonething generically named the "Transport
Service", and abandon or severely conprom se adherence to the
OSl architecture above the Transport layer. |In such systens a
connectionl ess transport service nmay be needed for the sane
reasons that other (nore OSl-respecting) systens need a connec-
tionl ess application service. Oherw se, the purpose of defin-
ing a connectionless transport service is to enable a wuniformy
connectionl ess service to be passed efficiently through the
Transport |ayer to higher |ayers.

4.5 Session Layer

The whol e notion of a session which binds presentation-entities
into a relationship of sonme tenporal duration is inherently
connection-oriented. The purpose of defining a connectionless
session service, therefore, is to enable a uniformy connection-
| ess service to be passed efficiently through the session |[ayer
to higher layers. In this sense, the connectionless session
service stands in precisely the sane relationship to the connec-
tionl ess transport service as a session-connection stands to a
transport-connection
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4.6 Presentation Layer

Very much the sane considerations apply to the Presentation
| ayer as apply to the Session |ayer.

4.7 Application Layer

The nobst obvi ous reason to define a connectionless application
service - to give wuser application processes access to the
connectionl ess services of the architecture - is not the only
one. The application |ayer perforns functions that help user
application processes to converse regarding the neaning of the
i nformati on they exchange, and is also responsible for dealing
with the overall system nmanagenent aspects of the OSI operation.
Over and above the nmny wuser-application requirenments for
connectionl ess service, it may be profitably enpl oyed by system
managenment functions that nmonitor and report on the status of
resources in the local open system by application |ayer nanage-
ment functions that need to interact in a request-response node
with simlar functions in other systens to perform security
access control; and by user application process functions that
nmoni tor the status of activities in progress.

The potential availability of two conplenentary services at each
| ayer of the architecture raises an obvious question - how to
choose between then? It should be clear at this point that
unil ateral exclusion of one or the other, although it nmay
simplify the situation for sonme applications, is not a genera
solution to the problem There are actually two parts to the
question: how to select an appropriate set of cooperative
services for all seven layers during the design of a particular
open system and, if one or nore layers of the systemw || offer
bot h connection-oriented and connectionless services, how to
provide for the dynam c selection of one or the other in a given
ci rcumst ance

The second part is easiest to dispose of, since actual systens -
as opposed to the nore abstract set of services and protocols

col l ected under the banner of OGSl - wll generally be con-
structed in such a way as to conbine services cooperatively,
with some attention paid to the way in which they will interact

to neet specific goals. Although two services may be provided
at a given layer, logical conbinations of services for different
applications will generally be assenbled according to relatively
simple rul es established during the design of the system

Eval uating the requirenments of the applications a system nust
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support and the characteristics of the preferred inplenentation
technol ogies will also answer the first question. A system
designed primarily to transport large files over a |ong-hau

networ k woul d probably use only connection-oriented services.
One designed to collect data fromw dely scattered sensors for
processing at a central site might provide a connectionless
application service but use a connection-oriented net wor k
service to achieve conpatibility with a public data network.
Anot her system built around a |local area network bus or ring,
m ght use a connectionless data |link service regardless of the
applications support ed; if sever al LANs sere to be
i nterconnected, perhaps with other network types, it might also
enpl oy a connectionl ess internetwork service.

The definition of OSI standard services and protocols, however,
nmust consi der the general case, so as to acconodate a w de range
of actual -system configurations. The notivating principle
shoul d be to achieve a balance between the two goals of power
and sinplicity. The service definition for each |ayer nust
i ncl ude both connection-oriented and connectionless services;
otherwi se, the utility of a service at one layer could be
negated by the unavailability of a corresponding service else-
where in the hierarchy. However, the role played by each
service may be radically different fromone |layer to the next.
The Presentation, Session, and Transport l|layers, for instance,
need to support their respective connectionless services only
because the Application |ayer, which nmust provide a connection-
| ess service to user applications, cannot do so effectively if
they do not. Recognizing these role variations opens up the
possibility of restoring a neasure of the sinplicity lost in the
i ntroduction of choice at each layer by limting, not the
choi ces, but the places in the hierarchy where conversion from
one choice to the other - connection to connectionless, or vice
versa - is allowed (see figure 6). At this stage in the devel-
opnment of the CDT concept, it appears that there are exscellent
reasons for allow ng such a conversion to take place in the
Application, Transport, and Network layers (and in the Data Link
| ayer, if some physical interconnection strategies are deened to
be connectionless). 1In the other layers, the provision of one
kind of service to the next-higher |ayer nust always be accom
plished by using the sane kind of service from the next-I|ower

| ayer (see figure 7). (This principle of like-to-like napping
is not related to multiplexing; it refers to service types
(connection-oriented and connecti onl ess), not to actua

services.) Adopting such a restriction would contribute to the
achi evenent of the bal ance nentioned above, w thout excluding
those conbi nations of services that have denonstrated their
usef ul ness.
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5 Sunmmary

Support for incorporating connectionless data transm ssion as a
basi c architectural el enent of the Reference Mdel has grown as
under st andi ng of the concept has beconme nore w despread. The
prot ocol devel opment sponsored by vari ous agencies of the U S
Department of Defense, for exanple, have |ong recognized connec-
tions and connectionl ess transm ssion as conpl enentary concepts,
and have employed both. Simlar work being carried out by a
division of the Institute for Conputer Science and Technol ogy at
the National Bureau of Standards, the result of which will be a

series of Federal Information Processing Standards, depends
heavily on connectionless as well as connection-oriented
concepts. The inportance of CDT to sone of these U S. efforts

is reflected in comments received by ANSI conmittee X3T5 during
the recent Reference Mbdel ballot period, one of which states
that "Publication of this material [DP7498] w thout incorpora-
tion of +the concerns associated with Connectionless Dat a
Trans[ ni ssion] nmakes a nockery of U S. interests."[18] A sone-
what | ess enotional expression of the same sentinment is enbodied

in the official u. S Posi tion on Connecti onl ess Dat a
Transm ssi on[ 9], in whi ch X3T5, t he responsi bl e u. S
organi zation, "endorses SCl16/N555 [Recomended Changes to

Section 3 of [the Reference Mdel] to Include CDT] wthout
exception and announces its intention to pursue vigorously the
i ncorporation of CDT as the first mpjor extension to the Basic
Ref erence Mbdel of OSI." In the sanme docunent, X3T5 notes that
it "intends to issue and naintain a version of DP7498 to be
referred to as DP7498-prine, incorporating the CDT extensions."
That there is also significant international support for the CDT
concept is clear, however, from the nenbership of the 1SO
SC16/ WGl Ad Hoc Group on Connectionl ess Data Transm ssion, which
produced the N555 docunent |ast Novenber; it includes represen-
tatives from France, Japan, Germany, and the United Kingdom as
well as fromthe U S. Those who believe that the CDT concept is
an essential part of the OSI architecture hope that eventually
t he DP7498-prime docunent, or its successor, wll replace the
exclusively connection-oriented Reference Mdel before t he
| atter becones an International Standard.

6 Acknow edgenents

[to be supplied]
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OSl Ter m nol ogy

The following terns are defined in either the text or the
vocabul ary annex (or both) of the Draft Proposed Reference Model
of OSI (1SQ DP7498). Sone terns are given nore than one defini-

tion in different sections of the Reference Mdel; these are
marked with an asterisk (*), to indicate that selection of the
acconpanyi ng definition i nvol ved t he aut hor’ s per sonal
j udgenent .

[to be supplied]

(N) - connection

(N) - servi ce-access- poi nt

(N) - servi ce-access- poi nt - addr ess
(N) -l ayer

system

(N-entity

(N) - connecti on-endpoi nt-identifier

CDT Ter mi nol ogy

The following terns, not yet part of the standard sl
vocabulary, relate to the concept of connectionless dat a
t ransm ssi on.

"Connectionless Data Transmission is the transm ssion (not
transfer) of an (N)-service-data-unit from a source
(N) - servi ce-access- poi nt to one or nor e destination
(N) - servi ce-access-points w thout establishing an (N)-connection
for the transm ssion."

"A Connectionless (N)-Service is one that acconplishes the
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transm ssion of a single self-contained (N)-service-data-unit
between (N+l)-entities upon the performance of a single
(N)-service access.”

Transmit: "to cause to pass or be conveyed through space or a
medium" This termrefers to the act of conveying only, wthout
i mpl yi ng anyt hi ng about reception.

Transfer: "to convey from one place, person, or thing, to
another." A one-way peer-to-peer connotation restricts the use
of this termto cases in which the receiving peer is party to
and accepts the data transferred.

Exchange: "to give and receive, or |ose and take, reciprocally,
as things of the sane kind." A two-way peer-to-peer connotation
restricts the use of this termto cases in which both give and
receive directions are clearly evident.

dat agram

unit-data transfer/transm ssion

transaction (from SC1l/ N688)

data transm ssion (fromDI'S 2382 Section 9)

[ End of Appendi x A]
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| SO TC97/ SC16/ N566

X3T51/ 80- 69

X3S33/ X3T56/ 81- 13

X3S37/ 81-35

11/ 80

Definitions of the Term "Connectionless Data Transm ssi on"
(a letter to the chairman of ANSC X3T51 from
the acting chairman of ANSC X3T56).

Sour ce:
Ref er ence:

Dat e:

ANSC X3S33/ X3T56
X3S33/ X3T56/ 81- 22
X3T51/ 81-2

X3S37/ 81-6

1/81



Connectionl ess Provisions for OSI Reference Mdel.

Sour ce: ANSC X3S37

Ref er ence: | SO TC97/ SC6/ W2/ WL2
X3S37/81- 16R

Dat e: 2/ 81

Commrents on Recommended Changes to Section 3 of 97/16
N537, Basic Specification of the Reference
Model of OsSl, to include Connectionless Data
Transm ssi on, SC16/ N555.

Sour ce: DN (FRGQ
Ref er ence: | SO TC97/ SC6/ W2/ WLO
Dat e: 2/ 81

Connectionl ess Data Transmni ssi on.

Sour ce: X3S33/ X3T56 Ad Hoc G oup on Connec-
tionless Data Transm ssi on

Ref er ence: X3S33/ X3T56/ 81- 26

Dat e: 1/ 81

Contribution to Docunent |SQ TC97/SC1l6 N555 Concerning the
Ext ensi on of General Concepts from the Basic
Ref erence Mbdel to Connectionless Data Trans-

fer Mode.
Sour ce: | SO TC97/ SC16/ W1 Ad Hoc Mbdel  Exten-
sion Group B
Ref er ence:
Dat e: 3/ 81

US Position on Connectionless Data Transmi ssi on.

Sour ce: ANSC X3T5

Ref er ence: | SO TC97/ SC16/ N605
X3T51/ 81- 26

Dat e: 3/81



10. Revision of SC16/N551 to Include Connectionless Data
Tr ansmni ssi on.

Sour ce: ANSC X3S33/ X3T56

Ref er ence: | SO TC97/ SC16/ N602
X3S33/ X3T56/ 81- 67
X3T51/ 81- 20
X3S37/ 81-17

Dat e: 3/ 81

11. Report of USA Vote and Comments on | SO DP7498.

Sour ce: ANSC X3T5

Ref er ence: | SO TC97/ SC16/ N590
X3T51/ 81-29

Dat e: 3/ 81

12. USA Proposed Revision to Draft Basic Session Service
Speci fication,
| SO TC97/ SC16 N553.

Sour ce: ANSC X3S33/ X3T56

Ref er ence: | SO TC97/ SC16/ N597
X3S33/ X3T56/ 81- 39R
X3T51/ 81- 28

Dat e: 3/ 81

13. USA Proposed Revision to Draft Transport Service
Speci fication,
| SO TC97/ SC16 N563.

Sour ce: ANSC X3S33/ X3T56

Ref er ence: | SO TC97/ SC16/ N601
X3S33/ X3T56/ 81- 33R
X3T51/ 81-17

Dat e: 3/ 81



14. Comments on Connectionl ess Data Transmni ssi on.

Sour ce: Robert F. Stover, Honeywell Inc.
Ref erence: Private conmuni cation
Dat e: 4/ 81

15. Proposed Changes to the OGSl Transport Layer.

Sour ce: Gregory Ennis, Sytek Inc.

Ref er ence: X3T51 Reference Mdel Editing G oup
V3. B

Dat e: 3/81

16. Review of the 1SO Draft Proposal (DP 7498), Qpen System

I nt erconnection Ref erence Model (Project
| PSC- 0168) .
Sour ce: National Security Agency, Centr al

Security Service, Departnent
of Defense

Ref er ence: NSA/ CSS Serial T095/008/81
X3T51 Reference Mdel Editing G oup
V3. F

Dat e: 3/81

17. Comments on Draft Proposal | SO DP7498.

Sour ce: Wor ki ng Group on Power System Control
Centers, | EEE Power Engi neer -
ing Society

Ref er ence: X3T51 Reference Mdel Editing G oup

V3.1, V4.4

Dat e: 3/81

18. Review of [1SO Draft Proposal 7498 (Open Syst ens
I nt er connection).

Sour ce: Department of the Air Force

Ref er ence: X3T51 Reference Mdel Editing G oup
V3.J, V4.5, V1.15, V2. H

Dat e: 3/81
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Proposed | nprovenents to Section 6 of DP7498.

Sour ce:
Ref er ence:

Dat e:

Conment s on Section

Sour ce:
Ref er ence:

Dat e:

Comment s on DP7498.

Sour ce:

Ref er ence:

Dat e:

A. Lyman Chapi n, Data General Corpora-
tion

X3T51 Reference Mdel Editing G oup

V3. M

3/81

7.4 of DP7498.

ANSC X3S33/ X3T56
X3S33/ X3T56/ 81- 30
X3T51 Reference
V3. H

3/81

Model Editing G oup

ANSC X3S33/ X3T56
X3S33/ X3T56/ 81- 60
X3T51 Reference
V3. N

3/ 81

Model Editing G oup

USA Posi tion Concerning Progression of the Reference Mdel

of Open Systens Interconnection (Parts | and
Il of USA Comments on N309).
Sour ce: ANSC X3T5
Ref erence: | SO TC97/ SC16/ NAOS5
X3T5/ 80- 120
X3T51/ 80- 43
Dat e: 9/ 80
23. Addenda to the USA Position Concerning Progression of CSl

Ref erence Mbdel

Sour ce:
Ref er ence:

Dat e:

(Parts | and I1).
ANSC X3T5

X3T5/ 80- 143

X3T51/ 80- 63

9/ 80



24, US Position on the W3l Rapporteur’s Report of October

1980.
Sour ce: ANSC X3T5
Ref er ence: X3T5/ 80- 142
X3T51/ 80- 62
Dat e: 10/ 80

25. Resolutions: |1SO TC97/SCl6 - Open Systens |nterconnection:
Berlin - Novenber 12 - 14, 1980.

Sour ce: | SO TC97/ SC16

Ref er ence: | SO TC97/ SC16/ N570
X3S33/ X3T56/ 80-11

Dat e: 11/ 80

26. NBS Analysis of Mjor US Covernnent Requirenents of
Transport Protocol Services.

Sour ce: Nati onal Bureau of St andar ds, Us
Depart ment of Conmerce
Ref erence: | SO TC97/ SC16/ N404

X3T51/ 80- 32
X3S33/ X3T56/ 80- 82
Dat e: 9/ 80

27. Features of the Transport and Session Protocols.

Sour ce: Nati onal Bureau of St andar ds, Us
Depart ment of Conmerce

Ref er ence: X3S33/ X3T56/ 80- 30

Dat e: 3/ 80

28. Specification of the Transport Protocol.

Sour ce: Nati onal Bureau of St andar ds, Us
Department of Conmerce
Ref er ence: X3S33/ X3T56/ 81- 59

Dat e: 2/ 81



29. Features of |nternetwork Protocol

Sour ce: Nat i onal Bureau of St andar ds, us
Department of Conmerce
Ref er ence: X3T51/ 81- 23

X3S33/ X3T56/ 80- 96
X3S37/81-31
Dat e: 7/ 80

30. Service Specification of an Internetwork Protocol

Sour ce: Nati onal Bureau of St andar ds, Us
Department of Conmerce
Ref er ence: X3T51/ 81- 24

X3S33/ X3T56/ 81- 18
X3S37/ 81-32
Dat e: 9/ 80

31. DoD Standard | nternet Protocol

Sour ce: US Departnent of Defense Advanced
Research Projects Agency
Ref er ence: X3S33/ X3T56/ 80- 17
X3S37/ 80- 17
Dat e: 1/ 80

32. Connectionless Data Transfer (letter fromthe chairman of
X3T51 to X3T55, X3T56, and X3S3).

Sour ce: John Day, Digital Technol ogy, Inc
Ref er ence: X3T51/ 80- 76
Dat e: 12/ 80

33. Local Area Networks and the OSI Reference Model

Sour ce: Robert R Shat zer, Hew et t - Packar d
Cor p.
Ref er ence: X3T51/ 80- 38

Dat e: 8/ 80



34.

35.

36.

37.

38.

39.

An I ntroduction to Local Area Networks.

Sour ce:
Ref er ence:
Dat e:

David D. Cark, et. al.
| EEE Proceedi ngs 66:11
11/78

| ssues i n Packet-Network |nterconnection.

Sour ce:
Ref er ence:
Dat e:

V.G Cerf and P.T. Kirstein
| EEE Proceedi ngs 66:11
11/ 78

Connectionl ess Data Transfer.

Sour ce:
Ref er ence:
Dat e:

A Protocol for

Sour ce:
Ref er ence:

Dat e:

John Neurmann, M crodata Cor p.
X3S33/ X3T56/ 80- 120
12/ 80

Packet Network | nterconnection.

V.G Cerf and R E. Kahn

| EEE Transactions on Conmuni cati on

COM 22 No. 5
5/ 74

The CYCLADES End-t o- End Protocol.

Sour ce:
Ref er ence:
Dat e:

I nt er process

H.  Zi mrer mann
Proceedi ngs of the | EEE Vol .
11/ 78

Conmuni cati on Pr ot ocol s for

Net wor ks.

Sour ce:
Ref er ence:

Dat e:

Car|l Sunshi ne, USC/ | Sl

66 No. 11

Conput er

Stanford Digital Systens Laboratory

TR105
12/ 75



40. CCI TT Reconmendation X. 25 - Interface Between Data Ter-
ni nal Equi pnent (DTE) and Dat a
Circuit-Termnating Equi pnent ( DCE) for
Term nals Operating in the Packet Mde on
Publ i c Data Networks.

Sour ce: CCTT Study Goup VII
Ref er ence: COM VI'1/489
Dat e: 11/ 80

41. An Analysis of ARPAnet Protocols.
Sour ce:

Ref er ence:
Dat e:

42. 1SO Hi gh-Level Data Link Control - Elenments of Procedure.

Sour ce: 1 SO
Ref er ence: 1 SO | S4335
Dat e: 1977

43. ETHERNET Specification (Version 1.0)

Sour ce: Xer ox Cor poration
Ref er ence: X3T51/ 80- 50
Dat e: 9/ 80

44, PUP: An Internetwork Architecture.

Sour ce: D.R Boggs, J.F. Shoch, E A Taft,
RM Mtcalfe
Ref er ence: | EEE Transactions on Conmunications
COMt 28 No. 4

Dat e: 4/ 80



45, Delta-t Protocol Prelimninary Specification.

Sour ce: R W Watson
Ref er ence: Lawr ence Livernore Laboratories
Dat e: 11/ 79

46. The Evol ving | EEE 802 (Local Network) Standard.

Sour ce: Bryan R Hoover, Hewl et t - Packard
Cor poration

Ref er ence:

Dat e:

47. A Systemfor Interprocess Comunication in a Resource
Shari ng Conput er NetworKk.

Sour ce: D. Wal den
Ref er ence: Conmuni cati ons of the ACM Vol. 15
Dat e: 4/ 72



