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Abstract

Thi s docunent describes various use cases for Seaml ess Bidirectiona
Forwar di ng Detection (S-BFD) and provides requirenents such that
protocol mechanisnms allow for sinplified detection of forwarding
failures.

These use cases support S-BFD, which is a sinplified nmechani smfor
using BFD with a large proportion of negotiation aspects elim nated,
accel erating the establishnent of a BFD session. The benefits of
S-BFD i ncl ude qui ck provisioning, as well as inproved control and
flexibility for network nodes initiating path nonitoring.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc7882
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I ntroduction

Bi di rectional Forwarding Detection (BFD), as defined in [RFC5880], is
a |ightweight protocol used to detect forwarding failures. Various
protocol s, applications, and clients rely on BFD for failure
detection. Even though the protocol is lightweight and sinple, there
are certain use cases where faster setup of sessions and faster
continuity checks of the data-forwardi ng paths are necessary. This
docunent identifies these use cases and consequent requirenents, such
t hat enhancenments and extensions result in a Seanl ess BFD (S-BFD)

pr ot ocol

BFD is a sinple and |ightweight "Hello" protocol to detect data-plane
failures. Wth dynanic provisioning of forwarding paths on a |large
scal e, establishing BFD sessions for each of those paths not only
creates operational conplexity but al so causes undesirable delay in
establishing or deleting sessions. The existing session

est abl i shnent nechani sm of the BFD protocol has to be enhanced in
order to mininmze the tine for the session to cone up to validate the
f orwar di ng pat h.

Thi s docunment specifically identifies various use cases and
correspondi ng requirenents in order to enhance BFD and ot her
supporting protocols. Specifically, one key goal is renoving the
tinme delay (i.e., the "sean') between when a network node wants to
performa continuity test and when the node conpletes that continuity
test. Consequently, "Seam ess BFD' (S-BFD) has been chosen as the
nane for this mechani sm

While the identified requirenents could neet various use cases, it is
outside the scope of this docunent to identify all of the possible
and necessary requirenments. Solutions related to the identified use
cases and protocol -specific enhancenents or proposals are outside the
scope of this document as well. Protocol definitions to support
these use cases can be found in [ RFC7/880] and [ RFC7881].

Ter m nol ogy

The reader is expected to be famliar with the BFD [ RFC5880], IP
[ RFC791] [ RFC2460], MPLS [RFC3031], and Segnent Routing [ SR ARCH]
terns and protocol constructs.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in

[ RFC2119] .
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2.

I ntroduction to Seanl ess BFD

BFD, as defined in [RFC5880], requires two network nodes to exchange
locally allocated discrimnators. These discrimninators enable the
identification of the sender and the receiver of BFD packets over the
particul ar session. Subsequently, BFD perforns proactive continuity
nmoni toring of the forwarding path between the two. Severa
specifications describe BFD s nultiple depl oyment uses:

o |[RFC5881] defines BFD over IPv4 and | Pv6 for single | P hops.
o |[RFC5883] defines BFD over nulti-hop paths.

0 [RFC5884] defines BFD for MPLS Label Switched Paths (LSPs).
o [RFC5885] defines BFD for MPLS Pseudow res (PW).

Currently, BFD is best suited for verifying that two endpoints are
mutual Iy reachabl e or that an existing connection continues to be up
and alive. 1In order for BFD to be able to initially verify that a
connection is valid and that it connects the expected set of
endpoints, it is necessary to provide each endpoint with the

di scrimnators associated with the connection at each endpoint prior
toinitiating BFD sessions. The discrimnators are used to verify
that the connection is up and valid. Currently, the exchange of
discrimnators and the denultiplexing of the initial BFD packets are
appl i cation dependent.

If this information is already known to the endpoints of a potentia
BFD session, the initial handshake includi ng an exchange of
discrimnators is unnecessary, and it is possible for the endpoints
to begi n BFD nessagi ng seam essly. A key objective of the S BFD use
cases described in this docunment is to avoid needing to exchange the
initial packets before the BFD session can be established, with the
goal of getting to the established state nore quickly; in other
words, the initial exchange of discrinmnator infornmation is an
unnecessary extra step that nay be avoi ded for these cases.

In a given scenario, an entity (such as an operator or a centralized
controller) determines a set of network entities to which BFD
sessions mght need to be established. |In traditional BFD, each of
t hose network entities chooses a BFD Discrininator for each BFD
session that the entity will participate in (see Section 6.3 of

[ RFC5880]). However, a key goal of S-BFD is to provide operationa
sinplification. |In this context, for S-BFD, each of those network
entities is assigned one or nore BFD Discrininators, and those
network entities are allowed to use one Discrimnator value for
nmultiple sessions. Therefore, there may be only one or a few
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discrimnators assigned to a node. These network entities will
create an S-BFD |listener session instance that listens for inconing
BFD Control packets. Wen the nappi ngs between specific network
entities and their corresponding BFD Di scrim nators are known to

ot her network nodes belonging to the same admi nistrative domain,
then, wi thout having received any BFD packets froma particul ar
target, a network entity in this network is able to send a BFD
Control packet to the target’'s assigned discrininator in the

Your Discrimnator field. The target network node, upon reception of
such a BFD Control packet, will transmit a response BFD Contr ol
packet back to the sender.

3. Use Cases

As per the BFD protocol [RFC5880], BFD sessions are established using
a handshake nechani smprior to validating the forwarding path. This
section outlines sone use cases where the existing nechani smnmay not
be able to satisfy the requirenents identified. In addition, sone of
the use cases also stress the need for expedited BFD session

establi shnent while preserving the benefits of forwarding failure

det ection using existing BFD nmechani sms. Both of these high-1eve
goals result in the S-BFD use cases outlined in this docunent.

3.1. Unidirectional Forwarding Path Validation

Even though bidirectional verification of forwarding paths is useful
there are scenarios where verification is only required in one
direction between a pair of nodes. One such case is when a static
route uses BFD to validate reachability to the next-hop IP router

In this case, the static route is established fromone network entity
to another. The requirenent in this case is only to validate the
forwarding path for that statically established unidirectional path.
Validation of the forwarding path in the direction of the target
entity to the originating entity is not required in this scenario.
Many LSPs have the sane unidirectional characteristics and
unidirectional validation requirenents. Such LSPs are conmon in
Segrment Routing and LDP-based MPLS networks. A final exanple is when
a unidirectional tunnel uses BFD to validate the reachability of an
egress node.

Additionally, validation of the unidirectional path has operationa
inplications. |If traditional BFD is to be used, the target network
entity, as well as an initiator, has to be provisioned, even though
reverse-path validation with the BFD session is not required
However, in the case of unidirectional BFD, there is no need for
provi sioning on the target network entity -- only on the source
entity.
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In this use case, a BFD session could be established in a single
direction. Wen the target network entity receives the packet, it
identifies the packet as BFD in an application-specific manner (for
exanpl e, a destination UDP port nunber). Subsequently, the BFD
nmodul e processes the packet, using the Your Discrimnator value as
context. Then, the network entity sends a response to the
originator. This does not necessitate the requirenment for
establ i shnent of a bidirectional session; hence, the two-way
handshake to exchange discrinminators is not needed. The target node
does not need to know the My Discrimnator value of the source node.

Thus, in this use case a requirenent for BFD is to enabl e session
establishnent fromthe source network entity to the target network
entity without the need to have a session (and state) for the reverse
direction. Further, another requirenment is that the BFD response
fromthe target back to the sender can take any (in-band or

out - of -band) path. The BFD nodule in the target network entity (for
t he BFD session), upon receipt of a BFD packet, starts processing the
BFD packet based on the discrinmnator received. The source network
entity can therefore establish a unidirectional BFD session w thout
the bidirectional handshake and exchange of discriminators for
session establishnent.

3.2. Validation of the Forwarding Path prior to Switching Traffic

In this use case, BFD is used to verify reachability before sending
traffic via a path/LSP. This conmes at a cost: traffic is prevented
fromusing the path/LSP until BFD is able to validate reachability;
this could take seconds due to BFD session bring-up sequences

[ RFC5880], LSP Ping bootstrapping [ RFC5884], etc. This use case
woul d be better supported by elininating the need for the initial BFD
sessi on negoti ation.

Al it takes to be able to send BFD packets to a target and for the
target to properly denmultiplex these packets is for the source
network entities to know what Discrimnator values will be used for
the session. This is also the case for S-BFD: the three-way
handshake mechanismis elimnated during the bootstrapping of BFD
sessions. However, this information is required at each entity to
verify that BFD nessages are being received fromthe expected

endpoi nts; hence, the handshake nechani sm serves no purpose.
Eli mi nati on of the unnecessary handshake nechanismall ows for faster
reachability validation of BFD provisioned paths/LSPs.
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In addition, it is expected that sonme MPLS technologies will require
traffic-engineered LSPs to be created dynamically, perhaps driven by
external applications, as, for exanple, in Software-Defined
Networking (SDN). It will be desirable to perform BFD validation as
soon as the LSPs are created, so as to use them

In order to support this use case, an S-BFD session is established
wi t hout the need for session negotiation and exchange of
di scrim nators.

3.3. Centralized Traffic Engineering

Various technologies in the SDN domain that involve controll er-based
net wor ks have evolved such that the intelligence, traditionally
placed in a distributed and dynanic control plane, is separated from
the networking entities thenselves; instead, it resides in a
(logically) centralized place. There are various controllers that
performthe function of establishing forwarding paths for the data
flow Traffic engineering is one inportant function, where the path
of the traffic flow is engineered, depending upon various attributes
and constraints of the traffic paths as well as the network state.

When the intelligence of the network resides in a centralized entity,
the ability to nmanage and maintain the dynam c network, and its

mul tiple data paths and node reachability, beconmes a challenge. One
way to ensure that the forwarding paths are valid and working is done
by validation using BFD. Wen traffic-engineered tunnels are
created, it is operationally critical to ensure that the forwarding
paths are working, prior to switching the traffic onto the engi neered
tunnels. |In the absence of distributed control -plane protocols, it
may be desirable to verify any arbitrary forwarding path in the
network. Wth tunnels being engineered by a centralized entity, when
the network state changes, traffic has to be switched with m ni num

| at ency and wit hout bl ack-holing of the data.

It is highly desirable in this centralized traffic-engineering use
case that the traditional BFD session establishnment and validation of

the forwarding path do not becone a bottleneck. |If the controller or
other centralized entity is able to very rapidly verify the
forwardi ng path of a traffic-engineered tunnel, it could steer the

traffic onto the traffic-engi neered tunnel very quickly, thus

m ni m zing adverse effects on a service. This is even nore useful
and necessary when the scale of the network and the nunber of
traffic-engineered tunnels grow

The cost associated with the time required for BFD session

negoti ati on and establishnent of BFD sessions to identify valid paths
is very high when providing network redundancy is a critical issue.
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3.4. BFDin Centralized Segnent Routing

A nonitoring technique for a Segnment Routing network based on a

centralized controller is described in [SR-MPLS]. Specific
Oper ations, Adm nistration, and Mintenance (OQAM requirenments for
Segrment Routing are captured in [SRROAMREQS]. In validating this

use case, one of the requirenents is to ensure that the BFD packet’s
behavior is according to the nonitoring specified for the segnent and
that the packet is U-turned at the expected node. This criterion
ensures the continuity check to the adjacent Segnent ldentifier.

To support this use case, the operational requirenent is for BFD
initiated froma centralized controller, to performliveness
detection for any given segnent in its donain

3.5. Efficient BFD Operation under Resource Constraints

When BFD sessions are being set up, torn down, or nodified (i.e.
when paraneters such as intervals and nmultipliers are being
nodi fi ed), BFD requires additional packets, other than schedul ed
packet transm ssions, to conplete the negotiation procedures (i.e.
Poll (P) bits and Final (F) bits; see Section 4.1 of [RFC5880]).
There are scenarios where network resources are constrained: a node
may require BFD to nonitor a very | arge nunber of paths, or BFD may
need to operate in | ow powered and traffic-sensitive networks; these

i ncl ude mcrowave systens, |ow powered nanocells, and others. In
these scenarios, it is desirable for BFD to sl ow down, speed up
stop, or resune at will and with a m ninmal nunber of additional BFD

packets exchanged to nodify the session or establish a new one.

The established BFD session paraneters, and such attributes as
transm ssion interval and receiver interval, need to be nodifiable
wi t hout changing the state of the session

3.6. BFD for Anycast Addresses

The BFD protocol requires two endpoints to host BFD sessions, both
sendi ng packets to each other. This BFD nodel does not fit well with
anycast address nonitoring, as BFD packets transmtted froma network
node to an anycast address will reach only one of potentially many
net wor k nodes hosting the anycast address.

This use case verifies that a source node can send a packet to an
anycast address and that the target node to which the packet is
delivered can send a response packet to the source node. Traditiona
BFD cannot fulfill this requirenent, since it does not provide for a
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set of BFD agents to collectively formone endpoint of a BFD session
The concept of a "target listener" in S-BFD fulfills this
requirenent.

To support this use case, the BFD sender transnmits BFD packets, which
are received by any of the nodes hosting the anycast address to which
the BFD packets are being sent. The anycast target that receives the
BFD packet responds. This use case does not inply BFD session
establi shnent with every node hosting the anycast address.
Consequently, in this anycast use case, target nodes that do not
happen to receive any of the BFD packets do not need to maintain any
state, and the source node does not need to mamintain separate state
for each target node

3.7. BFD Fault I|solation

BFD for nulti-hop paths [ RFC5883] and BFD for MPLS LSPs [ RFC5884]
perform end-to-end validation, traversing nultiple network nodes.
BFD has been designed to declare a failure to receive sone nunber of
consecutive packets. This failure can be caused by a fault anywhere
al ong these paths. Fast failure detection allows for rapid fault
detection and consequent rapid path recovery procedures. However,
operators often have to follow up, nmanually or automatically, to
attenpt to identify and localize the fault that caused BFD sessions
to fail (i.e., fault isolation). |If Equal-Cost Multipath (ECVWP) is
used, the usage of other tools to isolate the fault (e.g.

traceroute) may cause the packets to traverse a different path
through the network. 1In addition, the longer it takes fromthe tine
of BFD session failure to the time that fault isolation begins, the
nore likely the fault will not be isolated (e.g., a fault nmay be
corrected via rerouting or sone other neans during that tine). |If
BFD had built-in fault-isolation capability, fault isolation would be
triggered when the fault was first detected. This enbedded fault

i solation would be nore effective (i.e., faults would be detected
sooner) if those BFD fault-isolation packets were | oad-bal anced in
the sane way as the BFD packets that were dropped.

This use case describes S-BFD fault-isolation capabilities, utilizing
a TTL field (e.g., as described in Section 5.1.1 of [RFC7881]) or
using fields that indicate status.

3.8. Miltiple BFD Sessions to the Sane Target Node

BFD i s capable of providing very fast failure detection, as relevant
networ k nodes continuously transnit BFD packets at the negoti ated
rate. |f BFD packet transmission is interrupted, even for a very
short period of time, BFD can declare a failure irrespective of path
liveness. On a systemwhere BFD is running, it is possible for
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certain events to (intentionally or unintentionally) cause a brief
interrupti on of BFD packet transmissions. Wth distributed
architectures of BFD inplenentations, this case can be prevented.
This use case is for an S-BFD node running nultiple BFD sessions to
the sane target node, with those sessions hosted on different system
nodul es (e.g., in different CPU instances). This can reduce false
failures, resulting in a nore stable network.

To support this use case, a mapping between the nultiple
discrimnators on a single systemand the specific entity within that
systemis required.

3.9. An MPLS BFD Session per ECWP Path

BFD for MPLS LSPs, defined in [RFC5884], describes procedures for
runni ng BFD as an LSP in-band continuity check nmechani sm by using
MPLS Echo Request nessages [ RFC4379] to bootstrap the BFD session on
the target (i.e., egress) node. Section 4 of [RFC5884] also
describes the possibility of running multiple BFD sessions per
alternative of LSPs. [RFC7726] further clarifies the procedures, for
both i ngress and egress nodes, regarding how to bootstrap, naintain,
and renove nultiple BFD sessions for the same <MPLS LSP, FEC> tuple
("FEC' neans Forwardi ng Equi val ence Cl ass). However, this nechanism
still requires the use of MPLS LSP Ping for bootstrapping,

round trips for initialization, and keeping state at the receiver

In the presence of ECWP within an MPLS LSP, it may be desirable to
run in-band nonitoring that exercises every path of this ECWP

O herwi se, there will be scenarios where an in-band BFD session
remai ns up through one path but traffic is black-holing over another
path. A BFD session per ECWP path of an LSP requires the definition
of procedures that update [RFC5884] in terms of how to bootstrap and
mai ntain the correct set of BFD sessions on the egress node.

However, for traditional BFD, that requires the constant use of MPLS
Echo Request nessages to create and del ete BFD sessions on the egress
node when ECMP pat hs and/or correspondi ng | oad-bal ance hash keys
change. |If a BFD session over any paths of the LSP can be

instanti ated, stopped, and resuned w thout requiring additiona
procedures for bootstrapping via an MPLS Echo Request nessage, it
woul d greatly sinplify both inplenentati ons and operations and

woul d benefit network devices, as |ess processing would be required
by them

To support this requirenment, nultiple S-BFD sessions need to be

establ i shed over different ECMP paths between the same pair of source
and target nodes.
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4. Detailed Requirenents for Seanl ess BFD

REQ 1:

REQ 2:

REQ 3:

REQ 4:

REQ 5:

REQ 6:

REQ 7:

REQ 8:

Upon recei pt of an S-BFD packet, a target network entity
(for the S-BFD session) MJST process the packet based on the
di scrimnator received in the BFD packet. |If the S-BFD
context is found, the target network entity MJST be able to
send a response.

The source network entity MJST be able to establish a
uni di rectional S-BFD session w thout the bidirectiona
handshake of discrinmnators for session establishnment.

The S-BFD session MJST be able to be established without the
need for the exchange of discrimnators during session
negoti ati on.

In a Segnent Routed network, S-BFD MJUST be able to perform
liveness detection initiated froma centralized controller
for any given segnment in its domain.

The established S-BFD session paraneters and attributes,
such as transmission interval and reception interval, MJST
be nodifiable w thout changing the state of the session

An S-BFD source network entity MJUST be able to send Contro
packets to an anycast address. These packets are received
and processed by any node hosting the anycast address. The
S-BFD entity MJST be able to receive responses to S-BFD
Control packets fromany of these anycast nodes, w thout
establishing a separate S-BFD session with every node
hosting the anycast address.

S- BFD SHOULD support fault-isolation capability, which MAY
be triggered when a fault is encountered.

S-BFD SHOULD be able to establish nultiple sessions between
the sane pair of source and target nodes. This requirenent
enabl es but does not guarantee the ability to nonitor

di vergent paths in ECVMP environnments. It also provides
resiliency in distributed router architectures. The mapping
bet ween BFD Di scrimnators and particular entities (e.qg.
ECVP paths, line cards) is out of scope for the S-BFD

pr ot ocol
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6.

6.

REQ 9: The S-BFD protocol MJST provide nechani sns for | oop
detection and prevention, protecting against nalicious
attacks attenpting to create packet | oops.

REQ 10: S-BFD MJST incorporate robust security protections against
i nper sonators, nalicious actors, and various active and
passi ve attacks. The sinple and accel erated establi shnent
of an S-BFD session should not negatively affect security.

Security Considerations

Thi s docunent details use cases for S-BFD and identifies various
associ ated requirenents. Sone of these requirenents are security
rel ated. The use cases described herein do not expose a systemto
abuse or additional security risks. Since sone negotiation aspects
are elimnated, a misconfiguration can result in S BFD packets being
sent to an incorrect node. |If this receiving node runs S-BFD, the
packet will be discarded due to discrimnator msnmatch. |f the node
does not run S-BFD, the packet will be naturally discarded.

The proposed new protocol s, extensions, and enhancenents for S-BFD
supporting these use cases and realizing these requirenents wll
address associated security considerations. S-BFD should not have
reduced security capabilities as conpared to traditional BFD
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