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A Framewor k for Defining Network Conplexity
Abst r act

Complexity is a widely used paraneter in network design, yet there is
no generally accepted definition of the term Conplexity netrics
exist in a wide range of research papers, but nost of these address
only a particular aspect of a network, for exanple, the conplexity of
a graph or software. VWhile it may be inpossible to define a netric
for overall network conplexity, there is a desire to better
understand the conplexity of a network as a whole, as deployed today
to provide Internet services. This docunent provides a framework to
gui de research on the topic of network conplexity as well as sone
practical exanples for trade-offs in networking.

Thi s docunment summarizes the work of the I RTF s Network Conplexity
Research Group (NCRG at the tine of its closure. It does not
present final results, but a snapshot of an ongoing activity, as a
basis for future work.

Status of This Meno

This docunment is not an Internet Standards Track specification; it is
published for infornational purposes.

This is a contribution to the RFC Series, independently of any other
RFC stream The RFC Editor has chosen to publish this docunment at
its discretion and makes no statenment about its value for

i npl enment ati on or depl oynent. Docunents approved for publication by
the RFC Editor are not a candidate for any | evel of I|nternet

St andard; see Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc7980
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docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
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1

I ntroduction

Net wor k desi gn can be described as the art of finding the sinplest
solution to solve a given problem Conplexity is thus assuned in the
design process; engineers do not ask if there should be conplexity,
but rather, how nuch conplexity is required to solve the problem

The question of how nuch conplexity assunes there is sone way to
characterize the anmount of conplexity present in a system The
reality is, however, this is an area of research and experience
rather than a solved problemw thin the network engi neering space.
Today’ s design decisions are nade based on a rough estimation of the
network’s conplexity rather than a solid understanding.

The docunent begins with general considerations, including sone
foundati onal definitions and concepts. It then provides sone
exanpl es for trade-offs that network engi neers regul arly nmake when
designing a network. This section serves to denonstrate that there
is no single answer to conplexity; rather, it is a managed trade-off
bet ween many paraneters. After this, this docunent provides a set of
paranet ers engi neers shoul d consider when attenpting to either
nmeasure conplexity or build a franework around it. This Iist nakes
no claimto be conplete, but it serves as a guide of known existing
areas of investigation as well as a pointer to areas that still need
to be investi gated.

Two purposes are served here. The first is to guide researchers
working in the area of conplexity in their work. The nore
researchers are able to connect their work to the concerns of network
designers, the nore useful their research will becone. This docunent
may al so gui de research into areas not considered before. The second
is to help network engineers to build a better understandi ng of where
complexity mght be "hiding" in their networks and to be nore fully
aware of how conplexity interacts with design and depl oynent.

The goal of the I RTF Network Conplexity Research Group (NCRG [ncr(g]
was to define a framework for network conplexity research while
recogni zing that it nmay be inpossible to define nmetrics for overal
network conplexity. This document sunmmarizes the work of this group
at the time of its closure in 2014. It does not present fina
results, but rather a snapshot of an ongoing activity, as a basis for
future work.

Many references to existing research in the area of network
conplexity are listed on the Network Conplexity WKki [wiki]. This
wi ki al so contains background information on previ ous nmeetings on the
subj ect, previous research, etc.
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2. General Considerations
2.1. The Behavior of a Conpl ex Network

VWhile there is no generally accepted definition of network
conplexity, there is sonme understandi ng of the behavior of a conplex
network. It has sone or all of the follow ng properties:

0 Self-Organization: A network runs some protocols and processes
wi t hout external control; for exanple, a routing process, failover
mechani sms, etc. The interaction of those mechanisnms can lead to
a conpl ex behavi or.

0 Unpredictability: In a conplex network, the effect of a l|oca
change on the behavi or of the gl obal network may be unpredictable.

o Energence: The behavior of the systemas a whole is not reflected
in the behavior of any individual conponent of the system

0 Non-linearity: An input into the network produces a non-Ilinear
result.

o Fragility: A small local input can break the entire system
2.2. Conpl ex versus Conplicated

The two terns "conpl ex" and "conplicated" are often used

i nterchangeably, yet they describe different but overl apping
properties. The RG nade the follow ng statenents about the two
terns, but they would need further refinenent to be considered fornal
definitions:

0o A "conplicated" systemis a deternministic systemthat can be
understood by an appropriate |level of analysis. It is often an
externally applied attribute rather than an intrinsic property of
a systemand is typically associated with systens that require
deep or significant |evels of analysis.

0 A "conplex" system by conparison, is an intrinsic property of a
systemand is typically associated with enmergent behavi ors such
that the behavior of the systemis not fully described by the sum
of the behavior of each of the conponents of the system Conpl ex
systens are often associated with systens whose conponents exhi bit
high |l evels of interaction and feedback
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2.3. Robust Yet Fragile

Networ ks typically follow the "robust yet fragile" paradigm they are
designed to be robust against a set of failures, yet they are very
vul nerable to other failures. Doyle [Doyle] explains the concept
with an exanple: the Internet is robust against single-conponent
failure but fragile to targeted attacks. The "robust yet fragile"
property al so touches on the fact that all network designs are
necessarily making trade-offs between different design goals. The
simplest one is "Good, Fast, Cheap: Pick any two (you can't have al
three)", as articulated in "The Twel ve Networking Truths" [RFC1925].
In real network design, trade-offs between nany aspects have to be
made, including, for exanple, issues of scope, tine, and cost in the
network cycle of planning, design, inplenentation, and nanagement of
a network platform Section 3 gives sone exanples of trade-offs, and
paraneters are discussed in Section 4.

2.4. The Conpl exity Cube

Conpl ex tasks on a network can be done in different conponents of the
network. For exanple, routing can be controlled by centra

algorithnms and the result distributed (e.g., OpenFlow nodel); the
routing algorithmcan also run conpletely distributed (e.g., routing
protocols such as OSPF or 1S-1S), or a hunan operator could cal cul ate
routing tables and statically configure routing. Behringer

[ Behringer] defines these three axes of conplexity as a "conplexity
cube" with the respective axes being network el enents, centra
systenms, and human operators. Any function can be inplenented in any
of these three axes, and this choice likely has an inpact on the
overall complexity of the system

2.5. Related Concepts

When di scussing network conplexity, a |arge nunmber of influencing
factors have to be taken into account to arrive at a full picture,
for exanpl e:

o State in the Network: Contains the network el ements, such as
routers, switches (with their OGS, including protocols), lines,
central systens, etc. This also includes the nunber and
al gorithm c conplexity of the protocols on network devices

0 Human Operators: Conplexity manifests itself often by a network
that is not conpletely understood by human operators. Human error
is a primary source for catastrophic failures and therefore nust
be taken into account.
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0 Casses/ Tenpl ates: Rather than counting the nunber of lines in a
configuration or the nunber of hardware el enents, nore inportant
is the nunmber of classes fromwhich those can be derived. In
other words, it is probably I ess conplex to have 1000 interfaces
that are identically configured than 5 that are configured
conpletely different.

0o Dependencies and Interactions: The nunber of dependenci es between
el ements, as well as the interactions between them has influence
on the conplexity of the network

0 Total Cost of Omership (TCO: TCO could be a good netric for
network conplexity if the TCO cal cul ation takes into account all
i nfluencing factors, for exanple, training tinme for staff to be
able to mai ntain a network.

0 Benchmark Unit Cost (BUC): BUCis a related netric that indicates
the cost of operating a certain conponent. |If calculated well, it
reflects at |east parts of the conplexity of this conponent.
Therefore, the way TCO or BUC is cal cul ated can help to derive a
conplexity netric.

0 Churn / Rate of Change: The change rate in a network itself can
contribute to conplexity, especially if a nunber of conponents of
the overall network interact.

Networks differ in terms of their intended purpose (such as is found
in differences between enterprise and public carriage network
platforns) and differences in their intended roles (such as is found
in the differences between so-called "access" networks and "core"
transit networks). The differences in terns of role and purpose can
often lead to differences in the tolerance for, and even the netrics
of, conplexity within such different network scenarios. This is not
necessarily a space where a single methodol ogy for neasuring
complexity, and defining a single threshold val ue of acceptability of
conplexity, is appropriate.

2.6. Technical Debt

Many changes in a network are nmade with a dependency on the existing
network. Often, a suboptimal decision is made because the optinma
decision is hard or inpossible to realize at the tine. Over ting,

t he nunber of suboptimal changes in thensel ves cause significant
conmpl exi ty, which would not have been there had the optinal solution
been i npl enent ed.
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The term "technical debt" refers to the accunul ated conpl exity of
subopti mal changes over tinme. As with financial debt, the idea is
that al so technical debt nust be repaid one day by cl eaning up the
networ k or software.

2.7. Layering Considerations

In considering the |arger space of applications, transport services,
networ k services, and nmedia services, it is feasible to engi neer
responses for certain types of desired applications responses in nmany
different ways and involving different |ayers of the so-called
networ k protocol stack. For exanple, Quality of Service (QS) could
be engi neered at any of these |layers or even in a nunber of

conbi nati ons of different |ayers.

Consi derations of conplexity arise when nmutually inconpatible
measures are used in conbination (such as error detection and
retransm ssion at the nedia layer in conjunction with the use of TCP
transport protocol) or when assunptions used in one |ayer are

viol ated by another layer. This results in surprising outcones that
may result in conplex interactions, for exanple, oscillation, because
different |layers use different tinmers for retransm ssion. These

i ssues have led to the perspective that increased |layering frequently
i ncreases conplexity [ RFC3439].

While this research work is focused on network conplexity, the
interactions of the network with the end-to-end transport protocols,
application layer protocols, and nedia properties are rel evant

consi derations here.

3. Trade-Ofs

Net work conplexity is a system|level, rather than conponent-|evel
probl em overall systemconplexity may be nore than the sum of the
compl exity of the individual pieces.

There are two basic ways in which systemlevel problens mght be
addressed: interfaces and continuuns. |In addressing a systeml| evel
probl emthrough interfaces, we seek to treat each piece of the system
as a "black box" and devel op a conpl ete understandi ng of the

i nterfaces between these bl ack boxes. 1n addressing a system|eve
problem as a conti nuum we seek to understand the inpact of a single
change or elenent to the entire systemas a set of trade-offs.

Whil e network conplexity can profitably be approached from either of
t hese perspectives, in this docunent we have chosen to approach the
system | evel inpact of network conplexity fromthe perspective of
continuuns of trade-offs. In theory, nodifying the network to

Behringer, et al. I nf or mat i onal [ Page 8]



RFC 7980 Compl exi ty Franework Cct ober 2016

resol ve one particular problem (or class of problens) will add
complexity that results in the increased |ikelihood (or appearance)
of another class of problens. Discovering these continuuns of trade-
of fs, and then deternining howto neasure each one, becone the key
steps in understandi ng and neasuring systemlevel conplexity in this
Vi ew.

The foll owi ng sections describe five such continuunms; nore nmay be
possi bl e.

o Control-Plane State versus Optinmal Forwarding Paths (or its
opposite neasure, stretch)

0 Configuration State versus Failure Donmain Separation
o0 Policy Centralization versus Optimal Policy Application
0 Configuration State versus Per-Hop Forwarding Optim zation
0 Reactivity versus Stability
3.1. Control-Plane State versus Optimal Forwarding Paths (Stretch)

Control -plane state is the aggregate anount of infornmation carried by
the control plane through the network in order to produce the
forwarding table at each device. Each additional piece of

i nformati on added to the control plane -- such as nore-specific
reachability information, policy information, additional contro

pl anes for virtualization and tunneling, or nore precise topol ogy
information -- adds to the conplexity of the control plane. This
added conplexity, in turn, adds to the burden of nonitoring,
under st andi ng, troubl eshooting, and managi ng the network.

Removi ng control -pl ane state, however, is not always a net positive
gain for the network as a system renpving control -plane state al nost
al ways results in decreased optimality in the forwardi ng and handling
of packets traveling through the network. This decreased optinmality
can be terned "stretch", which is defined as the difference between
the absol ute shortest (or best) path traffic could take through the
network and the path the traffic actually takes. Stretch is
expressed as the difference between the optinmal and actual path. The
figure bel ow provi des an exanple of this trade-off.
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+---Rl---+
|

(aggregate: 192.0.2/24) R2 R3 (aggregate: 192.0. 2/ 24)
| |

(announce: 192.0.2.1/32) R6

Assume each link is of equal cost in this figure and that R6 is
advertising 192.0.2.1/32.

For Rl, the shortest path to 192.0.2.1/32, advertised by R6, is along
the path [R1l, R2, R4, R6].

Assume, however, the network admini strator decides to aggregate
reachability information at R2 and R3, advertising 192.0.2.0/24
towards Rl fromboth of these points. This reduces the overal
conplexity of the control plane by reducing the anmount of information
carried past these two routers (at RL only in this case).

Aggregating reachability information at R2 and R3, however, may have
the inmpact of making both routes towards 192.0. 2.1/ 32 appear as equa
cost paths to Rl; there is no particular reason Rl should choose the
shortest path through R2 over the longer path through R3. This, in
ef fect, increases the stretch of the network. The shortest path from
Rl to R6 is 3 hops, a path that will always be chosen before
aggregation is configured. Assuming half of the traffic will be
forwarded al ong the path through R2 (3 hops), and half through R3 (4
hops), the network is stretched by ((3+4)/2) - 3), or .5, a "half a
hop".

Traffic engineering through various tunneling nechanisns is, at a
broad | evel, adding control-plane state to provide nore optina
forwarding (or network utilization). Optimzing network utilization
may require detuning stretch (intentionally increasing stretch) to

i ncrease overall network utilization and efficiency; this is sinply
an alternate instance of control-plane state (and hence, conplexity)
wei ghed agai nst optinmal forwardi ng through the network.

Configuration State versus Failure Domai n Separation

A failure domain, within the context of a network control plane, can
be defined as the set of devices inpacted by a change in the network
topol ogy or configuration. A network with larger failure domains is
nore prone to cascading failures, so smaller failure domains are
normal |y preferred over |arger ones.
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The prinmary neans used to linit the size of a failure domain within a
network’s control plane is information hiding; the two primary types
of information hidden in a network control plane are reachability

i nformati on and topol ogy information. An exanple of aggregating
reachability information is summari zing the routes 192.0. 2.1/ 32,
192.0.2.2/32, and 192.0.2.3/32 into the single route 192.0. 2. 0/ 24,
along with the aggregation of the netric informati on associated with
each of the conponent routes. Note that aggregation is a "natural"
part of |IP networks, starting with the aggregation of individua
hosts into a subnet at the network edge. An exanple of topology
aggregation is the sumari zation of routes at a |ink-state flooding
domai n boundary, or the lack of topology information in a distance-
vector protocol.

While limting the size of failure donmains appears to be an absolute
good in terms of network conplexity, there is a definite trade-off in
configuration conplexity. The nore failure domain edges created in a
network, the nore conplex configuration will becone. This is
particularly true if redistribution of routing information between
mul tiple control -plane processes is used to create failure donain
boundari es; noving between different types of control planes causes a
| oss of the consistent netrics nost control planes rely on to build

| oop-free paths. Redistribution, in particular, opens the door to
very destructive positive feedback | oops within the control plane.
Exanpl es of control -plane conplexity caused by the creation of
failure dormai n boundaries include route filters, routing aggregation
configuration, and netric nodifications to engineer traffic across
failure domai n boundari es.

Returning to the network described in the previous section
aggregating routing infornmation at R2 and R3 will divide the network
into two failure donmains: (RL, R2, R3) and (R2, R3, R4, R5). A
failure at R5 should have no inpact on the forwarding information at
R1.

A false failure domain separation occurs, however, when the netric of
the aggregate route advertised by R2 and R3 i s dependent on one of
the routes within the aggregate. For instance, if the netric of the
192.0.2.0/24 aggregate is derived fromthe netric of the conponent

192.0.2.1/32, then a failure of this one conmponent will cause changes
inthe forwarding table at RL -- in this case, the control plane has
not truly been separated into two distinct failure donmains. The
added conplexity in the illustration network would be the nmanagenent

of the configuration required to aggregate the control -pl ane
i nformati on, and the managenment of the nmetrics to ensure the contro
plane is truly separated into two distinct failure domains.
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Repl aci ng aggregation with redistribution adds the conplexity of
managi ng the feedback of routing information redistributed between
the failure domains. For instance, if RlL, R2, and R3 were configured
to run one routing protocol while R2, R3, R4, R5, and R6 were
configured to run another protocol, R2 and R3 could be configured to
redistribute reachability information between these two contro

pl anes. This can split the control plane into nmultiple failure
domai ns (dependi ng on how, specifically, redistributionis
configured) but at the cost of creating and nmanagi ng the

redi stribution configuration. Further, R3 nmust be configured to

bl ock routing information redistributed at R2 towards Rl from bei ng
redistributed (again) towards R4 and R5.

3.3. Policy Centralization versus Optinal Policy Application

Anot her broad area where control -plane conplexity interacts with
optimal network utilization is QS. Two specific actions are
required to optinmize the flow of traffic through a network: marking
and Per Hop Behaviors (PHBs). Rather than exam ning each packet at
each forwarding device in a network, packets are often marked, or
classified, in sone way (typically through Type of Service bits) so
they can be handl ed consistently at all forwardi ng devices.

Packet - mar ki ng policies nust be configured on specific forwarding
devi ces throughout the network. Distributing narking closer to the
edge of the network necessarily means configuring and nanagi ng nore
devices, but it produces optimal forwarding at a |arger nunber of
net wor k devi ces. Mving marking towards the network core neans
packets are marked for proper handling across a smaller nunber of
devices. In the sane way, each device through which a packet passes
with the correct PHBs configured represents an increase in the

consi stency in packet handling through the network as well as an

i ncrease in the nunber of devices that nust be configured and nanaged
for the correct PHBs. The network below is used for an illustration
of this concept.

+----Rl----+
| |
+--R2--+ +--R3--+

| | |
R4 RS R6 R7

In this network, marking and PHB configuration nay be configured on
any device, Rl through R7.

Assume marking is configured at the network edge; in this case, four

devices (R4, R5, R6, R7) nust be configured, including ongoing
configurati on managenent, to nmark packets. Moving packet marking to
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R2 and R3 will halve the nunber of devices on which packet-marking
configuration nust be nanaged, but at the cost of inconsistent packet
handling at the inbound interfaces of R2 and R3 thensel ves.

Thus, reducing the nunber of devices that nust have managed
configurations for packet nmarking will reduce optimal packet flow

t hrough the network. Assumi ng packet marking is actually configured
al ong the edge of this network, configuring PHBs on different devices
has this sanme trade-off of managed configuration versus optina
traffic flow |If the correct PHBs are configured on Rl, R2, and R3,
t hen packets passing through the network will be handled correctly at
each hop. The cost involved will be the nmanagenent of PHB
configuration on three devices. Configuring a single device for the
correct PHBs (Rl, for instance), will decrease the anount of
configurati on managenent required at the cost of |ess than optinm
packet handling along the entire path.

3.4. Configuration State versus Per-Hop Forwarding Optim zation

The nunber of PHBs configured along a forwarding path exhibits the
same conplexity versus optinmality trade-off described in the section
above. The nore classes (or queues) traffic is divided into, the
nmore fine-grained traffic will be managed as it passes through the
network. At the sane tine, each class of service nust be nmanaged,
both in terns of configuration and in its interaction with other

cl asses of service configured in the network.

3.5. Reactivity versus Stability
The speed at which the network’s control plane can react to a change
in configuration or topology is an area of wi despread study.
Control - pl ane convergence can be broken down into four essential
parts:
o Detecting the change
o Propagating information about the change

0 Deternmining the best path(s) through the network after the change

o Changing the forwarding path at each network el enent al ong the
nodi fi ed paths

Each of these areas can be addressed in an effort to inprove network

convergence speeds; sone of these inprovenents cone at the cost of
i ncreased conplexity.
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Changes in network topol ogy can be detected nuch nore quickly through
faster echo (or hello) mechanisms, |ower-layer physical detection

and ot her methods. Each of these nmechani snms, however, can only be
used at the cost of evaluating and managi ng fal se positives and high
rates of topol ogy change.

If the state of a link change can be detected in 10 ns, for instance,

the link could theoretically change state 50 tines in a second -- it
woul d be inpossible to tune a network control plane to react to
topol ogy changes at this rate. Injecting topology change information

into the control plane at this rate can destabilize the contro

pl ane, and hence the network itself. To counter this, nost

techni ques that quickly detect |ink-down events include sone form of
danpeni ng nechani smy configuring and managi ng t hese danpeni ng
nmechani sns i ncreases conplexity.

Changes in network topol ogy nust al so be propagated throughout the
network so each device along the path can conpute new forwardi ng
tables. In high-speed network environments, propagation of routing

i nformati on changes can take place in tens of mlliseconds, opening
the possibility of nultiple changes bei ng propagated per second.
Injecting information at this rate into the control plane creates the
ri sk of overloading the processes and devices participating in the
control plane as well as creating destructive positive feedback | oops
in the network. To avoid these consequences, nost control-plane
protocol s regul ate the speed at which informati on about network
changes can be transnitted by any individual device. A recent
innovation in this area i s using exponential backoff techniques to
manage the rate at which information is advertised into the contro

pl ane; the first change is transmtted quickly, while subsequent
changes are transnitted nore slowy. These techniques all contro

the destabilizing effects of rapid information flows through the
control plane through the added conplexity of configuring and
managi ng the rate at which the control plane can propagate

i nformati on about network changes.

Al'l control planes require sone formof algorithnmc calculation to
find the best path through the network to any given destination
These algorithnms are often Iightweight but they still require some
anount of menory and conputational power to execute. Rapid changes
in the network can overwhel mthe devices on which these algorithns
run, particularly if changes are presented nore quickly than the

al gorithmcan run. Once a device running these al gorithns becones
processor or nmenory bound, it could experience a conputationa
failure altogether, causing a nore general network outage. To
prevent conputational overl oading, control-plane protocols are
designed with tinmers limting how often they can conpute the best
path through a network; often these tiners are exponential in nature
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and thus allow the first conputation to run quickly while del aying
subsequent conputations. Configuring and nanagi ng these tiners is
anot her source of conplexity within the network.

Anot her option to inprove the speed at which the control plane reacts
to changes in the network is to preconpute alternate paths at each
device and possibly preinstall forwarding information into |oca
forwarding tables. Additional state is often needed to preconpute
alternate paths, and additional algorithns and techniques are often
configured and deployed. This additional state, and these additiona
al gorithnms, add some anount of conplexity to the configuration and
managenent of the network.

In sone situations (for sone topologies), a tunnel is required to
pass traffic around a network failure or topology change. These
tunnel s, while not nmanually configured, represent additiona
complexity at the forwarding and control planes.

4, Paraneters

In Section 3, we describe a set of trade-offs in network design to
illustrate the practical choices network operators have to nake. The
anount of paraneters to consider in such trade-off scenarios is very
| arge, and thus a conplete listing may not be possible. Also, the
dependenci es between the various netrics thenselves is very conpl ex
and requires further study. This docunent attenpts to define a

nmet hodol ogy and an overall high-1level structure.

To analyze trade-offs it is necessary to formalize them The list of
paraneters for such trade-offs is long, and the paraneters can be
complex in thenselves. For exanple, "cost" can be a sinple

uni di mensi onal netric, but "extensibility" and "optimal forwarding
state" are harder to define in detail.

A list of paraneters to trade off contains netrics such as:

0 State: How nuch state needs to be held in the control plane,
forwardi ng plane, configuration, etc.?

0 Cost: How rmuch does the network cost to build and run (i.e.
capital expenditure (capex) and operating expenses (opex))?

0o Bandwi dth/Delay/Jitter: Traffic characteristics between two points
(average, nax, etc.)

0 Configuration Conplexity: How hard is it to configure and naintain
the configuration?
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5.

1

0 Susceptibility to Denial of Service: How easy is it to attack the
service?

0 Security (Confidentiality/lIntegrity): How easy is it to
sniff/nodify/insert the data fl ow?

0 Scalability: To what size can | grow the network/service?

o0 Stability: How stable is the network under the influence of |oca
change?

0 Reactivity: How fast does the network converge or adapt to new
situations?

0 Extensibility: Can | use the network for other services in the
future?

o Ease of Troubl eshooting: Are failure domai ns separated? How hard
is it to find and correct problens?

0 Optimal Per-Hop Forwardi ng Behavi or
o0 Predictability: If I change a paraneter, what w |l happen?

0 Cean Failure: Wen a problem arises, does the root cause lead to
deterministic failure?

El ements of Complexity

Conpl exity can be found in various elenents in a networked system

For exanple, the configuration of a network el enent reflects sone of
the conplexity contained in this system or an algorithmused by a
protocol may be nore or |ess conplex. Wen classifying conplexity,
"WHAT is conplex?" is the first question to ask. This section offers
a method to answer this question

The Physical Network (Hardware)

The set of network devices and wiring contains a certain conplexity.
For exanpl e, adding a redundant |ink between two |ocations increases
the conplexity of the network but provides nore redundancy. Al so,

net wor k devi ces can be nore or |ess nodul ar, which has inpact on
compl exity trading off agai nst ease of nmintenance, availability, and
upgradability.
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5.2. Algorithns

The behavi or of the physical network is not only defined by the
hardware but al so by algorithms that run on network el ements and in
central locations. Every algorithmhas a certain intrinsic
conplexity, which is the subject of research on software conplexity.

5.3. State in the Network

The way a network elenent treats traffic is defined largely by the
state in the network, in formof configuration, routing state,
security neasures, etc. Section 3.1 shows an exanple where nore
control -plane state allows for a nore precise forwarding.

5.4. Churn

The rate of change itself is a paraneter in conplexity and needs to
be wei ghed agai nst other paraneters. Section 3.5 explains a trade-
of f between the speed of comuni cati ng changes through the network

and the stability of the network.

5.5.  Know edge

Certain conplexity paraneters have a strong link to the human aspect
of networking. For exanple, the nore options and paraneters a
network protocol has, the harder it is to configure and troubl eshoot.
Therefore, there is a trade-off between the know edge to be

mai nt ai ned by operational staff and desired functionality. The

requi red know edge of network operators is therefore an inportant
part in conplexity considerations.

6. Location of Complexity

The previous section discussed in which formconplexity may be
perceived. This section focuses on where this conplexity is |ocated
in a network. For exanple, an algorithmcan run centrally,
distributed, or even in the head of a network administrator. In
classifying the conplexity of a network, the |ocation of a conponent
may have an inpact on overall conplexity. This section offers a

nmet hodol ogy to find WHERE t he conpl ex conponent is | ocated.

6.1. Topol ogical Location

An al gorithmcan run distributed; for exanple, a routing protoco

like OSPF runs on all routers in a network. But, it can also be in a
central location such as the Network Operations Center (NOC). The
physi cal |ocation has an i npact on several other paraneters, such as
availability (local changes night be faster than going through a
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renote NOC) and ease of operation, because it might be easier to
under stand and troubl eshoot one central entity rather than nmany
renot e ones.

The exanple in Section 3.3 shows how the location of state (in this
case configuration) inpacts the precision of the policy enforcenent
and the corresponding state required. Enforcenent closer to the edge
requi res nore network-wi de state but is nmore precise

6.2. Logical Location

I ndependent of its physical location, the logical l|ocation also nmay
make a difference to conplexity. A controller function, for exanple,
can reside in a NOC and also on a network elenment. Generally,

organi zing a network in separate logical entities is considered
positive because it eases the understanding of the network, thereby
maki ng troubl eshooting and configuration easier. For exanple, a BGP
route reflector is a separate logical entity froma BGP speaker, but
it may reside on the sane physical node.

6.3. Layering Considerations

Al so, the layer of the TCP/IP stack in which a function is

i mpl enent ed can have an inpact on the conplexity of the overal
network. Sone functions are inplemented in several layers in
slightly different ways; this may |ead to unexpected results.

As an exanple, a link failure is detected on various |ayers: L1, L2,
the 1GP, BGP, and potentially nmore. Since those have dependenci es on
each other, different link failure detection tines can cause
undesired effects. Dependencies are discussed in nore detail in the
next section.

7. Dependencies

Dependenci es are generally regarded as related to overall conplexity.
A systemwi th | ess dependencies is generally considered | ess conpl ex.
This section proposes a way to anal yze dependencies in a network.

For exanple, [Chun] states: "W conjecture that the conplexity
particular to networked systens arises fromthe need to ensure state
is kept in sync with its distributed dependencies."

In this docunent, we distinguish three types of dependencies: |oca

dependenci es, network-wi de dependenci es, and networ k- ext erna
dependenci es.
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7.1. Local Dependencies

Local dependencies are relative to a single node in the network. For
exanple, an interface on a node may have an | P address; this address
may be used in other parts of the configuration. |If the interface
address changes, the dependent configuration parts have to change as
wel | .

Similar dependencies exist for QS policies, access-control lists,
nanes and nunbers of configuration parts, etc.

7.2. Network-Wde Dependenci es

Routing protocols, failover protocols, and many ot hers have
dependenci es across the network. |f one node is affected by a
problem this may have a ripple effect through the network. These
protocols are typically designed to deal w th unexpected consequences
and thus are unlikely to cause an issue on their own. But,
occasionally a nunber of conplexity issues conme together (for
exanple, different timers on different layers), resulting in
unexpect ed behavi or

7.3. Network- External Dependencies

Some dependenci es are on el enents outside the actual network, for
exanpl e, on an external NTP clock source or an Authentication

Aut hori zation, and Accounting (AAA) server. Again, a trade-off is
made: in the exanple of AAA used for |ogin authentication, we reduce
the configuration (state) on each node (in particular, user-specific
configuration), but we add an external dependency on a AAA server

In networks with many adninistrators, a AAA server is clearly the
only manageable way to track all adnministrators. But, it comes at
the cost of this external dependency with the consequence that admin
access may be lost for all devices at the same tinme when the AAA
server is unavail abl e.

Even with the external dependency on a AAA server, the advantage of
centralizing the user information (and | ogging) still has significant
val ue over distributing user information across all devices. To
solve the problem of the central dependency not being avail abl e,

ot her solutions have been devel oped -- for exanple, a secondary

aut hentication node with a single root-1evel password in case the AAA
server is not avail able.
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8.

8.

8.

8.

Managenent | nteractions

A static network generally is relatively stable; conversely, changes
i ntroduce a degree of uncertainty and therefore need to be exani ned
in detail. Al so, the troubleshooting of a network exposes
intuitively the conplexity of the network. This section proposes a
met hodol ogy to classify nmanagenent interactions with regard to their
relationship to network conplexity.

1. Configuration Conplexity

Configuration can be seen as distributed state across network devices
where the administrator has direct influence on the operation of the
network. Mbodifying the configuration can inprove the network
behavi or overall or negatively affect it. In the worst case, a
single msconfiguration could potentially bring down the entire
network. Therefore, it is inportant that a human adm ni strator can
manage the conplexity of the configuration well.

The configuration reflects nost of the local and gl obal dependencies
in the network, as explained in Section 7. Tracking those
dependencies in the configuration hel ps in understanding the overal
networ k conpl exity.

2. Troubl eshooting Conplexity

Unexpect ed behavi or can have a nunber of sources: the configuration
may contain errors, the operating system (algorithnms) nay have bugs,
and the hardware may be faulty, which includes anything from broken
fibers to faulty line cards. |In serious problens, a conbination of
causes could result in a single visible condition. Tracking the root
causes of an error condition nmay be extrenely difficult, pointing to
the conpl ex nature of a network

Being able to find the source of a problemrequires, therefore, a
solid understandi ng of the conplexity of a network. The
configuration conplexity discussed in the previous section represents
only a part of the overall problem space.

3. Mnitoring Conplexity

Even in the absence of error conditions, the state of the network
shoul d be nonitored to detect error conditions ideally before network
services are affected. For exanple, a single link-down event nay not
cause a service disruption in a well-designed network, but the
probl em needs to be resolved quickly to restore redundancy.
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Monitoring a network has itself a certain conplexity. |Issues are in
scal e; variations of devices to be nonitored; variations of methods
used to collect information; the inevitable [oss of information as
reporting is aggregated centrally; and the know edge required to
understand the network, the dependencies, and the interactions with
users and other external inputs.

8.4. Conplexity of System Integration

A network doesn’t just consist of network devices but includes a vast
array of backend and support systens. It also interfaces a |large
vari ety of user devices, and a nunber of human interfaces, both to
the user/custoner as well as to adninistrators of the network. A
systemintegration job is required in order to nmake sure the overal
network provides the overall service expected.

Al'l those interactions and systens have to be nodel ed to understand
t he interdependenci es and conplexities in the network. This is a
| arge area of future research

9. External Interactions

A network is not a self-contained entity, but it exists to provide
connectivity and services to users and other networks, both of which
are outside the direct control of a network administrator. The user
experience of a network also illustrates a formof interaction with
its own conplexity.

External interactions fall into the follow ng categories:

o0 User Interactions: Users need a way to request a service, to have
their problens resolved, and potentially to get billed for their
usage. There are a nunmber of human interfaces that need to be
consi dered, which depend to sone extent on the network, for
exanpl e, for troubl eshooting or nonitoring usage.

0 Interactions with End Systens: The network also interacts with the
devices that connect to it. Typically, a device receives an IP
address fromthe network and i nformati on on how to resol ve domain
nanes, plus potentially other services. Wile those interactions
are relatively sinple, the vast anount of end-device types nakes
this a conplicated space to track

0o Internetwork Interactions: Mst networks connect to other
networks. Also, in this case, there are nany interactions between
net wor ks, both technical (for exanple, running a routing protocol)
as well as non-technical (for exanple, tracing problens across
net wor k boundari es).
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10.

11.

12.

For a fully operational network providing services to users, the
external interactions and dependencies also forman integral part of
the overall conplexity of the network service. A specific exanple
are the root DNS servers, which are critical to the function of the
Internet. Practically all Internet users have an inplicit dependency
on the root DNS servers, which explains why those are frequent
targets for attacks. Understanding the overall conplexity of a
networ k i ncludes understanding all those external dependencies. O
course, in the case of the root DNS servers, there is little a

net wor k operator can influence.

Exanpl es

In the foreseeable future, it is unlikely to define a single,

obj ective netric that includes all the relevant aspects of
complexity. |In the absence of such a global nmetric, a conmparative
approach coul d be easier

For exanple, it is possible to conpare the complexity of a
centralized systemwhere algorithms run centrally and the results are
distributed to the network nodes with a distributed algorithm The
type of algorithmmay be sinmilar, but the location is different, and
a different dependency graph would result. The supporting hardware
may be the same and thus could be ignored for this exercise. Also,
layering is likely to be the sane. The nmanagenent interactions,

t hough, would significantly differ in both cases.

The classification in this docunment also nmakes it easier to survey
exi sting research with regards to which area of conplexity is
covered. This could help in identifying open areas for research

Security Considerations
Thi s docunent does not discuss any specific security considerations.
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