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Abst r act

Thi s docunent di scusses both use cases and operational experience
with Miultipath TCP (MPTCP) in real networks. It lists severa

promi nent use cases where Multipath TCP has been considered and is
being used. It also gives insight to sone heuristics and deci si ons
that have hel ped to realize these use cases and suggests possible

i mprovenents.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww.rfc-editor.org/info/rfc8041
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1

I ntroduction

Mul tipath TCP was specified in [ RFC6824] and five independent
i npl enent ati ons have been devel oped. As of Novenber 2016, Miltipath
TCP has been or is being inplemented on the follow ng platforns:

0 Linux kernel [MiltipathTCP-Linux]
0 Apple i0S and nacCs

o Citrix |oad bal ancers

0 FreeBSD [ FreeBSD- MPTCP]

o Oacle Solaris

The first three inplenentations are known to interoperate. Three of
t hese i npl enentati ons are open source (Linux kernel, FreeBSD and
Apple’s i0S and nmacCS). Apple’'s inplenmentation is w dely depl oyed

Since the publication of [RFC6824] as an Experinental RFC, experience
has been gathered by various network researchers and users about the
operational issues that arise when Miultipath TCP is used in today's

I nternet.

When the MPTCP wor ki ng group was created, several use cases for

Mul tipath TCP were identified [RFC6182]. Since then, other use cases
have been proposed and sone have been tested and even depl oyed. W
descri be these use cases in Section 2.

Section 3 focuses on the operational experience with Miltipath TCP
Most of this experience comes fromthe utilization of the Miultipath
TCP inplenentation in the Linux kernel [MiltipathTCP-Linux]. This
open-source inpl enentati on has been downl oaded and i npl enented by

t housands of users all over the world. Many of these users have
provided direct or indirect feedback by witing docunents (scientific
articles or blog nessages) or posting to the nptcp-dev mailing |ist
(see https://listes-2.sipr.ucl.ac.bel/synmpal/arc/nptcp-dev). This

Mul tipath TCP inplenmentation is actively maintai ned and conti nuously
improved. It is used on various types of hosts, ranging from

smart phones or enbedded routers to high-end servers.

The Multipath TCP inplenentation in the Linux kernel is not, by far
the nost wi despread depl oynent of Miultipath TCP. Since Septenber
2013, Multipath TCP is al so supported on smartphones and tablets
beginning with i OS7 [IETFJ]. There are likely hundreds of millions
of MPTCP-enabl ed devices. This Miltipath TCP inplenentation is
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currently only used to support the Siri voice recognition/contro
application. Some |essons |earned fromthis depl oynent are described
in [IETF]].

Section 3 is organized as follows. Supporting the ni ddl eboxes was
one of the difficult issues in designing the Miltipath TCP protocol
We explain in Section 3.1 which types of niddl eboxes the Linux Kerne
i mpl enentation of Multipath TCP supports and how it reacts upon
encountering these. Section 3.2 sunmarizes the MPTCP-specific
congestion controls that have been inplenented. Sections 3.3 to 3.7
di scuss heuristics and issues with respect to subfl ow managenent as
wel |l as the scheduling across the subflows. Section 3.8 explains
sonme problenms that occurred with subflows having different Maxinum
Segrment Size (MSS) values. Section 3.9 presents issues with respect
to content delivery networks and suggests a solution to this issue.
Finally, Section 3.10 docunents an issue with captive portals where
MPTCP wi I | behave suboptimally.

2. Use Cases

Mul ti path TCP has been tested in several use cases. There is already
an abundant anount of scientific literature on Miultipath TCP

[ MPTCPBI B] . Several of the papers published in the scientific
literature have identified possible inprovenents that are worth being
di scussed here.

2. 1. Dat acent er s

A first, although initially unexpected, docunented use case for
Mul ti path TCP has been in datacenters [Hot Nets][SI GCOMWL1]. Today’s
dat acenters are designed to provide several paths between single-
honed servers. The multiplicity of these paths cones fromthe
utilization of Equal-Cost Miltipath (ECVWP) and ot her | oad-bal anci ng
techni ques inside the datacenter. Mst of the depl oyed | oad-

bal anci ng techni ques in datacenters rely on hashes conputed over the
five tuple. Thus, all packets fromthe sane TCP connection foll ow
the sane path: so they are not reordered. The results in [ HotNets]
denmonstrate by sinulations that Miltipath TCP can achieve a better
utilization of the available network by using nmultiple subflows for
each Multipath TCP session. Although [ RFC6182] assunes that at | east
one of the comunicating hosts has several |P addresses, [HotNets]
denonstrates that Multipath TCP is beneficial when both hosts are
single-honed. This idea is analyzed in nore details in [SIGCOWL1],
where the Miultipath TCP inplenentation in the Linux kernel is
nodified to be able to use several subflows fromthe sane |P address.
Measurenments in a public datacenter show the quantitative benefits of
Mul tipath TCP [ SI GCOWIL1] in this environment.
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Al t hough ECWP is wi dely used inside datacenters, this is not the only
envi ronnent where there are different paths between a pair of hosts.
ECMP and ot her | oad-bal anci ng techni ques such as Link Aggregation

G oups (LAGs) are widely used in today’'s networks; having multiple
pat hs between a pair of single-honed hosts is becom ng the norm

i nstead of the exception. Although these nultiple paths often have
the sane cost (froman IGP netrics viewpoint), they do not
necessarily have the sane performance. For exanple, [IMC13c] reports
the results of a | ong neasurenent study show ng that | oad-bal anced

I nternet paths between that sanme pair of hosts can have huge del ay

di fferences.

2.2. Cellular/WFi Ofl oad

A second use case that has been expl ored by several network
researchers is the cellular/ WFi offload use case. Smartphones or

ot her nobile devices equipped with two wireless interfaces are a very
conmon use case for Multipath TCP. |In Septenber 2015, this is al so
the | argest depl oynent of MPTCP-enabl ed devices [IETFJ]. 1t has been
briefly discussed during | ETF 88 [I ETF88], but there is no published
paper or report that analyses this deploynent. For this reason, we
only discuss published papers that have mainly used the Miultipath TCP
i npl ementation in the Linux kernel for their experinments.

The performance of Multipath TCP in wireless networks was briefly
eval uated in [NSDI 12]. One experinment analyzes the performance of
Multipath TCP on a client with two wireless interfaces. This

eval uati on shows that when the receive windowis large, Miltipath TCP
can efficiently use the two available |inks. However, if the w ndow
becones small er, then packets sent on a slow path can bl ock the
transm ssion of packets on a faster path. |In sone cases, the
performance of Miltipath TCP over two paths can becone | ower than the
performance of regular TCP over the best perform ng path. Two
heuristics, reinjection and penalization, are proposed in [NSDI 12] to
solve this identified performance problem These two heuristics have
since been used in the Miultipath TCP inplenentation in the Linux

kernel. [CONEXT13] explored the problemin nore detail and reveal ed
sonme ot her scenarios where Miltipath TCP can have difficulties in
efficiently pooling the available paths. Inprovenents to the

Multipath TCP i nplementation in the Linux kernel are proposed in
[ CONEXT13] to cope with some of these problens.

The first experinental analysis of Multipath TCP in a public wreless
environnent was presented in [Cellnetl2]. These neasurenents explore
the ability of Multipath TCP to use two wirel ess networks (real WFi
and 3G networks). Three nodes of operation are conpared. The first
node of operation is the sinultaneous use of the two wirel ess
networks. In this node, Miultipath TCP pools the avail abl e resources
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and uses both wireless interfaces. This node provides fast handover
fromWF to cellular or the opposite when the user noves.
Measurenments presented in [ CACML4] show that the handover from one
Wi rel ess network to another is not an abrupt process. Wen a host
nmoves, there are regions where the quality of one of the wreless
networks is weaker than the other, but the host considers this

wireless network to still be up. Wien a nobile host enters such
regions, its ability to send packets over another wreless network is
i mportant to ensure a snooth handover. This is clearly illustrated

fromthe packet trace discussed in [ CACML4].

Many cel | ul ar networks use vol une-based pricing; users often prefer
to use unnetered WF networks when avail able instead of netered
cellular networks. [Cellnetl12] inplenments support for the MP_PRI O
option to explore two other nodes of operation

In the backup node, Multipath TCP opens a TCP subfl ow over each
interface, but the cellular interface is configured in backup node.
This inplies that data flows only over the WFi interface when both
interfaces are considered to be active. |If the WFi interface fails,
then the traffic switches quickly to the cellular interface, ensuring
a snmoot h handover fromthe user’s viewpoint [Cellnet12]. The cost of
this approach is that the WFi and cellular interfaces are likely to
remain active all the time since all subflows are established over
the two interfaces.

The single-path node is slightly different. This node benefits from
t he break-before-make capability of Miultipath TCP. When an MPTCP
session is established, a subflowis created over the WFi interface.
No packet is sent over the cellular interface as long as the WFi
interface remains up [Cellnetl12]. This inplies that the cellular
interface can remain idle and battery capacity is preserved. Wen
the WFi interface fails, a new subflow is established over the
cellular interface in order to preserve the established Miultipath TCP
sessions. Conpared to the backup node described earlier

measurenents reported in [Cellnetl2] indicate that this node of
operation is characterized by a throughput drop while the cellular
interface is brought up and the subflows are reestablished.

From a protocol viewpoint, [Cellnetl1l2] discusses the problem posed by
the unreliability of the REMOVE ADDR option and proposes a snal
protocol extension to allow hosts to reliably exchange this option

It woul d be useful to analyze packet traces to understand whether the
unreliability of the REMOVE_ADDR option poses an operational problem
in real deploynents.
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Anot her study of the perfornance of Miultipath TCP in wirel ess
networ ks was reported in [IMC13b]. This study uses |aptops connected
to various cellular ISPs and WFi hotspots. It conpares various file
transfer scenarios. [IMC13b] observes that 4-path MPTCP out perforns
2-path MPTCP, especially for larger files. However, for three
congestion-control algorithns (LIA QOLIA and Reno -- see

Section 3.2), there is no significant perfornmance difference for file
sizes smaller than 4 MB

A different study of the performance of Miultipath TCP with two

W rel ess networks is presented in [INFOCOML4]. In this study the two
networ ks had different qualities: a good network and a | ossy networKk.
When using two paths with different packet-loss ratios, the Miltipath
TCP congestion-control scheme noves traffic away fromthe [ossy link
that is considered to be congested. However, [INFOCOML4] docunents
an interesting scenario that is summari zed hereafter.

client ----------- pathl -------- server

Figure 1: Sinple network topol ogy

Initially, the two paths in Figure 1 have the same quality and

Mul tipath TCP distributes the | oad over both of them During the
transfer, the path2 becones |ossy, e.g., because the client noves.
Mul tipath TCP detects the packet |osses and they are retransnitted
over pathl. This enables the data transfer to continue over this
path. However, the subflow over path2 is still up and transmts one
packet fromtinme to tinme. Although the N packets have been

acknow edged over the first subflow (at the MPTCP |l evel), they have
not been acknow edged at the TCP | evel over the second subflow To
preserve the continuity of the sequence nunmbers over the second
subflow, TCP will continue to retransmit these segnents until either
they are acknow edged or the maxi mum nunber of retransmi ssions is
reached. This behavior is clearly inefficient and may lead to

bl ocki ng since the second subflow will consune wi ndow space to be
able to retransnit these packets. [|NFOCOML4] proposes a new

Mul tipath TCP option to solve this problem 1In practice, a new TCP
option is probably not required. Wen the client detects that the
data transmtted over the second subfl ow has been acknow edged over
the first subflow, it could decide to termnate the second subfl ow by
sending a RST segnent. |If the interface associated to this subfl ow
is still up, a new subflow could be inmedi ately reestablished. It
woul d then be i medi ately usable to send new data and woul d not be
forced to first retransmt the previously transmitted data. As of
this witing, this dynam c managenment of the subflows is not yet

i mpl enented in the Multipath TCP i npl enentation in the Linux kernel
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Some studies have started to anal yze the performance of Miltipath TCP
on snart phones with real applications. |In contrast with the bulk
transfers that are used by nany publications, many depl oyed
applications do not exchange huge anbunts of data and mainly use
smal | connections. [COMWA®R016] proposes a software testing
framework that allows to automate Android applications to study their
interactions with Multipath TCP. [PAM2016] anal yses a one-nonth
packet trace of all the packets exchanged by a dozen of snartphones
utilized by regular users. This analysis reveals that short
connections are inportant on snartphones and that the main benefit of
using Miultipath TCP on smartphones is the ability to perform seanl ess
handovers between different wreless networks. Long connections
benefit fromthese handovers

2.3. Miltipath TCP Proxies

As Multipath TCP is not yet w dely depl oyed on both clients and
servers, several deploynents have used various forns of proxies. Two
famlies of solutions are currently being used or tested.

A first use case is when an MPTCP-enabl ed client wants to use severa
interfaces to reach a regular TCP server. A typical use case is a
smart phone that needs to use both its WFi and its cellular interface
to transfer data. Several types of proxies are possible for this use
case. An HITP proxy deployed on a MPTCP-capabl e server woul d enabl e
the smartphone to use Multipath TCP to access regul ar web servers.
Qoviously, this solution only works for applications that rely on
HTTP. Another possibility is to use a proxy that can convert any

Mul tipath TCP connection into a regular TCP connection. MPTCP-
specific proxi es have been proposed [ Hot M ddl ebox13b] [ HAMPEL].

Anot her possibility |everages the SOCKS protocol [RFCL928]. SOCKS is
often used in enterprise networks to allow clients to reach externa
servers. For this, the client opens a TCP connection to the SOCKS

server that relays it to the final destination. |If both the client
and the SOCKS server use Multipath TCP, but not the fina
destination, then Miultipath TCP can still be used on the path between

the clients and the SOCKS server. At |ETF 93, Korea Tel ecom
announced that they have depl oyed (in June 2015) a conmercial service
that uses Miultipath TCP on smartphones. These snmartphones access
regul ar TCP servers through a SOCKS proxy. This enables themto

achi eve throughputs of up to 850 Mops [KT].
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Measurements performed with Android snart phones [ Mobi conl5] show t hat
popul ar applications work correctly through a SOCKS proxy and MPTCP-

enabl ed snart phones. Thanks to Miultipath TCP, |ong-1ived connections
can be spread over the two available interfaces. However, for short-
lived connections, nost of the data is sent over the initial subflow
that is created over the interface corresponding to the default route
and the second subflow is al nbost not used [ PAMR2016].

A second use case is when Miultipath TCP is used by ni ddl eboxes,
typically inside access networks. Various network operators are

di scussi ng and eval uating solutions for hybrid access networks

[ TR-348]. Such networks arise when a network operator controls two
di fferent access network technologies, e.g., wired and cellular, and
wants to conbine themto inprove the bandwi dth offered to the end
users [HYA-ARCH]. Several solutions are currently investigated for
such networks [TR-348]. Figure 2 shows the organi zation of such a
network. When a client creates a normal TCP connection, it is
intercepted by the Hybrid CPE (HPCE) that converts it in a Miltipath
TCP connection so that it can use the avail abl e access networks (DSL
and LTE in the exanple). The Hybrid Access Gateway (HAG does the
opposite to ensure that the regul ar server sees a normal TCP
connection. Some of the solutions currently discussed for hybrid
net wor ks use Multipath TCP on the HCPE and the HAG Oher solutions
rely on tunnels between the HCPE and the HAG [ GRE- NOTI FY].

client --- HCPE ------ DSL ------- HAG --- internet --- server

Figure 2: Hybrid Access Network
3. Operational Experience
3.1. Mddl ebox Interference
The interference caused by various types of mniddl eboxes has been an
i mportant concern during the design of the Miltipath TCP protocol

Three studies on the interactions between Miltipath TCP and
ni ddl eboxes are worth discussing.
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The first analysis appears in [IMC11]. This paper was the nain
nmotivation for Miultipath TCP i ncorporating various techniques to cope
with m ddl ebox interference. More specifically, Miltipath TCP has
been designed to cope with mni ddl eboxes that:

0 change source or destination addresses

o change source or destination port nunbers
o change TCP sequence nunbers

o split or coal esce segnents

o renove TCP options

o nodify the payl oad of TCP segnents

These mi ddl ebox interferences have all been included in the MBtest
suite [ MBTest]. This test suite is used in [HotM ddl ebox13] to
verify the reaction of the Multipath TCP inplenentation in the Linux
kernel [Miltipat hTCP-Li nux] when faced with niddl ebox interference.
The test environnment used for this evaluation is a dual -honed client
connected to a single-honmed server. The niddl ebox behavi or can be
activated on any of the paths. The main results of this analysis
are:

o the Multipath TCP inplenentation in the Linux kernel is not
af fected by a m ddl ebox that perforns NAT or nodifies TCP sequence
nunber s

o when a niddl ebox renpves the MP_CAPABLE option fromthe initia
SYN segnent, the Multipath TCP i nplenmentation in the Linux kerne
falls back correctly to regular TCP

o when a m ddl ebox renoves the DSS option fromall data segments,
the Multipath TCP inplenentation in the Linux kernel falls back
correctly to regular TCP

o when a middl ebox perfornms segnment coal escing, the Miltipath TCP
i npl ementation in the Linux kernel is still able to accurately
extract the data corresponding to the indicated napping

o when a middl ebox perforns segnent splitting, the Miultipath TCP
i mpl ementation in the Linux kernel correctly reassenbles the data
corresponding to the indicated mappi ng. [HotM ddl ebox13] shows,
in Figure 4 in Section 3.3, a corner case with segnment splitting
that may | ead to a desynchroni zati on between the two hosts.
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The interactions between Multipath TCP and real depl oyed m ddl eboxes
are also analyzed in [Hot M ddl ebox13]; a particular scenario with the
FTP Application Level Gateway running on a NAT is descri bed.

M ddl ebox interference can al so be detected by anal yzi ng packet
traces on MPTCP-enabl ed servers. A closer | ook at the packets
received on the nultipath-tcp.org server [ TMA2015] shows that anong
the 184,000 Multipath TCP connections, only 125 of themwere falling
back to regular TCP. These connections originated from 28 different
client I P addresses. These include 91 HTTP connections and 34 FTP
connections. The FTP interference is expected since Application
Level Gateways used for FTP nodify the TCP payl oad and t he DSS
Checksum det ects these nodifications. The HITP interference appeared
only on the direction fromserver to client and coul d have been
caused by transparent proxies deployed in cellular or enterprise
networks. A longer trace is discussed in [ COMCOWO016] and simnl ar
concl usi ons about the m ddl ebox interference are provided.

From an operational viewpoint, knowing that Miltipath TCP can cope
with various types of niddlebox interference is inportant. However,
there are situations where the network operators need to gather

i nformati on about where a particul ar m ddl ebox interference occurs.
The tracebox software [tracebox] described in [IMC13a] is an

ext ensi on of the popular traceroute software that enables network
operators to check at which hop a particular field of the TCP header
(including options) is nodified. It has been used by several network
operators to debug various m ddl ebox interference probl ens.
Experience with tracebox indicates that supporting the | CMP extension
defined in [ RFC1812] nekes it easier to debug m ddl ebox problens in

| Pv4 net wor ks.

Users of the Miultipath TCP i npl ementation have reported some
experience with middl ebox interference. The strangest scenario has
been a m ddl ebox that accepts the Multipath TCP options in the SYN
segnment but later replaces Miultipath TCP options with a TCP ECL
option [StrangeMoox]. This causes Miltipath TCP to performa

fall back to regular TCP without any inpact on the application

3.2. Congestion Contro

Congestion control has been an inportant challenge for Miultipath TCP
The coupl ed congestion-control schenme defined in [RFC6356] in an
adaptati on of the NewReno algorithm A detailed description of this
coupled algorithmis provided in [NSDI 11]. It is the default schene
in the Linux inmplenentation of Multipath TCP, but Linux supports

ot her schenes.
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The second congestion-control schene is OLIA [CONEXT12]. It is also
an adaptati on of the NewReno single path congestion-control schene to
support multiple paths. Sinulations [ CONEXT12] and mneasurenents

[ CONEXT13] have shown that it provides sone performance benefits
conmpared to the default coupled congestion-control schene.

The del ay- based schene proposed in [ICNP12] has al so been ported to
the Multipath TCP inplenentation in the Linux kernel. It has been
eval uated by using simulations [ICNP12] and neasur enents [PaaschPhD].

BALI A, defined in [BALIA], provides a better bal ance between TCP
friendliness, responsiveness, and wi ndow oscillation

These different congestion-control schemes have been conpared in
several articles. [CONEXT13] and [PaaschPhD] conpare these
algorithnms in an emul ated environnent. The eval uati on showed t hat

t he del ay- based congestion-control schene is less able to efficiently
use the available links than the three other schenes.

3.3. Subfl ow Managenent

The multipath capability of Miultipath TCP conmes fromthe utilization
of one subflow per path. The Miltipath TCP architecture [ RFC6182]
and the protocol specification [ RFC6824] define the basic usage of
the subflows and the protocol nmechanisns that are required to create
and ternmnate them However, there are no guidelines on how subfl ows
are used during the lifetinme of a Miultipath TCP session. Mst of the
publ i shed experiments with Miltipath TCP have been perforned in
controlled environments. Still, based on the experience running them
and di scussions on the nptcp-dev mailing list, interesting | essons
have been | earned about the nanagenent of these subfl ows.

From a subfl ow viewpoint, the Miltipath TCP protocol is conpletely
symretrical. Both the clients and the server have the capability to
create subflows. However, in practice, the existing Miultipath TCP

i mpl enent ati ons have opted for a strategy where only the client
creates new subflows. The main notivation for this strategy is that
often the client resides behind a NAT or a firewall, preventing
passi ve subfl ow openings on the client. Al though there are

envi ronnents such as datacenters where this probl em does not occur,
as of this witing, no precise requirenent has energed for allow ng
the server to create new subfl ows.
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3.4. Inplenented Subfl ow Managers

The Multipath TCP inplenmentation in the Linux kernel includes severa
strategi es to nanage the subflows that conmpose a Miltipath TCP
session. The basic subflow manager is the full-nesh. As the nane
inplies, it creates a full-nmesh of subflows between the communicating
host s.

The nost frequent use case for this subflow manager is a nultihoned
client connected to a single-homed server. 1In this case, one subflow
is created for each interface on the client. The current

i mpl enentation of the full-nmesh subflow manager is static. The
subflows are created inmmediately after the creation of the initia
subflow. If one subflow fails during the lifetinme of the Miultipath
TCP session (e.g., due to excessive retransnissions or the | oss of
the corresponding interface), it is not always reestablished. There
i s ongoing work to enhance the full-nmesh path nanager to deal with
such events.

Wien the server is nultihomed, using the full-mesh subfl ow manager
may lead to a | arge nunmber of subfl ows being established. For
exanpl e, consider a dual -honed client connected to a server with
three interfaces. 1In this case, even if the subflows are only
created by the client, six subflows will be established. This may be
excessive in sonme environnents, in particular when the client and/or
the server have a |l arge nunber of interfaces. |nplenmentations should
limt the nunber of subflows that are used.

Creating subflows between nmultihoned clients and servers may
sonetines | ead to operational issues as observed by di scussions on
the nmptcp-dev nailing list. In sone cases, the network operators
woul d Iike to have a better control on how the subflows are created
by Multipath TCP [ MPTCP- MAX-SUB]. This might require the definition
of policy rules to control the operation of the subflow nanager. The

two scenarios below illustrate some of these requirenents.
host1l ---------- switchl ----- host 2
| | |
T switch2 -------- +

Figure 3: Sinple Switched Network Topol ogy
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Consi der the sinple network topology shown in Figure 3. From an
operational viewpoint, a network operator could want to create two
subfl ows between the communi cati ng hosts. From a bandw dth
utilization viewpoint, the nost natural paths are host1l-sw tchl-host2
and host 1-switch2-host2. However, a Miltipath TCP inpl enentation
runni ng on these two hosts may sonetines have difficulties to obtain
this result.

To understand the difficulty, let us consider different allocation
strategies for the IP addresses. A first strategy is to assign two
subnets: subnetA (resp. subnetB) contains the |IP addresses of hostl’'s
interface to switchl (resp. switch2) and host2's interface to switchl
(resp. switch2). 1In this case, a Miultipath TCP subfl ow manager
shoul d only create one subflow per subnet. To enforce the
utilization of these paths, the network operator would have to
specify a policy that prefers the subflows in the same subnet over
subfl ows between addresses in different subnets. It should be noted
that the policy should probably al so specify how the subfl ow nanager
shoul d react when an interface or subflow fails.

A second strategy is to use a single subnet for all IP addresses. In
this case, it beconmes nore difficult to specify a policy that
i ndi cates whi ch subfl ows shoul d be established.

The second subfl ow nanager that is currently supported by the
Multipath TCP i nplementation in the Linux kernel is the ndiffport
subfl ow manager. This manager was initially created to exploit the
path diversity that exists between single-honed hosts due to the
utilization of flow based | oad-bal anci ng techni ques [ SI GCOWL1] .

Thi s subfl ow manager creates N subflows between the sane pair of IP
addresses. The N subflows are created by the client and differ only
in the source port selected by the client. It was not designed to be
used on nul ti honed hosts.

A nore flexible subflow nanager has been proposed, inplenented and
eval uated in [CONEXT15]. This subflow nmanager exposes various kerne
events to a user space daenon that decides when subfl ows need to be
created and terninated based on various policies.
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3.5. Subflow Destination Port

The Multipath TCP protocol relies on the token contained in the
MP_JO N option to associate a subflow to an existing Miultipath TCP
session. This inplies that there is no restriction on the source
address, destination address and source or destination ports used for
the new subflow. The ability to use different source and destination
addresses is key to support multihoned servers and clients. The
ability to use different destination port numbers is worth di scussing
because it has operational inplications.

For illustration, consider a dual-honed client that creates a second
subflow to reach a single-honed server as illustrated in Figure 4.
client ------- rl --- internet --- server
| |
R r2------- +

Figure 4: Multihomed-Client Connected to Single-Honmed Server

When the Multipath TCP inplenmentation in the Linux kernel creates the
second subflow, it uses the sane destination port as the initial
subflow. This choice is notivated by the fact that the server m ght
be protected by a firewall and only accept TCP connections (including
subflows) on the official port nunber. Using the same destination
port for all subflows is also useful for operators that rely on the
port nunbers to track application usage in their network

There have been suggestions from Miultipath TCP users to nodify the

i npl enentation to allowthe client to use different destination ports
to reach the server. This suggestion seens mainly notivated by
traffic-shapi ng m ddl eboxes that are used in sonme wirel ess networks.
In networks where different shaping rates are associated with

di fferent destination port numbers, this could allow Miultipath TCP to
reach a higher performance. This behavior is valid according to the
Mul tipath TCP specification [ RFC6824]. An application could use an
enhanced socket APl [ SOCKET] to behave in this way.

However, from an inplenmentation point-of-view supporting different
destination ports for the same Miultipath TCP connecti on can cause
sonme issues. A legacy inplenentation of a TCP stack creates a
listening socket to react upon incom ng SYN segnents. The |istening
socket is handling the SYN segnents that are sent on a specific port
nunber. Derul tipl exing i ncom ng segnents can thus be done solely by
| ooking at the I P addresses and the port numbers. Wth Miltipath TCP
however, incom ng SYN segnents may have an MP_JO N option with a
different destination port. This neans that all incom ng segnents
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that did not match on an existing |istening-socket or an al ready
establ i shed socket nust be parsed for an eventual MP_JO N option.
This inposes an additional cost on servers, previously not existent
on | egacy TCP i npl enent ati ons.

3.6. dosing Subflows
client server

MPTCP: ESTABLI SHED
Sub: ESTABLI SHED

|

| MPTCP: ESTABLI SHED
| Sub: ESTABLI SHED
|
|

DATA_FI N
MPTCP: CLOSE-WAI'T S R e R | close() (step 1)

|
|
|
|
I
Sub: ESTABLISHED |

I

| ---mmm o > | MPTCP: FIN-WAIT-2

| | Sub: ESTABLI SHED

| |

| DATA FIN + subflowFIN |
close()/shutdown() | ------------------------ > | MPTCP: TIME-WAIT
(step 2) | DATA_ACK | Sub: CLOSE-WAIT
MPTCP: CLOSED | <emmmmm e |
Sub: FIN-WAIT-2 | |

| |

| subfl ow FI N |
MPTCP: CLOSED R LR LT | subfl owcl ose()
Sub: TI ME-VWAI T | subf | ow ACK
(step 3) | ---mmm o > | MPTCP: TIME-VWAIT

|
| | Sub: CLOSED
|

Figure 5: Miltipath TCP may not be able to avoid tinme-wait state on
the subflow (indicated as Sub in the drawing), even if enforced by
the application on the client-side.

Figure 5 shows a very particular issue within Multipath TCP. Many

hi gh- performance applications try to avoid TIME-WAIT state by
deferring the closure of the connection until the peer has sent a
FIN. That way, the client on the left of Figure 5 does a passive

cl osure of the connection, transitioning from CLOSE-WAIT to Last-ACK
and finally freeing the resources after reception of the ACK of the
FIN. An application running on top of an MPTCP-enabl ed Li nux kerne
m ght al so use this approach. The difference here is that the

cl ose() of the connection (step 1 in Figure 5) only triggers the
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sendi ng of a DATA FIN.  Nothing guarantees that the kernel is ready
to conbine the DATA FIN with a subflowFIN. The reception of the
DATA FIN wil | rmake the application trigger the closure of the
connection (step 2), trying to avoid TIME-WAIT state with this late
closure. This tine, the kernel m ght decide to conbine the DATA FIN
with a subflowFIN  This decision will be fatal, as the subflow s
state machine will not transition from CLOSE WAIT to Last-ACK, but
rather go through FINWAIT-2 into TIME-WAIT state. The TIME-VWAIT
state will consunme resources on the host for at |east 2 MSL (Maxi num
Segrment Lifetine). Thus, a smart application that tries to avoid
TIME-VWAIT state by doing |late closure of the connection actually ends
up with one of its subflows in TIME-WAIT state. A hi gh-perfornance
Mul tipath TCP kernel inplenentation should honor the desire of the
application to do passive closure of the connection and successfully
avoid TIME-WAIT state -- even on the subfl ows.

The solution to this problemlies in an optimstic assunption that a
host doing active-closure of a Miultipath TCP connection by sending a

DATA FIN will soon also send a FIN on all its subflows. Thus, the
passi ve cl oser of the connection can sinply wait for the peer to send
exactly this FIN -- enforcing passive closure even on the subfl ows.

O course, to avoid consunming resources indefinitely, a timer nust
limt the tine our inplenmentation waits for the FIN

3.7. Packet Schedul ers

In a Miltipath TCP i nplenentation, the packet scheduler is the
algorithmthat is executed when transmitting each packet to deci de on
whi ch subflow it needs to be transnmitted. The packet schedul er
itself does not have any inpact on the interoperability of Miltipath
TCP inplenentations. However, it may clearly inpact the perfornmance
of Miultipath TCP sessions. The Miltipath TCP inplenentation in the
Li nux kernel supports a pluggable architecture for the packet
schedul er [PaaschPhD]. As of this witing, two schedul ers have been
i npl ement ed: round-robin and |l owest-rtt-first. The second schedul er
relies on the round-trip tinme (rtt) neasured on each TCP subfl ow and
sends first segnments over the subflow having the | owest round-trip
time. They are conpared in [CSW514]. The experinments and

nmeasur enents described in [ CSW514] show that the lowest-rtt-first
schedul er appears to be the best conpronise froma performance

vi ewpoi nt. Anot her study of the packet schedulers is presented in

[ PAMS2014]. This study relies on sinulations with the Miultipath TCP
i mpl enentation in the Linux kernel. They conpare the lowest-rtt-
first with the round-robin and a random schedul er. They show sone
situations where the lowest-rtt-first schedul er does not perform as
wel |l as the other schedulers, but there are nmany scenarios where the
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opposite is true. |[PAMS2014] notes that "it is highly likely that
the optimal scheduling strategy depends on the characteristics of the
pat hs bei ng used."

3.8. Segnent Size Selection

When an application perforns a wite/send systemcall, the kerne

al | ocates a packet buffer (sk _buff in Linux) to store the data the
application wants to send. The kernel will store at nobst one MSS
(Maxi mum Segnent Size) of data per buffer. As the MSS can differ
anongst subflows, an MPTCP i npl ementation nust select carefully the
MBS used to generate application data. The Linux kerne

i mpl enent ati on had various ways of selecting the MSS: m ni num or

maxi nrum anongst the different subflows. However, these heuristics of
MSS sel ection can cause significant perfornance i ssues in sone
environnments. Consider the follow ng exanple. An MPTCP connection
has two established subflows that respectively use an MsS of 1420 and
1428 bytes. |If MPTCP selects the nmaxi num then the application will
generate segnents of 1428 bytes of data. An MPTCP inpl enentation
will have to split the segnent in two (1420-byte and 8-byte) segnments
when pushing on the subflow with the smallest MSS. The latter
segment will introduce a large overhead as this single data segnent
will use 2 slots in the congestion wi ndow (in packets) therefore
reduci ng by roughly twi ce the potential throughput (in bytes/s) of
this subflow Taking the snallest MSS does not solve the issue as
there nmight be a case where the subflowwith the smallest MSS only
sends a few packets, therefore reducing the potential throughput of

t he ot her subfl ows.

The Linux inplenentation recently took another approach [Detal MSS].
I nstead of selecting the mninumand nmaxi num val ues, it now
dynani cal | y adapts the MSS based on the contribution of all the
subflows to the connection’s throughput. For each subflow, it
comput es the potential throughput achi eved by sel ecting each MsS
val ue and by taking into account the | ost space in the congestion
wi ndow. It then selects the MSS that allows to achi eve the highest
potential throughput.

G ven the preval ence of m ddl eboxes that clanp the MSS, Multipath TCP
i npl ement ati ons nmust be able to efficiently support subflows with

di fferent MSS values. The strategy described above is a possible
solution to this problem
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3.9. Interactions with the Donain Nane System

Mul ti homed clients such as snartphones can send DNS queries over any
of their interfaces. Wen a single-honed client performs a DNS
query, it receives fromits local resolver the best answer for its
request. If the client is nmultihomed, the answer in response to the
DNS query may vary with the interface over which it has been sent.

cdnl
client -- cellular -- internet -- cdn3
e Wi oo .
chZ

Fi gure 6: Sinple Network Topol ogy

If the client sends a DNS query over the WFi interface, the answer
will point to the cdn2 server while the same request sent over the
cellular interface will point to the cdnl server. This m ght cause
probl ens for CDN providers that |locate their servers inside ISP
networ ks and have contracts that specify that the CDN server will
only be accessed fromwithin this particular | SP. Assune now t hat
both the client and the CDN servers support Miltipath TCP. In this
case, a Miultipath TCP session fromcdnl or cdn2 would potentially use
both the cellular network and the WFi network. Serving the client
fromcdn2 over the cellular interface could violate the contract

bet ween the CDN provider and the network operators. A sinilar
probl em occurs with regular TCP if the client caches DNS replies.

For exanple, the client obtains a DNS answer over the cellular
interface and then stops this interface and starts to use its WFi
interface. |If the client retrieves data fromcdnl over its WFi
interface, this may also violate the contract between the CDN and the
net wor k oper at or s.

A possible solution to prevent this problemwould be to nodify the
DNS resolution on the client. The client subnet Extension Mechani sms
for DNS (EDNS) defined in [RFC7871] could be used for this purpose.
When the client sends a DNS query fromits WFi interface, it should
al so send the client subnet corresponding to the cellular interface
in this request. This would indicate to the resolver that the answer
shoul d be valid for both the WFi and the cellular interfaces (e.g.
the cdn3 server).
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3.

3.

10. Captive Portals

Mul ti path TCP enables a host to use different interfaces to reach a
server. In theory, this should ensure connectivity when at |east one
of the interfaces is active. However, in practice, there are sone
particul ar scenarios with captive portals that nmay cause operationa
probl ens. The reference environnent is shown in Figure 7.

client ----- net wor k1
+o-- - internet ------------- server
Figure 7: Issue with Captive Porta

The client is attached to two networks: networkl that provides
limted connectivity and the entire Internet through the second
network interface. |In practice, this scenario corresponds to an open
WF network with a captive portal for networkl and a cellul ar
service for the second interface. On nany smartphones, the WFi
interface is preferred over the cellular interface. |If the

smart phone learns a default route via both interfaces, it wll
typically prefer to use the WFi interface to send its DNS request
and create the first subflow This is not optimal with Miltipath
TCP. A better approach would probably be to try a few attenpts on
the WFi interface and then, upon failure of these attenpts, try to
use the second interface for the initial subflow as well

11. Statel ess Wbservers

MPTCP has been designed to interoperate with webservers that benefit
from SYN-cooki es to protect agai nst SYN-fl ooding attacks [ RFC4987].
MPTCP achi eves this by echoing the keys negotiated during the
MP_CAPABLE handshake in the third ACK of the three-way handshake.
Reception of this third ACK then allows the server to reconstruct the
state specific to MPTCP

However, one caveat to this nechanismis the unreliable nature of the
third ACK. Indeed, when the third ACK gets lost, the server will not
be able to reconstruct the MPTCP state. MPTCP will fall back to
regular TCP in this case. This is in contrast to regular TCP. \When
the client starts sending data, the first data segnent al so includes
t he SYN- cookie, which allows the server to reconstruct the TCP-state.
Further, this data segnent will be retransnitted by the client in
case it gets lost and thus is resilient against |oss. MPTCP does not
include the keys in this data segnment and thus the server cannot
reconstruct the MPTCP state.
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This issue m ght be considered as a nminor one for MPTCP. Losing the
third ACK should only happen when packet loss is high; in this case,
MPTCP provides a lot of benefits as it can nove traffic away fromthe
lossy link. It is undesirable that MPTCP has a hi gher chance to fal
back to regular TCP in those | ossy environments.

[ MPTCP- DEPLOY] di scusses this issue and suggests a nodified handshake
nmechani smthat ensures reliable delivery of the MP_CAPABLE, follow ng
the three-way handshake. This nodification will nmake MPTCP reliable
even in |lossy environments when servers need to use SYN-cookies to
protect agai nst SYN-floodi ng attacks.

3.12. Load-Bal anced Server Farns

Large-scal e server farms typically deploy thousands of servers behind
a single virtual IP (VIP). Steering traffic to these servers is done
t hrough Layer 4 | oad-bal ancers that ensure that a TCP-flow w ||

al ways be routed to the sane server [Presto08].

As Multipath TCP uses nultiple different TCP subflows to steer the
traffic across the different paths, |oad-bal ancers need to ensure
that all these subflows are routed to the same server. This inplies
that the | oad-bal ancers need to track the MPTCP-rel ated state,
allowing themto parse the token in the MP_JO N and assign those
subflows to the appropriate server. However, server farns typically
depl oy several |oad-balancers for reliability and capacity reasons
As a TCP subflow might get routed to any of these | oad-bal ancers
they woul d need to synchronize the MPTCP-rel ated state -- a solution
that is not feasible on a |arge scale.

The token (carried in the MP_JAON) contains the infornation

i ndi cating to which MPTCP-session the subflow bel ongs. As the token
is a hash of the key, servers are not able to generate the token in
such a way that the token can provide the necessary information to

t he | oad- bal ancers, which would allow themto route TCP subflows to
the appropriate server. [MPTCP-LQOAD] discusses this issue in detai
and suggests two alternative MP_CAPABLE handshakes to overcone these.

4. Security Considerations

This informational docunent di scusses use cases and operationa
experience with Miultipath TCP. An extensive analysis of the

remai ning security issues in the Miltipath TCP specification has been
published in [ RFC7430], together with suggestions for possible

sol uti ons.
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Froma security viewpoint, it is inportant to note that Miultipath
TCP, like other nultipath solutions such as SCTP, has the ability to
send packets belonging to a single connection over different paths.
This design feature of Miultipath TCP inplies that m ddl eboxes that
have been depl oyed on-path assunming that they would observe all the
packets exchanged for a given connection in both directions nmay not
function correctly anynore. A typical exanple are firewalls,
Intrusion Detection System (IDS) or deep packet inspections (DPls)
depl oyed in enterprise networks. Those devices expect to observe al
the packets fromall TCP connections. Wth Miltipath TCP, those

m ddl eboxes may not observe anynore all packets since sone of them
may follow a different path. The two exanples below illustrate

typi cal deploynents of such niddl eboxes. The first exanple,

Fi gure 8, shows an MPTCP-enabl ed smart phone attached to both an
enterprise and a cellular network. |If a Miultipath TCP connection is
est abli shed by the smart phone towards a server, some of the packets
sent by the smartphone or the server may be transmitted over the
cellular network and thus be invisible for the enterprise m ddl ebox.

smar t phone +----- enterprise net --- MBOX----+------ server
+----- cellular net ------------- +

Figure 8: Enterprise Mddl ebox May Not Chserve
Al'l Packets from Mul tihoned Host

The second exanple, Figure 9, shows a possible issue when nultiple

m ddl eboxes are depl oyed inside a network. For sinplicity, we assune
that networkl is the default IPv4 path while network2 is the default

| Pv6 path. A sinilar issue could occur with per-flow | oad-bal anci ng
such as ECMP [RFC2992]. Wth regular TCP, all packets from each
connection woul d either pass through Miox1l or Mox2. Wth Miltipath
TCP, the client can easily establish a subflow over networkl and

anot her over network2 and each mi ddl ebox woul d only observe a part of
the traffic of the end-to-end Multipath TCP connection

client ----R-- networkl --- MBox1l ----- R-------mm--- server

+-- network2 --- MBOX2 ----- +

Figure 9: Interactions between
Load- Bal anci ng and Security M ddl eboxes

In these two cases, it is possible for an attacker to evade sone
security neasures operating on the TCP byte stream and inpl emented on
the m ddl eboxes by controlling the bytes that are actually sent over
each subflow and there are tools that ease those kinds of evasion
[PZ15] [PT14]. This is not a security issue for Miltipath TCP itself
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since Miultipath TCP behaves correctly. However, this denonstrates
the difficulty of enforcing security policies by relying only on
on-pat h mi ddl eboxes instead of enforcing themdirectly on the
endpoi nt s.
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