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Abstr act

The Real -time Transport Protocol (RTP) is widely used in tel ephony,

vi deo conferencing, and tel epresence applications. Such applications
are often run on best-effort UDP/IP networks. |f congestion control
is not inmplenented in these applications, then network congestion can
| ead to uncontroll ed packet |oss and a resulting deterioration of the
user’s nultinedia experience. The congestion control algorithmacts
as a safety neasure by stopping RTP flows from usi ng excessive
resources and protecting the network fromoverload. At the tine of
this witing, however, while there are several proprietary solutions,
there is no standard algorithmfor congestion control of interactive
RTP fl ows.

Thi s docunent does not propose a congestion control algorithm It

i nstead defines a minimal set of RTP circuit breakers: conditions
under which an RTP sender needs to stop transmitting nedia data to
protect the network from excessive congestion. It is expected that,
in the absence of long-lived excessive congestion, RTP applications
runni ng on best-effort IP networks will be able to operate without
triggering these circuit breakers. To avoid triggering the RTP
circuit breaker, any Standards Track congestion control algorithns
defined for RTP will need to operate within the envel ope set by these
RTP circuit breaker algorithns.

Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc8083
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1

I ntroduction

The Real -tine Transport Protocol (RTP) [RFC3550] is widely used in
voi ce-over-1 P, video tel econferencing, and tel epresence systens.
Many of these systenms run over best-effort UDP/IP networks and can
suffer from packet |oss and increased latency if network congestion
occurs. Designing effective RTP congestion control algorithns to
adapt the transm ssion of RTP-based nedia to match the avail abl e
network capacity while also maintaining the user experience is a
difficult but inportant problem Many such congestion control and
nmedi a adaptation algorithns have been proposed, but to date there is
no consensus on the correct approach or even that a single standard
algorithmis desirable.

This meno does not attenpt to propose a new RTP congestion control
algorithm Instead, we propose a snall set of RTP circuit breakers:
mechani snms that termnate RTP flows in conditions under which there
is general agreenent that serious network congestion is occurring.
The RTP circuit breakers proposed in this neno are a specific

i nstance of the general class of network transport circuit breakers
[ RFC8084] designed to act as a protection mechani smof |ast resort to
avoi d persistent excessive congestion. To avoid triggering the RTP
circuit breaker, any Standards Track congestion control algorithns
defined for RTP will need to operate within the envel ope set by the
RTP circuit breaker algorithns defined by this neno.

Backgr ound

We consider congestion control for unicast RTP traffic flows. This
is the problem of adapting the transnission of an audi o/visual data
flow, encapsulated within an RTP transport session, from one sender
to one receiver so that it does not use nore capacity than is
avai l abl e al ong the network path. Such adaptation needs to be done
inawy that limts the disruption to the user experience caused by
bot h packet | oss and excessive rate changes. Congestion control for
multicast flows is outside the scope of this nenb. Milticast traffic
needs different solutions since the avail able capacity estinmator for
a group of receivers will differ fromthat for a single receiver, and
because multicast congestion control has to consider issues of
fairness across groups of receivers that do not apply to unicast

fl ows.

Congestion control for unicast RTP traffic can be inplenented in one
of two places in the protocol stack. One approach is to run the RTP
traffic over a congestion-controlled transport protocol (for exanple,
over TCP), and to adapt the nmedia encoding to match the dictates of
the transport-Ilayer congestion control algorithm This is safe for
the network but can be suboptinmal for the nedia quality unless the
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transport protocol is designed to support real-tine nedia flows. W
do not consider this class of applications further in this neno, as
their network safety is guaranteed by the underlying transport.

Alternatively, RTP flows can be run over a non-congestion-controlled
transport protocol (for exanple, UDP) perfornming rate adaptation at
the application | ayer based on RTP Control Protocol (RTCP) feedback
Wth a well-designed, network-aware application, this allows highly
effective media quality adaptation, but there is potential to cause
persi stent congestion in the network if the application does not
adapt its sending rate in a tinely and effective manner. W consi der
this class of applications in this neno.

Congestion control relies on nmonitoring the delivery of a nedia flow
and responding to adapt the transmission of that flow when there are
signs that the network path is congested. Network congestion can be
detected in one of three ways:

1) a receiver can infer the onset of congestion by observing an
i ncrease in one-way delay caused by queue build-up within the
net wor k;

2) if Explicit Congestion Notification (ECN) [ RFC3168] is supported,
the network can signal the presence of congestion by nmarking
packets using ECN Congesti on Experienced (CE) marks (this could
potentially be augnented by nechani sns such as Congestion
Exposure (ConEx) [RFC7713] or other future protocol extensions
for network signaling of congestion); or

3) in the extrenme case, congestion will cause packet |oss that can
be detected by observing a gap in the received RTP sequence
nunbers.

Once the onset of congestion is observed, the receiver has to send
feedback to the sender to indicate that the transm ssion rate needs
to be reduced. How the sender reduces the transmission rate is

hi ghl y dependent on the nedi a codec being used and is outside the
scope of this neno.

There are several ways in which a receiver can send feedback to a
nmedi a sender within the RTP franmework

0 The base RTP specification [ RFC3550] defines RTCP Receiver Report
(RR) packets to convey reception quality feedback information and
Sender Report (SR) packets to convey infornmation about the nedia
transm ssion. RTCP SR packets contain data that can be used to
reconstruct nedia timng at a receiver along with a count of the
total nunber of octets and packets sent. RTCP RR packets report
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on the fraction of packets lost in the last reporting interval

the cunul ati ve nunber of packets |ost, the highest sequence nunber
received, and the inter-arrival jitter. The RTCP RR packets al so
contain timng information that allows the sender to estimate the
network Round-Trip Time (RTT) to the receivers. RTCP reports are
sent periodically, with the reporting interval being determ ned by
t he nunber of Synchroni zation Sources (SSRCs) used in the session
and a configured session bandwi dth estinmate (the nunber of SSRCs)
used is usually two in a unicast session, one for each

partici pant, but can be greater if the participants send nultiple
medi a streans). The interval between reports sent from each
receiver is on the order of a few seconds on average; although it
varies with the session bandwidth, it is randonized to avoid
synchroni zation of reports frommultiple receivers. The interva
can be less than a second in a high-bandwi dth session. RTCP RR
packets allow a receiver to report ongoi ng network congestion to
the sender. However, if a receiver detects the onset of
congestion part way through a reporting interval, the base RTP
specification contains no provision for sending the RTCP RR packet
early, and the receiver has to wait until the next schedul ed
reporting interval

0 The RTCP Extended Reports (XR) [RFC3611] allow reporting of nore
conpl ex and sophi sticated reception quality netrics but do not
change the RTCP tinming rules. RTCP extended reports of potentia
i nterest for congestion control purposes are the extended packet
| oss, discard, and burst netrics [ RFC3611] [RFC7002] [RFC7097]

[ RFC7003] [ RFC6958] as well as the extended delay netrics

[ RFC6843] [RFC6798]. O her RTCP Extended Reports that could be
hel pful for congestion control purposes m ght be devel oped in
future.

o Rapid feedback about the occurrence of congestion events can be
achi eved using the Extended RTP Profile for RTCP-Based Feedback
(RTP/ AVPF) [RFCA585] (or its secure variant, RTP/ SAVPF [ RFC5124])
in place of the RTP/AVP profile [RFC3551]. This nodifies the RTCP
timng rules to allow RTCP reports to be sent early, in sone cases
i mredi ately, provided the RTCP transnission rate keeps within its
bandwi dth allocation. It also defines transport-I|ayer feedback
messages, including Negative Acknow edgenents (NACKs), that can be
used to report on specific congestion events. RTP Codec Contro
Messages [ RFC5104] extend the RTP/ AVPF profile with additiona
f eedback nmessages that can be used to influence the way in which
rate adaptation occurs but do not further change the dynam cs of
how rapi dly feedback can be sent. Use of the RTP/AVPF profile is
dependent on signaling.
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o Finally, ECN for RTP over UDP [ RFC6679] can be used to provide
feedback on the number of packets that received an ECN- CE narKk.
This RTCP extension builds on the RTP/AVPF profile to allow rapid
congestion feedback when ECN i s supported.

In addition to these nechani sns for providing feedback, the sender
can include an RTP header extension in each packet to record packet
transm ssion tinmes [ RFC5450]. Accurate transm ssion tinmestanps can
be hel pful for estimating queuing delays to get an early indication
of the onset of congestion

Taken together, these various nechani sns all ow receivers to provide
feedback on the senders when congestion events occur, wth varying
degrees of tineliness and accuracy. The key distinction is between
systens that use only the basic RTCP nechanisns, w thout RTP/ AVPF
rapi d feedback, and those that use the RTP/ AVPF extensions to respond
to congestion nore rapidly.

3. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
This interpretation of these key words applies only when witten in
ALL CAPS. M xed- or |ower-case uses of these key words are not to be
interpreted as carrying special significance in this meno.

The definition of the RTP circuit breaker is specified in terns of
the follow ng vari abl es:

0 Td is the deternministic RTCP reporting interval, as defined in
Section 6.3.1 of [RFC3550].

0 Tdr is the sender’s estimate of the deterministic RTCP reporting
interval, Td, calculated by a receiver of the data it is sending.
Tdr is not known at the sender but can be estinmated by executing
the algorithmin Section 6.2 of [RFC3550] using the average RTCP
packet size seen at the sender, the nunber of nenbers reported in
the receiver’'s SRRR report bl ocks, and whether the receiver is
sending SR or RR packets. Tdr is recal cul ated when each new RTCP
SR/'RR report is received, but the nmedia tinmeout circuit breaker
(see Section 4.2) is only reconsidered when Tdr increases.
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o Tr is the network round-trip tinme, which is calculated by the
sender using the algorithmin Section 6.4.1 of [RFC3550] and is
snoot hed usi ng an exponentially wei ghted novi ng average as
Tr = (0.8 * Tr) + (0.2 * Tr_new) where Tr_new is the latest RTT
estimate obtained froman RTCP report. The weight is chosen so
ol d estinmates decay over k intervals.

0 k is the non-reporting threshold (see Section 4.2).

o Tf is the nmedia framing interval at the sender. For applications
sending at a constant frane rate, Tf is the inter-frame interval
For applications that switch between a snmall set of possible frane
rates (for exanple, when sending speech with confort noise, such
that confort noise franes are sent |ess often than speech franes),
Tf is set to the longest of the inter-frane intervals of the
different frame rates. For applications that send periodic franes
but dynamically vary their frame rate, Tf is set to the |argest
inter-frame interval used in the last 10 seconds. For
applications that send | ess than one frane every 10 seconds, or
that have no concept of periodic frames (e.g., text conversation
[ RFC4103], or pointer events [RFC2862]), when each frame is sent,
Tf is set to the tine interval since the previous frane.

0 Gis the frame group size. That is, the nunber of franes that are
coded together based on a particular sending rate setting. |f the
codec used by the sender can change its rate on each frane, then G
= 1; otherwise, Gis set to the nunber of franes before the codec
can adjust to the newrate. For codecs that have the concept of a
G oup of Pictures (GOP), Gis likely the GOP | ength

o Trr_interval is the mininmal interval between RTCP reports, as
defined in Section 3.4 of [RFC4585]; it is only meaningful for
i mpl erent ati ons of RTP/ AVPF profile [ RFC4585] or the RTP/ SAVPF
profile [ RFC5124].

0 X is the estimated throughput a TCP connection woul d achi eve over
a path, in bytes per second.

0 s is the size of RTP packets being sent, in bytes. |f the RTP
packets being sent vary in size, then the average size over the
packet conprising the last 4 * G franes MJST be used (this is
i ntended to be conparable to the four loss intervals used in
[ RFC5348]) .

O pis the loss event rate, between 0.0 and 1.0, that would be seen
by a TCP connection over a particular path. Wen used in the RTP
congestion circuit breaker, this is approxi mated as described in
Section 4. 3.
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4.

0 t RTOis the retransm ssion tineout value that would be used by a
TCP connection over a particular path, in seconds. This MJST be
approximated using t_RTO = 4 * Tr when used as part of the RTP
congestion circuit breaker.

0 b is the nunber of packets that are acknow edged by a single TCP
acknow edgenent. Follow ng [ RFC5348], it is RECOMVENDED that the
value b = 1 is used as part of the RTP congestion circuit breaker

RTP Circuit Breakers for Systems Using the RTP/AVP Profile

The feedback nmechani sns defined in [ RFC3550] and avail abl e under the
RTP/ AVP profile [ RFC3551] are the mininmumthat can be assuned for a
baseline circuit breaker mechanismthat is suitable for all unicast
applications of RTP. Accordingly, for an RTP circuit breaker to be
useful, it needs to be able to detect that an RTP flow i s causing
excessi ve congestion using only basic RTCP features w thout needing
RTCP XR feedback or the RTP/ AVPF profile for rapid RTCP reports.

RTCP is a fundamental part of the RTP protocol, and the nechanisns
described here rely on the inplenentation of RTCP. |nplenmentations
that claimto support RTP, but that do not inplenment RTCP, will be
unable to use the circuit breaker mechani snms described in this meno.
Such i npl enmentations SHOULD NOT be used on networks that mnight be
subj ect to congestion unl ess equi val ent nechani sns are defined using
some non- RTCP feedback channel to report congestion and signa
circuit breaker conditions.

The RTCP tineout circuit breaker (Section 4.1) will trigger if an

i npl enentation of this neno attenpts to interwork with an endpoi nt
that does not support RTCP. |Inplenentations that sonmetines need to
interwork with endpoints that do not support RTCP need to disable the
RTP circuit breakers if they don't receive sonme confirmation via
signaling that the renote endpoint inplenents RTCP (the presence of a
Session Description Protocol (SDP) "a=rtcp:" attribute in an answer

m ght be such an indication). The RTP circuit breaker SHOULD NOT be
di sabl ed on networks that night be subject to congestion unless

equi val ent nmechani sns are defined using some non- RTCP feedback
channel to report congestion and signal circuit breaker conditions

[ RFC8084] .

Three potential congestion signals are available fromthe basic RTCP
SR/'RR packets and are reported for each SSRC in the RTP session:

1. The sender can estinate the network round-trip tinme once per RTCP
reporting interval based on the contents and tining of RTCP SR
and RR packets.
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2. Receivers report a jitter estimate (the statistical variance of
the RTP data packet inter-arrival tinme) calcul ated over the RTCP
reporting interval. Due to the nature of the jitter calculation
(Section 6.4.4. of [RFC3550]), the jitter is only meaningful for
RTP flows that send a single data packet for each RTP timestanp
value (i.e., audio flows, or video flows where each packet
conpri ses one video frane).

3. Receivers report the fraction of RTP data packets | ost during the
RTCP reporting interval and the cunul ative nunber of RTP packets
| ost over the entire RTP session

These congestion signals linit the possible circuit breakers since
they give only limted visibility into the behavior of the network.

RTT estinmates are widely used in congestion control algorithns as a
proxy for queuing delay neasures in del ay-based congestion control or
to determ ne connection tineouts. RITT estimates derived from RTCP SR
and RR packets sent according to the RTP/AVP tinming rules are too

i nfrequent to be useful for congestion control and don’t give enough

i nformati on to distinguish a delay change due to routing updates from
queui ng del ay caused by congestion. Accordingly, we cannot use the
RTT estimate al one as an RTP circuit breaker

Increased jitter can be a signal of transient network congestion, but
in the highly aggregated formreported in RTCP RR packets, it offers
insufficient information to estimate the extent or persistence of
congestion. Jitter reports are a useful early warning of potenti al
net wor k congestion but provide an insufficiently strong signal to be
used as a circuit breaker

The remai ni ng congestion signals are the packet |oss fraction and the
cunul ati ve nunmber of packets lost. |f considered carefully, and over
an appropriate tine frame to distinguish transient problenms fromlong
termissues [ RFC8084], these can be effective indicators that

persi stent excessive congestion is occurring in networks where packet
loss is primarily due to queue overflows, although |oss caused by
non- congesti ve packet corruption can distort the result in sone
networks. TCP congestion control [RFC5681] intentionally tries to
fill the router queues and uses the resulting packet |oss as
congestion feedback. An RTP flow conpeting with TCP traffic will
therefore expect to see a non-zero packet |oss fraction, and sone
variation in queuing latency, in normal operation when sharing a path
with other flows, which needs to be accounted for when determning
the circuit breaker threshold [RFC3084]. This behavior of TCP is
reflected in the congestion circuit breaker below and will affect the
design of any RTP congestion control protocol
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Two packet | oss regines can be observed: 1) RTCP RR packets show a
non-zero packet | oss fraction while the extended hi ghest sequence
nunber received continues to increnent; and 2) RR packets show a | oss
fraction of zero, but the extended hi ghest sequence nunber received
does not increnent even though the sender has been transmtting RTP
data packets. The forner corresponds to the TCP congestion avoi dance
state and indicates a congested path that is still delivering data;
the latter corresponds to a TCP tineout and is nost likely due to a
path failure. A third condition is that data is being sent but no
RTCP feedback is received at all, corresponding to a failure of the
reverse path. W derive circuit breaker conditions for these |oss
regines in the foll ow ng.

4.1. RTP/AVP Circuit Breaker #1: RTCP Ti neout

An RTCP tinmeout can occur when RTP data packets are being sent, but
there are no RTCP reports returned fromthe receiver. This is either
due to a failure of the receiver to send RTCP reports or a failure of
the return path that is preventing those RTCP reporting from bei ng
delivered. |In either case, it is not safe to continue transni ssion
since the sender has no way of knowing if it is causing congestion

An RTP sender that has not received any RTCP SR or RTCP RR packets
reporting on the SSRC it is using, for a tinme period of at |east
three tines its determnistic RTCP reporting interval, Td (where Td
is calculated without the randoni zation factor and using the fixed

m ni muminterval of Tmi n=5 seconds), SHOULD cease transni ssion (see
Section 4.5). The rationale for this choice of timeout is as
described in Section 6.2 of [RFC3550] ("so that inplenentations which
do not use the reduced value for transmtting RTCP packets are not
tinmed out by other participants prematurely") and has been updated by
Section 6.1.4 of [RFC8108] to account for the use of the RTP/ AVPF
profile [ RFC4585] or the RTP/ SAVPF profile [RFC5124].

To reduce the risk of premature timeout, inplenmentations SHOULD NOT
configure the RTCP bandwi dth such that Td is larger than 5 seconds
Simlarly, inplenentations that use the RTP/ AVPF profile [ RFC4585] or
t he RTP/ SAVPF profile [RFC5124] SHOULD NOT configure T_rr_interval to
val ues larger than 4 seconds (the reduced limt for T_rr_interva
follows Section 6.1.3 of [RFC8108]).

The choice of three RTCP reporting intervals as the tineout is nade
followi ng Section 6.3.5 of RFC 3550 [RFC3550]. This specifies that
participants in an RTP session will tineout and renove an RTP sender
fromthe Iist of active RTP senders if no RTP data packets have been
received fromthat RTP sender within the last two RTCP reporting
intervals. Using a timeout of three RTCP reporting intervals is
therefore large enough that the other participants will have tined
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out the sender if a network problem stops the data packets it is
sending fromreaching the receivers, even allowing for |oss of sone
RTCP packets.

If a sender is transmitting a |arge nunber of RTP nedia streams, such
that the corresponding RTCP SR or RR packets are too large to fit
into the network MIU, the receiver will generate RTCP SR or RR
packets in a round-robin manner. 1In this case, the sender SHOULD
treat receipt of an RTCP SR or RR packet corresponding to any SSRC it
sent on the sane 5-tuple of source and destination |IP address, port,
and protocol as an indication that the receiver and return path are
wor ki ng and thus preventing the RTCP tineout circuit breaker from
triggering.

4.2. RTP/AVP Circuit Breaker #2: Media Tineout

If RTP data packets are being sent but the RTCP SR or RR packets
reporting on that SSRC indicate a non-increasi ng extended hi ghest
sequence nunber received, this is an indication that those RTP data
packets are not reaching the receiver. This could be a short-term

i ssue affecting only a few RTP packets, perhaps caused by a slowto-
open firewall or a transient connectivity problem but if the issue
persists, it is a sign of a nore ongoing and significant problem(a
"media tineout").

The tine needed to declare a nedia tineout depends on the paraneters
Tdr, Tr, Tf, and on the non-reporting threshold k. The value of k is
chosen so that when Tdr is |large conpared to Tr and Tf, receipt of at
| east k RTCP reports with non-increasing extended hi ghest sequence
nunber received gives reasonabl e assurance that the forward path has
failed and that the RTP data packets have not been | ost by chance.
The RECOMMENDED val ue for k is 5 reports.

When Tdr < Tf, then RTP data packets are being sent at a rate |ess
than one per RTCP reporting interval of the receiver, so the extended
hi ghest sequence nunber received can be expected to be non-increasing
for sone receiver RTCP reporting intervals. Similarly, when

Tdr < Tr, some receiver RTCP reporting intervals mnight pass before
the RTP data packets arrive at the receiver, also leading to reports
where the extended hi ghest sequence nunber received i s non-
increasing. Both issues require the nmedia tinmeout interval to be
scaled relative to the threshold, k.

The nmedia tineout RTP circuit breaker is therefore as follows. Wen
starting sending, calculate MED A Tl MEQUT usi ng:

MEDI A TI MEQUT = ceil (k * max(Tf, Tr, Tdr) / Tdr)
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When a sender receives an RTCP packet that indicates reception of the
media it has been sending, then it cancels the nmedia timeout circuit

breaker. If it is still sending, then it MJST cal cul ate a new val ue

for MEDI A TI MEQUT and set a new nedia tinmeout circuit breaker.

If a sender receives an RTCP packet indicating that its nmedia was not
received, it MJST calculate a new value for MEDI A TIMEQUT. If the
new value is larger than the previous, it replaces MEDIA TIMEQUT with
the new val ue, extending the nedia tineout circuit breaker

otherwi se, it keeps the original value of MEDIA TIMEQUT. This
process is known as reconsidering the media tinmeout circuit breaker

I f MEDI A TI MEQUT consecutive RTCP packets are received indicating
that the nedi a being sent was not received, and the nmedia tinmeout
circuit breaker has not been canceled, then the nedia timeout circuit
breaker triggers. Wen the nedia tineout circuit breaker triggers,
the sender SHOULD cease transm ssion (see Section 4.5).

When stopping sending an RTP stream a sender MJST cancel the
corresponding nedia tineout circuit breaker.

4.3. RTP/AVP Circuit Breaker #3: Congestion

I f RTP data packets are being sent and the correspondi ng RTCP SR or
RR packets show non-zero packet |oss fraction and increasi ng extended
hi ghest sequence nunber received, then those RTP data packets are
arriving at the receiver, but sone degree of congestion is occurring.
The RTP/ AVP profil e [RFC3551] states that:

If best-effort service is being used, RTP receivers SHOULD nonitor
packet |oss to ensure that the packet loss rate is within
acceptabl e paranmeters. Packet loss is considered acceptable if a
TCP flow across the sane network path and experiencing the sane
networ k conditions woul d achi eve an average throughput, mneasured
on a reasonable timescale, that is not |less than [the throughput]
the RTP flow is achieving. This condition can be satisfied by

i mpl enenti ng congestion control nechani sms to adapt the

transm ssion rate (or the nunber of |ayers subscribed for a

| ayered multicast session), or by arranging for a receiver to

| eave the session if the loss rate is unacceptably high

The conparison to TCP cannot be specified exactly, but is intended
as an "order-of -magni tude" conparison in tinescale and throughput.
The tinescal e on which TCP t hroughput is neasured is the round-
trip time of the connection. |In essence, this requirenent states
that it is not acceptable to deploy an application (using RTP or
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any other transport protocol) on the best-effort Internet which
consumes bandwi dth arbitrarily and does not conpete fairly with
TCP within an order of rmagnitude.

The phase "order of magnitude” in the above means within a factor of
ten, approximately. In order to inplement this, it is necessary to

estinmate the throughput a bul k TCP connection woul d achi eve over the
path. For a long-lived TCP Reno connection, it has been shown that

the TCP throughput, X, in bytes per second, can be estinmated as

foll ows [ Padhye]:

Tr*sqrt (2*b*p/ 3) +(t _RTO * (3*sqrt(3*b*p/8) * p * (1+32*p*p)))

This is the same approach to estimated TCP t hroughput that is used in
[ RFC5348]. Under conditions of |ow packet |oss, the second term on
the denominator is small, so this fornmula can be approxi mated with
reasonabl e accuracy as foll ows [ Mathis]:

Tr*sqrt (2*b*p/ 3)

It is RECOWENDED that this sinplified throughput equation be used
since the reduction in accuracy is small, and it is much sinpler to
calculate than the full equation. Measurenents have shown that the
sinmplified TCP t hroughput equation is effective as an RTP circuit
breaker for nultinedia flows sent to hosts on residential networks
using Asymetric Digital Subscriber Line (ADSL) and cabl e nodem |li nks
[Singh]. The data shows that the full TCP throughput equation tends
to be nore sensitive to packet loss and triggers the RTP circuit

breaker earlier than the sinplified equation. |nplenentations that
desire this extra sensitivity MAY use the full TCP throughput
equation in the RTP circuit breaker. Initial neasurenents in LTE

net wor ks have shown that the extra sensitivity is helpful in that
environnent, with the full TCP throughput equation giving a nore
bal anced circuit breaker response than the sinplified TCP equation
[ Sarker]; other networks m ght see sinilar behavior

No matter what TCP throughput equation is chosen, two paraneters need
to be estimated and reported to the sender in order to calculate the
throughput: the round-trip tine, Tr, and the |oss event rate, p (the
packet size, s, is known to the sender). The round-trip tine can be
estimated from RTCP SR and RR packets. This is done too infrequently
for accurate statistics but is the best that can be done with the
standard RTCP nechani sns.

Per ki ns & Singh St andards Track [ Page 13]



RFC 8083 RTP Circuit Breakers March 2017

Report blocks in RTCP SR or RR packets contain the packet |oss
fraction, rather than the loss event rate, so p cannot be reported
(TCP typically treats the loss of nultiple packets within a single
RTT as one loss event, but RTCP RR packets report the overal
fraction of packets |ost and do not report when the packet | osses
occurred). Using the loss fraction in place of the | oss event rate
can overestimate the loss. W believe that this overestimate wil|l
not be significant given that we are only interested in order of
magni t ude conparison (Section 3.2.1 of [Floyd] shows that the
difference is small for steady-state conditions and random | oss, but
using the loss fraction is nore conservative in the case of bursty
| oss).

The congestion circuit breaker is therefore as follows. Wen a
sender that is transmitting at | east one RTP packet every nax(Tdr

Tr) seconds receives an RTCP SR or RR packet that contains a report

bl ock for an SSRC it is using, the sender MJST record the val ue of
the fraction lost field fromthe report block, and the tine since the
| ast report bl ock was received, for that SSRC. |f nore than

CB_I NTERVAL (see bel ow) report bl ocks have been received for that
SSRC, the sender MUST cal cul ate the average fraction | ost over the

| ast CB_I NTERVAL reporting intervals and then estimate the TCP

t hr oughput that woul d be achi eved over the path using the chosen TCP
t hroughput equation and the neasured val ues of the round-trip tine,
Tr, the loss event rate, p (approxi mated by the average fraction

|l ost, as is described below), and the packet size, s. The estinate
of the TCP throughput, X, is then conpared with the actual sending
rate of the RTP stream |If the actual sending rate of the RTP stream
is nmore than 10 * X, then the congestion circuit breaker is
triggered.

The average fraction lost is cal cul ated based on the sum (over the
| ast CB_I NTERVAL reporting intervals) of the fraction lost in each
reporting interval that is then multiplied by the duration of the
correspondi ng reporting interval and then divided by the tota
duration of the last CB INTERVAL reporting intervals. The

CB | NTERVAL paraneter is set to:

CB_I NTERVAL =
ceil (3*m n(max(10*G Tf, 10*Tr, 3*Tdr), max(1l5, 3*Td))/(3*Tdr))

The paraneters that feed into CB | NTERVAL are chosen to give the
congestion control algorithmtime to react to congestion. They give
at least three RTCP reports, ten round trip tines, and ten groups of
franes to adjust the rate to reduce the congestion to a reasonabl e
level. It is expected that a responsive congestion control algorithm
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will begin to respond with the next group of frames after it receives
i ndi cation of congestion, so CB | NTERVAL ought to be a much | onger
i nterval than the congestion response.

If the RTP/AVPF profile [RFC4585] or the RTP/ SAVPF [ RFC5124] is used,
and the T _rr_interval paraneter is used to reduce the frequency of
regul ar RTCP reports, then the value of Tdr in the above expression
for the CB_| NTERVAL paraneter MJST be replaced by max(T_rr_interval
Tdr).

The CB_| NTERVAL parameter is calculated on joining the session, and
recal cul ated on recei pt of each RTCP packet, after checki ng whether
the media tinmeout circuit breaker or the congestion circuit breaker
has been triggered.

To ensure a tinely response to persistent congestion, inplenmentations
SHOULD NOT configure the RTCP bandwi dth such that Tdr is larger than
5 seconds. Similarly, inplenentations that use the RTP/ AVPF profile
[ RFCA585] or the RTP/ SAVPF profile [RFC5124] SHOULD NOT configure
T_rr_interval to values larger than 4 seconds (the reduced linmt for
T_rr_interval follows Section 6.1.3 of [RFC8108]).

The rationale for enforcing a m ninum sendi ng rate bel ow which the
congestion circuit breaker will not trigger is to avoid spurious
circuit breaker triggers when the nunber of packets sent per RTCP
reporting interval is small, and hence, the fraction | ost sanples are
subject to nmeasurenent artifacts. The bound of at |east one packet
every max(Tdr, Tr) seconds is derived fromthe one packet per RTT

m ni num sendi ng rate of TCP [ RFC8085], which is adapted for use with
RTP where the RTCP reporting interval is decoupled fromthe network
RTT.

When the congestion circuit breaker is triggered, the sender SHOULD
cease transm ssion (see Section 4.5). However, if the sender is able
to reduce its sending rate by a factor of (approximtely) ten, then
it MAY first reduce its sending rate by this factor (or sone |arger
anount) to see if that resolves the congestion. |If the sending rate
is reduced in this way and the congestion circuit breaker triggers
again after the next CB_|I NTERVAL RTCP reporting intervals, the sender
MUST then cease transnission. An exanple of such a rate reduction

m ght be a video conferencing systemthat backs off to sending audio
only before conpletely dropping the call. |If such a reduction in
sending rate resolves the congestion problem the sender MAY
gradual ly increase the rate at which it sends data after a reasonable
anount of tine has passed, provided it takes care not to cause the
problemto recur ("reasonable" is intentionally not defined here
since it depends on the application, nmedia codec, and congestion
control algorithm.
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The RTCP reporting interval of the nedia sender does not affect how
qui ckly the congestion circuit breaker can trigger. The tinmng is
based on the RTCP reporting interval of the receiver that generates
the SR/ RR packets fromwhich the loss rate and RTT estimate are
derived (note that RTCP requires all participants in a session to
have simlar reporting intervals, else the participant tineout rules
in [RFC3550] will not work, so this interval is likely sinmilar to
that of the sender). |If the inconm ng RTCP SR or RR packets are using
a reduced mini num RTCP reporting interval (as specified in

Section 6.2 of RFC 3550 [ RFC3550] or the RTP/AVPF profile [RFC4585]),
then that reduced RTCP reporting interval is used when determining if
the circuit breaker is triggered.

If there are nore nmedia streanms that can be reported in a single RTCP
SR or RR packet, or if the size of a conplete RTCP SR or RR packet
exceeds the network MIU, then the receiver will report on a subset of
sources in each reporting interval with the subsets sel ected round-
robin across nultiple intervals so that all sources are eventually
reported [ RFC3550] . Wen generating such round-robin RTCP reports,
priority SHOULD be given to reports on sources that have hi gh packet
loss rates to ensure that senders are aware of network congestion
they are causing (this is an update to [ RFC3550]).

4.4, RTP/AVP Circuit Breaker #4: Media Usability

Applications that use RTP are generally tolerant to sone anount of
packet |oss. How nuch packet |oss can be tolerated will depend on
the application, nedia codec, and the anmount of error correction and
packet | oss concealnment that is applied. There is an upper bound on
the amount of loss that can be corrected, however, beyond which the
medi a becones unusable. Similarly, nany applications have sonme upper
bound on the nmedia capture to play-out |atency that can be tol erated
before the application becomes unusable. The |atency bound wll
depend on the application, but typical values can range fromthe
order of a few hundred mlliseconds for voice tel ephony and

i nteractive conferencing applications up to several seconds for sone
vi deo- on- denand syst ens.

As a final circuit breaker, RTP senders SHOULD nonitor the reported
packet |oss and delay to estimate whether the nedia is likely to be
suitable for the intended purpose. |If the packet |oss rate and/or

| atency is such that the nedia has becone unusabl e and has remai ned
unusable for a significant tinme period, then the application SHOULD
cease transmission. Simlarly, receivers SHOULD nonitor the quality
of the nmedia they receive, and if the quality is unusable for a
significant tine period, they SHOULD term nate the session. This
meno intentionally does not define a bound on the packet |oss rate or
|atency that will result in unusable nedia, as these are highly
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application dependent. Sinmilarly, the tinme period that is considered
significant is application dependent but is likely on the order of
seconds, or tens of seconds.

Sendi ng nedi a that suffers from such high packet |oss or |atency that
it is unusable at the receiver is both wasteful of resources and is
of no benefit to the user of the application. It also is highly
likely to be congesting the network and di srupting other
applications. As such, the congestion circuit breaker w Il al nost
certainly trigger to stop fl ows where the nmedia woul d be unusabl e due
to high packet loss or latency. However, in pathol ogical scenarios
where the congestion circuit breaker does not stop the flow, it is
desirable to prevent the application sending unnecessary traffic that
m ght di srupt other uses of the network. The role of the nedia
usability circuit breaker is to protect the network in such cases.

4.5. Ceasing Transm ssion

What it neans to cease transni ssion depends on the application. This
could nean stopping a single RTP flow or it could nean that multiple
bundl ed RTP flows are stopped. The intention is that the application
will stop sending RTP data packets on a particular 5-tuple (transport
protocol, source and destination ports, source and destination IP
addresses) until whatever network problemthat triggered the RTP
circuit breaker has dissipated. RTP flows halted by the circuit
breaker SHOULD NOT be restarted autonatically unless the sender has
received information that the congestion has dissipated or can
reasonably be expected to have dissipated. Wat could trigger this
expectation is necessarily application dependent, but could be, for
exanpl e, an indication that a conpeting flow has finished and freed
up sone capacity, or for an application running on a nobile device it
could indicate that the device noved to a new | ocation so the flow
woul d traverse a different path if it were restarted. ldeally, a
human user will be involved in the decision to try to restart the
flow since that user will eventually give up if the flows repeatedly
trigger the circuit breaker. This will help avoid problens with
autonmatic redial systens from congesting the network.

It is recognized that the RTP inplenmentation in sone systens night
not be able to determine if a flow setup request was initiated by a
human user or automatically by sone scripted higher-Ievel conponent
of the system These inplenentations MUST rate limt attenpts to
restart a flow on the sane 5-tuple as used by a flow that triggered
the circuit breaker so that the reaction to a triggered circuit
breaker lasts for at least the triggering interval [RFC3084].
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The RTP circuit breaker will only trigger, and cease transm ssion
for media flows subject to | ong-term persistent congestion. Such
flows are likely to have poor quality and usability for sone tine
before the circuit breaker triggers. Inplenmentations can nonitor
RTCP Receiver Report bl ocks being returned for their media fl ows and
mght find it beneficial to use this information to provide a user
interface cue that problens are occurring in advance of the circuit
breaker triggering.

5. RTP Circuit Breakers and the RTP/ AVPF and RTP/ SAVPF Profil es

Use of the Extended RTP Profile for RTCP-based Feedback (RTP/ AVPF)

[ RFC4A585] allows receivers to send early RTCP reports, in sone cases,
to informthe sender about particular events in the nedia stream
There are several use cases for such early RTCP reports, including
providing rapid feedback to a sender about the onset of congestion
The RTP/ SAVPF Profile [RFC5124] is a secure variant of the RTP/ AVPF
profile that is treated the sane in the context of the RTP circuit
breaker. These feedback profiles are often used w th non-conpound
RTCP reports [ RFC5506] to reduce the reporting overhead.

Recei ving rapid feedback about congestion events potentially allows
congestion control algorithns to be nore responsive and to better
adapt the nedia transmission to the lintations of the network. It
i s expected that many RTP congestion control algorithms will adopt
the RTP/ AVPF profile or the RTP/ SAVPF profile for this reason and
thus define new transport-layer feedback reports that suit their
requirenents. Since these reports are not yet defined, and likely
very specific to the details of the congestion control algorithm
chosen, they cannot be used as part of the generic RTP circuit

br eaker.

Reduced- si ze RTCP reports sent under the RTP/ AVPF early feedback

rul es that do not contain an RTCP SR or RR packet MJST be ignored by
the congestion circuit breaker (they do not contain the information
needed by the congestion circuit breaker algorithn) but MJST be
counted as received packets for the RTCP tineout circuit breaker
Reduced- si ze RTCP reports sent under the RTP/ AVPF early feedback
rules that contain RTCP SR or RR packets MJUST be processed by the
congestion circuit breaker as if they were sent as regular RTCP
reports and counted towards the circuit breaker conditions specified
in Section 4 of this meno. This will potentially nake the RTP
circuit breaker trigger earlier than it would if the RTP/AVPF profile
was not used.

When using ECN with RTP (see Section 7), early RTCP feedback packets

can contain ECN feedback reports. The count of ECN- CE-narked packets
contai ned in those ECN feedback reports is counted towards the nunber
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of lost packets reported if the ECN Feedback Report is sent in a
conpound RTCP packet along with an RTCP SR/ RR report packet. Reports
of ECN- CE packets sent as reduced-size RTCP ECN feedback packets

wi t hout an RTCP SR/ RR packet MJST be i gnored.

These rules are intended to allow the use of | ow overhead RTP/ AVPF
feedback for generic NACK nessages w thout triggering the RTP circuit
breaker. This is expected to make such feedback suitable for RTP
congestion control algorithns that need to quickly report |oss events
in between regular RTCP reports. The reaction to reduced-size RTCP
SR/ RR packets is to allow such algorithnms to send feedback that can
trigger the circuit breaker when desired.

The RTP/ AVPF and RTP/ SAVPF profiles include the T rr_interva
paraneter that can be used to adjust the regular RTCP reporting
interval. The use of the T rr_interval paraneter changes the
behavior of the RTP circuit breaker, as described in Section 4.

6. Inpact of RTCP Extended Reports (XR)

RTCP Extended Report (XR) bl ocks provide additional reception quality
metrics, but do not change the RTCP timng rules. Sonme of the RTCP
XR bl ocks provide information that m ght be useful for congestion
control purposes, others provide non-congestion-related netrics.

Wth the exception of RTCP XR ECN Summary Reports (see Section 7),
the presence of RTCP XR bl ocks in a conmpound RTCP packet does not
affect the RTP circuit breaker algorithm For consistency and ease
of inplenmentation, only the receiver report blocks contained in RTCP
SR packets, RTCP RR packets, or RTCP XR ECN Summary Report packets
are used by the RTP circuit breaker algorithm

7. Inpact of Explicit Congestion Notification (ECN)

The use of ECN for RTP flows does not affect the RTCP timeout circuit
breaker (Section 4.1) or the media timeout circuit breaker

(Section 4.2) since these are both connectivity checks that sinply
deternminate if any packets are being received.

At the tine of this witing, there’s no consensus on how the recei pt
of ECN feedback will inpact the congestion circuit breaker

(Section 4.3) or indeed whether the congestion circuit breaker ought
to take ECN feedback into account. A future replacenent of this neno
is expected to provide guidance for inplenenters.

For the nedia usability circuit breaker (Section 4.4), ECN CE-marked
packets arrive at the receiver, and if they arrive in time, they wll
be decoded and rendered as normal. Accordingly, receipt of such
packets ought not affect the usability of the nedia, and the arriva
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of RTCP feedback indicating their receipt is not expected to inpact
the operation of the nedia usability circuit breaker

8. Inmpact of Bundled Media and Layered Codi ng

The RTP circuit breaker operates on a per-RTP session basis. An RTP
sender that participates in several RTP sessions MJST treat each RTP
session independently with regards to the RTP circuit breaker

An RTP sender can generate several nedia streams within a single RTP
session, with each streamusing a different SSRC. This can happen if
bundl ed nedia are in use when using sinulcast or when using | ayered
medi a coding. By default, each SSRC will be treated i ndependently by
the RTP circuit breaker. However, the sender MAY choose to treat the
flows (or a subset thereof) as a group such that a circuit breaker
trigger for one flow applies to the group of flows as a whol e and

ei ther causes the entire group to cease transm ssion or causes the
sending rate of the group to reduce by a factor of ten, depending on
the RTP circuit breaker triggered. Gouping flows in this way is
expected to be especially useful for layered flows sent using
multiple SSRCs as it allows the layered flow to react as a whol e,

t hus ceasing transm ssion on the enhancenent |ayers first to reduce
sending rate, if necessary, rather than treating each | ayer

i ndependently. Care needs to be taken if the different nedia streans
sent on a single transport-layer flow use different Differentiated
Services Code Point (DSCP) val ues [RFC7657] [ WbRTC QoS] since
congestion could be experienced differently dependi ng on the DSCP
mar ki ng. Accordingly, RTP nedia streans with different DSCP val ues
SHOULD NOT be considered as a group when evaluating the RTP circuit
br eaker conditions.

9. Security Considerations
The security considerations of [RFC3550] apply.

If the RTP/AVPF profile is used to provide rapid RTCP feedback, the
security considerations of [RFC4585] apply. |f ECN feedback for RTP
over UDP/IP is used, the security considerations of [RFC6679] apply.

I f non-authenticated RTCP reports are used, an on-path attacker can
trivially generate fake RTCP packets that indicate high packet |oss
rates and thus cause the circuit breaker to trigger and disrupt an
RTP session. This is sonmewhat nore difficult for an off-path
attacker due to the need to guess the randomy chosen RTP SSRC val ue
and the RTP sequence nunber. This attack can be avoided if RTCP
packets are authenticated; authentication options are discussed in

[ RFC7201] .
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10.

10.

Tinely operation of the RTP circuit breaker depends on the choice of

RTCP reporting interval. |f the receiver has a reporting interval
that is overly long, then the responsiveness of the circuit breaker
decreases. In the linmt, the RTP circuit breaker can be disabled for

all practical purposes by configuring an RTCP reporting interval that
has a duration of nany minutes. This issue is not specific to the
circuit breaker: long RTCP reporting intervals al so prevent reception
quality reports, feedback nessages, codec control nessages, etc.,
frombeing used. |Inplenmentations are expected to inmpose an upper
limt on the RTCP reporting interval they are willing to negotiate
(based on the session bandwi dth and RTCP bandw dth fraction) when
using the RTP circuit breaker, as discussed in Section 4.3.
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