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Abst ract

Thi s docunent describes, surveys, and classifies the protocol

mechani sms provi ded by existing | ETF protocols, as background for
determ ning a comopn set of transport services. It exam nes the
Transm ssion Control Protocol (TCP), Miltipath TCP, the Stream
Control Transni ssion Protocol (SCTP), the User Datagram Protocol
(UDP), UDP-Lite, the Datagram Congestion Control Protocol (DCCP), the
Internet Control Message Protocol (1CW), the Real-Tinme Transport
Protocol (RTP), File Delivery over Unidirectional Transport /
Asynchronous Layered Coding (FLUTE/ ALC) for Reliable Milticast, NACK-
Oiented Reliable Miulticast (NORM, Transport Layer Security (TLS),
Dat agram TLS (DTLS), and the Hypertext Transport Protocol (HTTP),
when HTTP is used as a pseudotransport. This survey provides
background for the definition of transport services within the TAPS
wor ki ng group.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc8095.
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I ntroduction

Internet applications make use of the services provided by a
transport protocol, such as TCP (a reliable, in-order stream
protocol) or UDP (an unreliable datagramprotocol). W use the term
"transport service" to nmean the end-to-end service provided to an
application by the transport layer. That service can only be
provided correctly if informati on about the intended usage is
supplied fromthe application. The application nay deternine this
information at design tinme, conpile tine, or run tinme, and may

i ncl ude gui dance on whether a feature is required, a preference by
the application, or sonething in between. Exanples of features of
transport services are reliable delivery, ordered delivery, content
privacy to in-path devices, and integrity protection.

The |1 ETF has defined a wide variety of transport protocols beyond TCP
and UDP, including SCTP, DCCP, MPTCP, and UDP-Lite. Transport
services may be provided directly by these transport protocols or

| ayered on top of them using protocols such as WebSockets (which runs
over TCP), RTP (over TCP or UDP) or WbRTC data channels (which run
over SCTP over DTLS over UDP or TCP). Services built on top of UDP
or UDP-Lite typically also need to specify additional nechanisns,

i ncluding a congestion control nechani sm (such as NewReno [ RFC6582],
TCP-Friendly Rate Control (TFRC) [RFC5348], or Low Extra Del ay
Background Transport (LEDBAT) [RFC6817]). This extends the set of
avai | abl e transport services beyond those provided to applications by
TCP and UDP

The transport protocols described in this docunment provide a basis
for the definition of transport services provided by comon
protocol s, as background for the TAPS working group. The protocols
listed here were chosen to hel p expose as nmany potential transport
services as possible and are not nmeant to be a conprehensive survey
or classification of all transport protocols.

1. Overview of Transport Features

Transport protocols can be differentiated by the features of the
servi ces they provide.

Some of these provided features are closely related to basic contro
function that a protocol needs to work over a network path, such as
addressing. The nunber of participants in a given association al so
deternmines its applicability: a connection can be between endpoints
(unicast), to one of multiple endpoints (anycast), or simultaneously
to nultiple endpoints (rmulticast). Unicast protocols usually support
bi di recti onal communication, while nulticast is generally
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unidirectional. Another feature is whether a transport requires a
control exchange across the network at setup (e.g., TCP) or whether
it is connectionless (e.g., UDP)

For packet delivery itself, reliability and integrity protection
ordering, and franming are basic features. However, these features
are inplenented with different |evels of assurance in different
protocols. As an exanple, a transport service nay provide ful
reliability, with detection of loss and retransmi ssion (e.g., TCP).
SCTP of fers a nessage-based service that can provide full or partial
reliability and allows the protocol to minimze the head-of-Iine

bl ocki ng due to the support of ordered and unordered nessage delivery
within nultiple streans. UDP-Lite and DCCP can provide parti al
integrity protection to enable corruption tol erance.

Usual |y, a protocol has been designed to support one specific type of
delivery/fram ng: either data needs to be divided into transm ssion
units based on network packets (datagram service) or a data streamis
segnment ed and re-conbined across nultiple packets (stream service).
Whol e obj ects such as files are handl ed accordingly. This decision
strongly influences the interface that is provided to the upper

| ayer.

In addition, transport protocols offer a certain support for

transm ssion control. For exanple, a transport service can provide
flow control to allow a receiver to regulate the transmi ssion rate of
a sender. Further, a transport service can provi de congestion
control (see Section 4). As an exanple, TCP and SCTP provide
congestion control for use in the Internet, whereas UDP | eaves this
function to the upper-layer protocol that uses UDP

Security features are often provided i ndependently of the transport

protocol, via Transport Layer Security (TLS) (see Section 3.7) or by
the application-layer protocol itself. The security properties TLS
provides to the application (such as confidentiality, integrity, and
authenticity) are also features of the transport |ayer, even though

they are often presently inplenented in a separate protocol

2. Terninol ogy

The following ternms are used throughout this docunment and in
subsequent docunments produced by the TAPS working group that describe
the conposition and deconposition of transport services.

Transport Feature: a specific end-to-end feature that the transport
| ayer provides to an application. Exanples include
confidentiality, reliable delivery, ordered delivery, nessage-
versus-streamorientation, etc.
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Transport Service: a set of transport features, w thout an
association to any given franing protocol, that provides a
conpl ete service to an application.

Transport Protocol: an inplenentation that provides one or nore
different transport services using a specific fram ng and header
format on the wire.

Application: an entity that uses the transport |layer for end-to-end
delivery data across the network (this may al so be an upper-1ayer
protocol or tunnel encapsul ation).

3. Existing Transport Protocols

This section provides a list of known |IETF transport protocols and
transport protocol frameworks. 1t does not make an assessnent about
whet her specific inplenmentations of protocols are fully conpliant to
current | ETF specifications.

3.1. Transport Control Protocol (TCP)

TCP is an | ETF Standards Track transport protocol. [RFC793]
i ntroduces TCP as foll ows:

The Transmi ssion Control Protocol (TCP) is intended for use as a
highly reliable host-to-host protocol between hosts in packet -
swi t ched conputer communi cati on networks, and in interconnected
systems of such networKks.

Since its introduction, TCP has beconme the default connection-
oriented, streambased transport protocol in the Internet. It is
wi dely inplenmented by endpoints and wi dely used by conmon
applications.

3.1.1. Protocol Description

TCP is a connection-oriented protocol that provides a three-way
handshake to allow a client and server to set up a connection and
negoti ate features and provi des nmechani sms for orderly conpletion and
i medi ate teardown of a connection [RFC793] [TCP-SPEC]. TCP is
defined by a famly of RFCs (see [RFCr7414]).

TCP provides nmultiplexing to nultiple sockets on each host using port
nunbers. A simlar approach is adopted by other |ETF-defined
transports. An active TCP session is identified by its four-tuple of
| ocal and renote | P addresses and | ocal and renote port nunbers. The
destination port during connection setup is often used to indicate

t he requested service.
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TCP partitions a continuous stream of bytes into segnments, sized to
fit in I P packets based on a negotiated naxi mum segnment size and
further constrained by the effective Maxi num Transni ssion Unit (MIU)
fromPath MIU Di scovery (PMIUD). | CMP-based PMIUD [ RFC1191]

[ RFC1981] as well as Packetization Layer PMIUD (PLPMIUD) [ RFC4821]
have been defined by the | ETF.

Each byte in the streamis identified by a sequence nunber. The
sequence nunber is used to order segments on receipt, to identify
segrments in acknow edgnents, and to detect unacknow edged segnents
for retransmission. This is the basis of the reliable, ordered
delivery of data in a TCP stream TCP Sel ective Acknow edgnent
(SACK) [ RFC2018] extends this nmechanismby making it possible to
provide earlier identification of which segnents are nissing,

all owi ng faster retransm ssion. SACK-based nethods (e.g., Duplicate
Sel ective ACK) can also result in |less spurious retransm ssion

Recei ver flow control is provided by a sliding window, which linits
t he amount of unacknow edged data that can be outstanding at a given
time. The wi ndow scale option [RFC7323] allows a receiver to use

wi ndows greater than 64 KB

Al'l TCP senders provide congestion control, such as that described in
[ RFC5681]. TCP uses a sequence nunber with a sliding receiver w ndow
for flow control. The TCP congestion control nechanismalso utilizes
this TCP sequence nunber to nmanage a separate congestion w ndow

[ RFC5681]. The sending window at a given point in time is the

m ni mum of the receiver wi ndow and the congesti on wi ndow. The
congestion window is increased in the absence of congestion and
decreased if congestion is detected. Oten, loss is inplicitly
handl ed as a congestion indication, which is detected in TCP (al so as
i nput for retransm ssion handling) based on two nmechani sms: a
retransm ssion tinmer with exponential back-off or the reception of

t hree acknow edgnents for the sane segment, so called "duplicated
ACKs" (fast retransmit). |In addition, Explicit Congestion
Notification (ECN) [ RFC3168] can be used in TCP and, if supported by
bot h endpoints, allows a network node to signal congestion without

i nducing loss. Alternatively, a delay-based congestion contro

schene that reacts to changes in delay as an early indication of
congestion can be used in TCP. This is further described in

Section 4. Exanples of different kinds of congestion control schenes
are provided in Section 4.

TCP protocol instances can be extended (see [RFC7414]). Some
protocol features nmay also be tuned to optimze for a specific

depl oynent scenario. Sone features are sender-side only, requiring
no negotiation with the receiver; sone are receiver-side only; and
sonme are explicitly negotiated during connection setup
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TCP may buffer data, e.g., to optim ze processing or capacity usage
TCP therefore provides nmechanisns to control this, including an
optional "PUSH' function [RFC793] that explicitly requests the
transport service not to delay data. By default, TCP segnent
partitioning uses Nagle's algorithm[TCP-SPEC] to buffer data at the
sender into large segnents, potentially incurring sender-side
buffering delay; this algorithmcan be disabled by the sender to
transmit nore i Mmediately, e.g., to reduce latency for interactive
sessi ons.

TCP provides an "urgent data" function for |imted out-of-order
delivery of the data. This function is deprecated [ RFC6093].

A TCP Reset (RST) control nessage may be used to force a TCP endpoi nt
to close a session [ RFC793], aborting the connection

A mandat ory checksum provi des a basic integrity check agai nst

m sdel i very and data corruption over the entire packet. Applications
that require end-to-end integrity of data are recomended to include
a stronger integrity check of their payload data. The TCP checksum

[ RFC1071] [ RFC2460] does not support partial payload protection (as
in DCCP/ UDP-Lite).

TCP supports only uni cast connections.

3.1.2. Interface Description
The User/ TCP Interface defined in [ RFC793] provides six user
commands: Open, Send, Receive, Cose, Status, and Abort. This
i nterface does not describe configuration of TCP options or
paraneters aside fromthe use of the PUSH and URGENT fl ags.

[ RFC1122] describes extensions of the TCP/ application-layer interface
for:

0 reporting soft errors such as reception of |ICVMP error nessages,
extensive retransm ssion, or urgent pointer advance,

0 providing a possibility to specify the Differentiated Services
Code Point (DSCP) [RFC3260] (formerly, the Type-of-Service (TOS))
for segments,

o providing a flush call to enpty the TCP send queue, and

o nultihom ng support.
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In APl inplenentations derived fromthe BSD Sockets API, TCP sockets
are created using the "SOCK STREAM' socket type as described in the
| EEE Portabl e Operating System|Interface (POSIX) Base Specifications
[PCSI X]. The features used by a protocol instance may be set and
tuned via this API. There are currently no docunents in the RFC
Series that describe this interface.

3.1.3. Transport Features
The transport features provided by TCP are:
0 connection-oriented transport with feature negotiati on and
application-to-port mapping (inplenented using SYN segnents and

the TCP Option field to negotiate features),

0 unicast transport (though anycast TCP is inplenmented, at risk of
instability due to rerouting),

o port multiplexing,
o unidirectional or bidirectional comrunication
0 streamoriented delivery in a single stream

o fully reliable delivery (inplenented using ACKs sent fromthe
receiver to confirmdelivery),

o error detection (inplenented using a segnent checksumto verify
delivery to the correct endpoint and integrity of the data and
options),

0 segnentation,

0 data bundling (optional; uses Nagle's algorithmto coal esce data
sent within the same RTT into full-sized segnments),

o flow control (inplenented using a w ndow based nechani sm where the
recei ver advertises the windowthat it is willing to buffer), and

0 congestion control (usually inplemented using a wi ndow based
mechani sm and four algorithns for different phases of the
transm ssion: slow start, congestion avoidance, fast retransmt,
and fast recovery [RFC5681]).
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3.2. Miltipath TCP ( MPTCP)

Mul tipath TCP [ RFC6824] is an extension for TCP to support

mul ti homi ng for resilience, nobility, and |oad balancing. It is
designed to be as indistinguishable to m ddl eboxes from non-mnultipath
TCP as possible. It does so by establishing regular TCP fl ows

bet ween a pair of source/destination endpoints and nultiplexing the
application’s streamover these flows. Sub-flows can be started over
| Pv4 or I1Pv6 for the sane session.

3.2.1. Protocol Description

MPTCP uses TCP options for its control plane. They are used to
signal nultipath capabilities, as well as to negotiate data sequence
nunmbers, advertise other available |IP addresses, and establish new
sessions between pairs of endpoints.

By nultiplexing one byte stream over separate paths, MPTCP can

achi eve a higher throughput than TCP in certain situations. However,
i f coupled congestion control [RFC6356] is used, it nmight linmt this
benefit to maintain fairness to other flows at the bottleneck. Wen
aggregating capacity over multiple paths, and dependi ng on the way
packets are schedul ed on each TCP subfl ow, additional delay and

hi gher jitter m ght be observed before in-order delivery of data to
the applications.

3.2.2. Interface Description
By default, MPTCP exposes the sanme interface as TCP to the
application. |[RFC6897], however, describes a richer APl for MPTCP-
awar e applications.
This Basic APl describes how an application can
o enable or disable MPTCP
0 bind a socket to one or nore selected | ocal endpoints.

o query local and renote endpoi nt addresses.

0 get a unique connection identifier (simlar to an address-port
pair for TCP)

The docunent al so recomends the use of extensions defined for SCTP

[ RFC6458] (see Section 3.5) to support nultihom ng for resilience and
mobi lity.
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3. 2.

3. 3.

3.3

Fai

3. Transport Features

As an extension to TCP, MPTCP provides nostly the sane features. By
establishing multiple sessions between avail abl e endpoints, it can
additionally provide soft failover solutions in the case that one of
t he pat hs becones unusabl e.

Therefore, the transport features provided by MPTCP in addition to
TCP are:

o multihomng for |oad balancing, with endpoint multiplexing of a
single byte stream using either coupled congestion control or
t hr oughput naxi m zati on,

0 address fanmly multiplexing (using IPv4 and | Pv6 for the same
session), and

o resilience to network failure and/or handover
User Datagram Protocol (UDP)

The User Datagram Protocol (UDP) [RFC768] [RFC2460] is an | ETF
Standards Track transport protocol. It provides a unidirectiona

dat agram protocol that preserves nessage boundaries. 1t provides no
error correction, congestion control, or flow control. It can be
used to send broadcast datagrans (l1Pv4) or nulticast datagrams (I|Pv4
and I Pv6), in addition to unicast and anycast datagrans. |ETF

gui dance on the use of UDP is provided in [RFC3085]. UDP is widely
i npl emented and wi dely used by conmmon applications, including DNS

.1. Protocol Description

UDP is a connectionl ess protocol that naintains nmessage boundari es,
wi th no connection setup or feature negotiation. The protocol uses
i ndependent nessages, ordinarily called "datagranms”. It provides
detection of payload errors and m sdelivery of packets to an
uni nt ended endpoint, both of which result in discard of received
datagrans, with no indication to the user of the service.

It is possible to create | Pv4 UDP datagranms with no checksum and
while this is generally discouraged [ RFC1122] [RFC3085], certain
special cases pernit this use. These datagrans rely on the |Pv4
header checksumto protect frommi sdelivery to an unintended
endpoint. | Pv6 does not permt UDP datagrans with no checksum

al t hough in certain cases [RFC6936], this rule may be rel axed

[ RFC6935] .
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UDP does not provide reliability and does not provide retransm ssion
Messages nmay be reordered, lost, or duplicated in transit. Note that
due to the relatively weak form of checksum used by UDP, applications
that require end-to-end integrity of data are recomended to include
a stronger integrity check of their payl oad data.

Because UDP provides no flow control, a receiving application that is
unable to run sufficiently fast, or frequently, may m ss nessages.
The | ack of congestion handling inplies UDP traffic may experience

| oss when using an overl oaded path and may cause the | oss of nessages
fromother protocols (e.g., TCP) when sharing the sanme network path.

On transm ssion, UDP encapsul ates each datagraminto a single IP
packet or several |P packet fragnents. This allows a datagramto be
| arger than the effective path MIU. Fragnents are reassenbl ed before
delivery to the UDP receiver, naking this transparent to the user of
the transport service. Wen junbograns are supported, |arger
messages may be sent w thout performng fragnentation

UDP on its own does not provide support for segnentation, receiver
flow control, congestion control, PMIUD PLPMIUD, or ECN
Applications that require these features need to provide them on
their own or use a protocol over UDP that provides them [ RFC8085].

3.3.2. Interface Description

[ RFC768] describes basic requirements for an APl for UDP. Cuidance
on the use of common APIs is provided in [ RFC8085].

A UDP endpoi nt consists of a tuple of (IP address, port nunber).
De-nul tiplexing using nultiple abstract endpoints (sockets) on the
sanme | P address is supported. The same socket nmay be used by a
single server to interact with multiple clients. (Note: This
behavior differs from TCP, which uses a pair of tuples to identify a
connection). Miltiple server instances (processes) that bind to the
sanme socket can cooperate to service multiple clients. The socket

i npl enentation arranges to not duplicate the same received unicast
message to nultiple server processes.

Many operating systens also allow a UDP socket to be "connected"
i.e., to bind a UDP socket to a specific (renote) UDP endpoint.
Unli ke TCP's connect prinmtive, for UDP, this is only a | oca
operation that serves to sinplify the | ocal send/receive functions
and to filter the traffic for the specified addresses and ports

[ RFC8085] .
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3.3

3. 4.

.3. Transport Features
The transport features provided by UDP are:
0 unicast, nulticast, anycast, or |Pv4 broadcast transport,

o port multiplexing (where a receiving port can be configured to
recei ve datagrans fromnultiple senders),

0 nmessage-oriented delivery,

o unidirectional or bidirectional comunicati on where the
transm ssions in each direction are i ndependent,

o non-reliable delivery,
o unordered delivery, and

o error detection (inplenented using a segnent checksumto verify
delivery to the correct endpoint and integrity of the data;
optional for |IPv4 and optional under specific conditions for |Pv6
where all or none of the payload data is protected).

Li ght wei ght User Dat agram Protocol (UDP-Lite)

The Li ghtwei ght User Datagram Protocol (UDP-Lite) [RFC3828] is an

| ETF Standards Track transport protocol. It provides a

uni directional, datagram protocol that preserves nessage boundari es.
| ETF gui dance on the use of UDP-Lite is provided in [ RFC8085]. A
UDP-Lite service nmay support |Pv4 broadcast, nulticast, anycast, and
uni cast, as well as IPv6 nulticast, anycast, and unicast.

Exanpl es of use include a class of applications that can derive
benefit from having partially damaged payl oads delivered rather than
di scarded. One use is to provide header integrity checks but all ow
delivery of corrupted payloads to error-tolerant applications or to
applications that use sone other nmechanismto provi de payl oad
integrity (see [ RFC6936]).

3.4.1. Protocol Description

Fai

Li ke UDP, UDP-Lite is a connectionless datagram protocol, with no
connection setup or feature negotiation. |t changes the senantics of
the UDP Payl oad Length field to that of a Checksum Coverage Length
field and is identified by a different |IP protocol/next-header val ue.
The Checksum Coverage Length field specifies the intended checksum
coverage, with the remai ning unprotected part of the payload called
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the "error-insensitive part". Therefore, applications using UDP-Lite
cannot nake assunptions regarding the correctness of the data
received in the insensitive part of the UDP-Lite payl oad.

O herwi se, UDP-Lite is semantically identical to UDP. In the sane
way as for UDP, nechanisns for receiver flow control, congestion
control, PMIU or PLPMIU discovery, support for ECN, etc., need to be
provi ded by upper-Ilayer protocols [RFC8085].

3.4.2. Interface Description

There is no APl currently specified in the RFC Series, but guidance
on use of common APlIs is provided in [ RFC8085].

The interface of UDP-Lite differs fromthat of UDP by the addition of
a single (socket) option that comruni cates a checksum coverage | ength
val ue. The checksum coverage may al so be nmade visible to the
application via the UDP-Lite M B nodul e [ RFC5097] .

3.4.3. Transport Features
The transport features provided by UDP-Lite are:

0 unicast, nulticast, anycast, or |Pv4 broadcast transport (sanme as
for UDP),

o port multiplexing (same as for UDP)
0 nessage-oriented delivery (sane as for UDP),

o unidirectional or bidirectional comunication where the
transm ssions in each direction are independent (same as for UDP),

o0 non-reliable delivery (same as for UDP)

0 non-ordered delivery (sane as for UDP), and

o partial or full payload error detection (where the Checksum
Coverage field indicates the size of the payl oad data covered by
t he checksunj.

3.5. Stream Control Transm ssion Protocol (SCTP)

SCTP is a nessage-oriented | ETF Standards Track transport protocol

The base protocol is specified in [RFC4960]. It supports nultihom ng

and path failover to provide resilience to path failures. An SCTP

association has multiple streans in each direction, providing
i n-sequence delivery of user nmessages within each stream This
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allows it to nminimze head-of-line blocking. SCTP supports nultiple
stream schedul i ng schenes controlling stream nul tiplexing, including
priority and fair weighting schenes.

SCTP was originally devel oped for transporting tel ephony signaling
messages and i s deployed in tel ephony signaling networks, especially
in nmobile tel ephony networks. It can also be used for other
services, for exanple, in the WbRTC franework for data channels.

3.5.1. Protocol Description

SCTP is a connection-oriented protocol using a four-way handshake to
establish an SCTP association and a three-way nessage exchange to
gracefully shut it down. It uses the same port nunber concept as
DCCP, TCP, UDP, and UDP-Lite. SCTP only supports unicast.

SCTP uses the 32-bit CRC32c for protecting SCTP packets against bit
errors and msdelivery of packets to an unintended endpoint. This is
stronger than the 16-bit checksuns used by TCP or UDP. However,
partial payl oad checksum coverage as provided by DCCP or UDP-Lite is
not supported.

SCTP has been designed with extensibility in mnd. A conon header
is followed by a sequence of chunks. [RFC4960] defines how a

recei ver processes chunks with an unknown chunk type. The support of
ext ensi ons can be negotiated during the SCTP handshake. Currently
defi ned extensions include nmechani snms for dynam c reconfiguration of
streams [ RFC6525] and | P addresses [ RFC5061]. Furthernore, the

ext ensi on specified in [ RFC3758] introduces the concept of partial
reliability for user nessages.

SCTP provides a nessage-oriented service. Miltiple small user
nmessages can be bundled into a single SCTP packet to inprove
efficiency. For exanple, this bundling may be done by del ayi ng user
messages at the sender, simlar to Nagle' s algorithmused by TCP
User nessages that would result in I P packets larger than the MIU
will be fragmented at the sender and reassenbl ed at the receiver
There is no protocol linmit on the user nessage size. For MU

di scovery, the same nmechanismas for TCP can be used [ RFC1981]

[ RFC4821], as well as utilization of probe packets with padding
chunks, as defined in [ RFC4820].

[ RFC4960] specifies TCP-friendly congestion control to protect the
net wor k agai nst overload. SCTP also uses sliding w ndow flow control
to protect receivers against overflow Simlar to TCP, SCTP al so
supports del ayi ng acknowl edgnents. [RFC7053] provides a way for the
sender of user messages to request immedi ate sending of the
correspondi ng acknowl edgnent s.
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Each SCTP association has between 1 and 65536 unidirectional streans
in each direction. The nunber of streanms can be different in each
direction. Every user nmessage is sent on a particular stream User
messages can be sent unordered or ordered upon request by the upper

| ayer. Unordered nessages can be delivered as soon as they are
conpletely received. For user nessages not requiring fragnentation
this mnimzes head-of-line blocking. On the other hand, ordered
messages sent on the sane streamare delivered at the receiver in the
sanme order as sent by the sender

The base protocol defined in [ RFC4960] does not allow interleaving of
user nessages. Large nessages on one stream can therefore bl ock the
sendi ng of user nessages on other streans. [SCTP-NDATA] describes a
met hod to overcone this limtation. This docunent al so specifies
mul ti ple algorithnms for the sender-side selection of which streans to
send data from supporting a variety of scheduling algorithns
including priority-based nethods. The streamreconfiguration
extension defined in [ RFC6525] allows streans to be reset during the
lifetime of an association and to increase the nunber of streams, if
t he nunber of streans negotiated in the SCTP handshake becones

i nsufficient.

Each user nessage sent is delivered to the receiver or, in case of
excessive retransm ssions, the association is termnated in a

non- graceful way [ RFC4960], similar to TCP behavior. In addition to
this reliable transfer, the partial reliability extension [ RFC3758]
all ows a sender to abandon user nessages. The application can
specify the policy for abandoni ng user nessages.

SCTP supports nultihomng. Each SCTP endpoint uses a list of IP
addresses and a single port nunber. These addresses can be any

m xture of I Pv4 and | Pv6 addresses. These addresses are negoti ated
during the handshake, and the address reconfiguration extension
specified in [RFC5061] in conbination with [ RFC4895] can be used to
change these addresses in an authenticated way during the lifetine of
an SCTP association. This allows for transport-layer nobility.

Mul tipl e addresses are used for inproved resilience. |If a renote
address becomes unreachable, the traffic is switched over to a
reachabl e one, if one exists.

For securing user nessages, the use of TLS over SCTP has been
specified in [RFC3436]. However, this solution does not support al
services provided by SCTP, such as unordered delivery or partia
reliability. Therefore, the use of DTLS over SCTP has been specified
in [ RFC6083] to overcone these limtations. Wen using DILS over
SCTP, the application can use alnost all services provided by SCTP
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[ NAT- SUPP] defines nethods for endpoints and mi ddl eboxes to provide
NAT traversal for SCTP over |Pv4. For |egacy NAT traversal

[ RFC6951] defines the UDP encapsul ati on of SCTP packets.

Al ternatively, SCTP packets can be encapsul ated in DILS packets as
specified in [ SCTP-DILS-ENCAPS]. The latter encapsul ation is used
within the WebRTC [ WVEBRTC- TRANS] cont ext .

An SCTP ABORT chunk rmay be used to force a SCTP endpoint to close a
session [ RFC4960], aborting the connection

SCTP has a wel |l -defined API, described in the next subsection
3.5.2. Interface Description

[ RFC4960] defines an abstract APl for the base protocol. This API
describes the followi ng functions callable by the upper |ayer of
SCTP: Initialize, Associate, Send, Receive, Receive Unsent Message
Recei ve Unacknow edged Message, Shutdown, Abort, SetPrinary, Status,
Change Heartbeat, Request Heartbeat, Get SRTT Report, Set Failure
Threshol d, Set Protocol Paraneters, and Destroy. The follow ng
notifications are provided by the SCTP stack to the upper |ayer
COVMUNI CATI ON UP, DATA ARRI VE, SHUTDOWN COWVPLETE, COMMUNI CATI ON LOST,
COVMUNI CATI ON ERROR, RESTART, SEND FAI LURE, and NETWORK STATUS
CHANGE

An extension to the BSD Sockets APl is defined in [ RFC6458] and
covers:

o the base protocol defined in [ RFC4960]. The APl allows contro
over | ocal addresses and port numbers and the prinmary path.
Furt hernmore, the application has fine control of parameters |ike
retransm ssion threshol ds, the path supervision, the del ayed
acknow edgnment tineout, and the fragnmentation point. The AP
provi des a nmechanismto allow the SCTP stack to notify the
application about events if the application has requested them
These notifications provide infornmation about status changes of
the associ ati on and each of the peer addresses. |n case of send
failures, including drop of nessages sent unreliably, the
application can also be notified, and user nessages can be
returned to the application. Wen sending user nessages, the
application can indicate a streamid, a payload protoco
identifier, and an indication of whether ordered delivery is
requested. These paraneters can al so be provi ded on nessage
reception. Additionally, a context can be provided when sendi ng,
whi ch can be used in case of send failures. The sending of
arbitrarily large user nmessages i s supported.
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the SCTP Partial Reliability extension defined in [ RFC3758] to
specify for a user nessage the Partially Reliable SCTP (PR SCTP)
policy and the policy-specific paraneter. Exanples of these
policies defined in [ RFC3758] and [ RFC7496] are:

* |limting the time a user nessage is dealt with by the sender
* limting the nunber of retransm ssions for each fragnment of a
user nessage. |If the nunber of retransmissions is limted to

0, one gets a service simlar to UDP

* abandoni ng nessages of lower priority in case of a send buffer
short age.

the SCTP Aut hentication extension defined in [ RFC4895] all ow ng
managenent of the shared keys and allowi ng the HVAC to use and set
the chunk types (which are only accepted in an authenticated way)
and get the list of chunks that are accepted by the |l ocal and
renote endpoints in an authenticated way.

the SCTP Dynami ¢ Address Reconfiguration extension defined in

[ RFC5061]. It allows the manual addition and deletion of |oca
addresses for SCTP associations, as well as the enabling of
autonati c address addition and deletion. Furthernore, the peer
can be given a hint for choosing its prinmary path.

A BSD Sockets APl extension has been defined in the docunents that
specify the foll owi ng SCTP ext ensi ons:

(0]

the SCTP Stream Reconfiguration extension defined in [ RFC6525].
The APl allows triggering of the reset operation for incomng and
out goi ng streans and the whole association. It also provides a
way to notify the association about the correspondi ng events.

Furt hernmore, the application can increase the nunber of streans.

the UDP Encapsul ation of SCTP packets extension defined in
[ RFC6951]. The API allows the nanagenent of the renote UDP
encapsul ation port.

the SCTP SACK- | MVEDI ATELY ext ension defined in [ RFC7053]. The AP
all ows the sender of a user message to request the receiver to
send the correspondi ng acknow edgnent i nmedi ately.

the additional PR-SCTP policies defined in [RFC7496]. The API
al | ows enabling/disabling the PR SCTP extension, choosing the
PR- SCTP policies defined in the docunment, and providing
statistical information about abandoned nessages.
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Fut ure docunents describing SCTP extensions are expected to describe
the correspondi ng BSD Sockets APl extension in a "Socket API
Consi der ati ons" section.

The SCTP Socket APl supports two kinds of sockets:
0 one-to-one style sockets (by using the socket type "SOCK STREAM').

0 one-to-many style socket (by using the socket type
" SOCK_SEQPACKET") .

One-to-one style sockets are simlar to TCP sockets; there is a 1:1
rel ati onshi p between the sockets and the SCTP associ ations (except
for listening sockets). One-to-nany style SCTP sockets are sinilar
to unconnected UDP sockets, where there is a 1:n relationship between
the sockets and the SCTP associ ati ons.

The SCTP stack can provide infornation to the applications about
state changes of the individual paths and the associati on whenever
they occur. These events are delivered simlarly to user nessages
but are specifically marked as notifications.

New functions have been introduced to support the use of multiple

| ocal and renote addresses. Additional SCTP-specific send and
receive calls have been defined to permt SCTP-specific information
to be sent without using ancillary data in the formof additiona
Control Message (cnsg) calls. These functions provide support for
detecting partial delivery of user nessages and notifications.

The SCTP Socket APl allows a fine-grained control of the protoco
behavi or through an extensive set of socket options.

The SCTP kernel inplenentations of FreeBSD, Linux, and Solaris foll ow
nmostly the specified extension to the BSD Sockets APl for the base
prot ocol and the correspondi ng supported protocol extensions.

3.5.3. Transport Features

The transport features provided by SCTP are:

0 connection-oriented transport with feature negotiati on and
application-to-port nmapping,

0 unicast transport,
o port multiplexing,

o unidirectional or bidirectional conmunication
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0 nmessage-oriented delivery with durable nmessage fram ng supporting
nmul ti pl e concurrent streans,

o fully reliable, partially reliable, or unreliable delivery (based
on user-specified policy to handl e abandoned user nessages) wth
drop notification,

o ordered and unordered delivery within a stream

0 support for stream scheduling prioritization

0 segnentation,

0 user message bundli ng,

o flow control using a w ndow based nmechani sm

0 congestion control using nethods sinilar to TCP

0 strong error detection (CRC32c), and

0o transport-layer multihoming for resilience and nobility.
3.6. Datagram Congestion Control Protocol (DCCP)

The Dat agram Congestion Control Protocol (DCCP) [RFC4340] is an | ETF
Standards Track bidirectional transport protocol that provides

uni cast connections of congestion-controlled nessages w t hout
providing reliability.

The DCCP Probl em Statenent [ RFC4336] describes the goals that DCCP
sought to address. It is suitable for applications that transfer
fairly large anounts of data and that can benefit fromcontrol over
the trade-of f between tineliness and reliability [ RFC4336].

DCCP offers | ow overhead, and nmany characteristics common to UDP, but
can avoid "re-inventing the wheel" each tinme a new nultinedia
application energes. Specifically, it includes core transport
functions (feature negotiation, path state managenent, RTT

calcul ation, PMIUD, etc.): DCCP applications select how they send
packets and, where suitable, choose common algorithns to nmanage their
functions. Exanples of applications that can benefit from such
transport services include interactive applications, streaning nedia,
or on-line games [ RFC4336].
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3.6.1. Protocol Description

DCCP i s a connection-oriented datagram protocol that provides a
t hree-way handshake to allow a client and server to set up a
connection and provi des nmechanisns for orderly conpl etion and

i nedi at e teardown of a connection

A DCCP protocol instance can be extended [ RFC4340] and tuned using
additional features. Sonme features are sender-side only, requiring
no negotiation with the receiver; sone are receiver-side only; and
some are explicitly negotiated during connection setup

DCCP uses a Connect packet to initiate a session and pernits each
endpoi nt to choose the features it wi shes to support. Sinultaneous
open [RFC5596], as in TCP, can enable interoperability in the
presence of m ddl eboxes. The Connect packet includes a Service Code
[ RFC5595] that identifies the application or protocol using DCCP
provi di ng niddl eboxes with infornmation about the intended use of a
connecti on.

The DCCP service is unicast-only.

It provides nmultiplexing to multiple sockets at each endpoi nt using
port nunbers. An active DCCP session is identified by its four-tuple
of local and renpte | P addresses and | ocal and renote port nunbers.

The protocol segnents data into nessages that are typically sized to
fit in I P packets but may be fragmented if they are snaller than the
maxi mum packet size. A DCCP interface allows applications to request
fragmentation for packets larger than PMIU, but not l|arger than the
maxi mum packet size allowed by the current congestion contro
nmechani sm (Congesti on Control Maxi mum Packet Size (CCMPS)) [ RFC4340].

Each nessage is identified by a sequence nunber. The sequence nunber
is used to identify segnents in acknow edgnents, to detect

unacknow edged segnents, to neasure RTT, etc. The protocol nmay
support unordered delivery of data and does not itself provide
retransm ssion. DCCP supports reduced checksum coverage, a parti al
payl oad protection nmechanismsinilar to UDP-Lite. There is also a
Dat a Checksum option, which when enabl ed, contains a strong Cyclic
Redundancy Check (CRC), to enable endpoints to detect application
data corruption.

Recei ver flow control is supported, which [imts the anmnount of
unacknow edged data that can be outstanding at a given tine.

A DCCP Reset packet may be used to force a DCCP endpoint to close a
session [ RFC4340], aborting the connection
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DCCP supports negotiation of the congestion control profile between
endpoi nts, to provide plug-and-play congestion control nechani sns.
Exanpl es of specified profiles include "TCP-1ike" [RFC4341], "TCP-
friendly" [RFC4342], and "TCP-friendly for small packets" [RFC5622].
Addi tional nechanisns are recorded in an I ANA registry (see
<http://ww. i ana. or g/ assi gnnent s/ dccp- par anet er s>) .

A i ghtwei ght UDP-based encapsul ati on (DCCP-UDP) has been defined

[ RFC6773] that permits DCCP to be used over paths where DCCP is not
natively supported. Support for DCCP in NAPT/NATs is defined in

[ RFC4340] and [ RFC5595]. Upper-1layer protocols specified on top of
DCCP i ncl ude DTLS [ RFC5238], RTP [RFC5762], and Interactive
Connectivity Establishnent / Session Description Protocol (I CE SDP)
[ RFC6773] .

3.6.2. Interface Description

Functi ons expected for a DCCP APl include: Open, dose, and
Management of the progress a DCCP connection. The Open function
provi des feature negotiation, selection of an appropriate Congestion
Control ldentifier (CCID) for congestion control, and other
paraneters associated with the DCCP connection. A function allows an
application to send DCCP datagranms, including setting the required
checksum coverage and any required options. (DCCP pernits sending
datagrans with a zero-length payload.) A function allows reception
of data, including indicating if the data was used or dropped.
Functions can al so make the status of a connection visible to an
application, including detection of the maxi mum packet size and the
ability to performflow control by detecting a slow receiver at the
sender.

There is no APl currently specified in the RFC Seri es.
3.6.3. Transport Features

The transport features provided by DCCP are:

0 unicast transport,

0 connection-oriented conmunication with feature negotiation and
application-to-port mapping,

o signaling of application class for niddl ebox support (inplenented
usi ng Service Codes),

o port multiplexing,

o unidirectional or bidirectional conmunication
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0 nessage-oriented delivery,

o0 unreliable delivery with drop notification

0 unordered delivery,

o flow control (inplenented using the slow receiver function), and

o partial and full payload error detection (with optional strong
integrity check).

3.7. Transport Layer Security (TLS) and Datagram TLS (DTLS) as a
Pseudot r ansport

Transport Layer Security (TLS) [RFC5246] and Datagram TLS (DTLS)

[ RFC6347] are | ETF protocols that provide several security-related
features to applications. TLS is designed to run on top of a
reliable stream ng transport protocol (usually TCP), while DILS is
designed to run on top of a best-effort datagram protocol (UDP or
DCCP [ RFC5238]). At the time of witing, the current version of TLS
is 1.2, defined in [ RFC5246]; work on TLS version is 1.3 [TLS-1. 3]
nearing conpl etion. DTLS provides nearly identical functionality to
applications; it is defined in [RFC6347] and its current version is
also 1.2. The TLS protocol evolved fromthe Secure Sockets Layer
(SSL) [RFC6101] protocols developed in the mid-1990s to support
protection of HTTP traffic.

Whi |l e ol der versions of TLS and DILS are still in use, they provide
weaker security guarantees. [RFC7457] outlines inportant attacks on
TLS and DTLS. [RFC7525] is a Best Current Practices (BCP) docunent
that describes secure configurations for TLS and DTLS to counter
these attacks. The reconmmendations are applicable for the vast
majority of use cases.

3.7.1. Protocol Description

Both TLS and DTLS provide the same security features and can thus be
di scussed together. The features they provide are:

o Confidentiality
o Data integrity
0 Peer authentication (optional)

o0 Perfect forward secrecy (optional)
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The aut hentication of the peer entity can be onitted; a conmon web
use case is where the server is authenticated and the client is not.
TLS al so provides a conpl etely anonynous operation node in which
neither peer’s identity is authenticated. It is inmportant to note
that TLS itself does not specify how a peering entity’'s identity
should be interpreted. For exanple, in the common use case of

aut hentication by neans of an X 509 certificate, it is the
application’s decision whether the certificate of the peering entity
i s acceptable for authorization decisions.

Perfect forward secrecy, if enabled and supported by the sel ected
al gorithns, ensures that traffic encrypted and captured during a
session at tinme t0 cannot be later decrypted at tine t1l (t1 > tO0),
even if the long-termsecrets of the comunicating peers are |ater
conprom sed

As DTLS is generally used over an unreliable datagramtransport such
as UDP, applications will need to tolerate |ost, reordered, or
duplicated datagrans. Like TLS, DTLS conveys application data in a
sequence of independent records. However, because records are mapped
to unreliable datagrans, there are several features unique to DTLS
that are not applicable to TLS:

0 Record replay detection (optional).

0 Record size negotiation (estimtes of PMIU and record size
expansi on factor).

o Conveyance of IP don't fragnent (DF) bit settings by application
0 An anti-DoS statel ess cooki e mechani sm (optional).

Ceneral ly, DTLS follows the TLS design as closely as possible. To
operate over datagranms, DILS includes a sequence nunber and linited
forns of retransm ssion and fragnentation for its interna
operations. The sequence nunber nmay be used for detecting replayed
i nformati on, according to the wi ndowi ng procedure described in
Section 4.1.2.6 of [RFC6347]. DTLS forbids the use of stream

ci phers, which are essentially inconpatible when operating on

i ndependent encrypted records.

3.7.2. Interface Description

TLS is commonly invoked using an APl provi ded by packages such as
OpenSSL, wol fSSL, or GhuTLS. Using such APIs entails the
mani pul ati on of several inportant abstractions, which fall into the
foll owi ng categories: long-termkeys and al gorithnms, session state,
and conmuni cati ons/ connecti ons.
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Considerable care is required in the use of TLS APIs to ensure
creation of a secure application. The programer should have at

| east a basic understandi ng of encryption and digital signature
algorithnms and their strengths, public key infrastructure (including
X. 509 certificates and certificate revocation), and the Sockets API
See [ RFC7525] and [ RFC7457], as nentioned above.

As an exanple, in the case of QpenSSL, the prinmary abstractions are
the library itself, method (protocol), session, context, cipher, and
connection. After initializing the library and setting the nethod, a
ci pher suite is chosen and used to configure a context object.
Session objects may then be minted according to the paraneters
present in a context object and associated wi th individua
connections. Depending on how precisely the progranmer w shes to
select different algorithnic or protocol options, various |evels of
details may be required

3.7.3. Transport Features

Both TLS and DTLS enploy a | ayered architecture. The lower |ayer is
commonly called the "record protocol". It is responsible for

0 nessage fragnentation

0 authentication and integrity via nmessage authentication codes
(MAGs) ,

o data encryption, and
0 scheduling transm ssion using the underlying transport protocol
DTLS augnents the TLS record protocol wth

o ordering and replay protection, inplenmented using sequence
numbers.

Several protocols are |layered on top of the record protocol. These
i ncl ude the handshake, alert, and change ci pher spec protocols.
There is also the data protocol, used to carry application traffic.
The handshake protocol is used to establish cryptographic and
conpressi on paraneters when a connection is first set up. |In DILS,
this protocol also has a basic fragnentation and retransm ssion
capability and a cookie-like nmechanismto resist DoS attacks. (TLS
conpression is not recommended at present). The alert protocol is
used to informthe peer of various conditions, nost of which are
term nal for the connection. The change ci pher spec protocol is used
to synchroni ze changes in cryptographic paraneters for each peer
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The data protocol, when used with an appropriate cipher, provides:
o authentication of one end or both ends of a connection
o confidentiality, and
0 cryptographic integrity protection.
Both TLS and DTLS are unicast-only.
3.8. Real -Tinme Transport Protocol (RTP)

RTP provides an end-to-end network transport service, suitable for
applications transnmitting real-tinme data, such as audio, video or
data, over multicast or unicast transport services, including TCP
UDP, UDP-Lite, DCCP, TLS, and DTLS.

3.8.1. Protocol Description

The RTP standard [ RFC3550] defines a pair of protocols: RTP and the
RTP Control Protocol (RTCP). The transport does not provide
connection setup, instead relying on out-of-band techniques or
associ ated control protocols to setup, negotiate paraneters, or tear
down a session.

An RTP sender encapsul ates audi o/video data into RTP packets to
transport nmedia streans. The RFC Series specifies RTP payl oad
formats that allow packets to carry a wide range of nedia and
specifies a wide range of multiplexing, error control, and other
support nechani sns.

If a frane of nmedia data is large, it will be fragnented into severa
RTP packets. Likew se, several small frames may be bundled into a
singl e RTP packet.

An RTP receiver collects RTP packets fromthe network, validates them
for correctness, and sends themto the nmedia decoder input queue.

M ssing packet detection is perforned by the channel decoder. The

pl ayout buffer is ordered by tine stanp and is used to reorder
packets. Damaged frames may be repaired before the nedi a payl oads
are deconpressed to display or store the data. Sone uses of RTP are
able to exploit the partial payl oad protection features offered by
DCCP and UDP-Lite.

RTCP is a control protocol that works al ongside an RTP flow. Both

the RTP sender and receiver will send RTCP report packets. This is
used to periodically send control information and report performance.
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Based on received RTCP feedback, an RTP sender can adjust the
transmission, e.g., performrate adaptation at the application |ayer
in the case of congestion

An RTCP receiver report (RTCP RR) is returned to the sender
periodically to report key paraneters (e.g., the fraction of packets
lost in the last reporting interval, the cumul ati ve nunber of packets
| ost, the highest sequence nunber received, and the inter-arriva
jitter). The RTCP RR packets also contain tining information that

all ows the sender to estimate the network round-trip tinme (RTT) to
the receivers

The interval between reports sent fromeach receiver tends to be on
the order of a few seconds on average, although this varies with the
session rate, and sub-second reporting intervals are possible for
high rate sessions. The interval is random zed to avoid

synchroni zation of reports frommultiple receivers.

3.8.2. Interface Description

There is no standard APl defined for RTP or RTCP. |nplenentations
are typically tightly integrated with a particular application and
closely follow the principles of application-level fram ng and
integrated |layer processing [QarkArch] in nedia processing

[ RFC2736], error recovery and conceal nent, rate adaptation, and
security [ RFC7202]. Accordingly, RTP inplenentations tend to be
targeted at particular application donains (e.g., voice-over-IP

| PTV, or video conferencing), with a feature set optim zed for that
domai n, rather than being general purpose inplenentations of the

pr ot ocol

3.8.3. Transport Features
The transport features provided by RTP are:

0 unicast, nulticast, or |Pv4 broadcast (provided by |ower-Iayer
pr ot ocol ),

o port multiplexing (provided by |ower-|ayer protocol),

o wunidirectional or bidirectional comrunication (provided by | ower-
| ayer protocol),

0 nessage-oriented delivery with support for nedia types and ot her
ext ensi ons,

o reliable delivery when using erasure coding or unreliable delivery
with drop notification (if supported by | ower-1layer protocol),
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0 connection setup with feature negotiation (using associ ated
protocol s) and application-to-port mapping (provided by | ower-
| ayer protocol),

0 segnentation, and
o performance netric reporting (using associ ated protocols).
3.9. Hypertext Transport Protocol (HTTP) over TCP as a Pseudotransport

The Hypertext Transfer Protocol (HTTP) is an application-I|eve
protocol widely used on the Internet. It provides object-oriented
delivery of discrete data or files. Version 1.1 of the protocol is
specified in [ RFC7230] [RFC7231] [RFC7232] [RFC7233] [RFC7234]

[ RFC7235], and version 2 is specified in [ RFC7540]. HTTP is usually
transported over TCP using ports 80 and 443, although it can be used
with other transports. Wen used over TCP, it inherits TCP' s
properties.

Application-1layer protocols nmay use HTTP as a substrate with an

exi sting nethod and data formats, or specify new nmet hods and data
formats. There are various reasons for this practice listed in

[ RFC3205]; these include being a well-known and wel | - under st ood
protocol, reusability of existing servers and client libraries, easy
use of existing security nechanisns such as HITP di gest

aut hentication [ RFC7235] and TLS [ RFC5246], and the ability of HTTP
to traverse firewalls, which allows it to work over many types of
infrastructure and in cases where an application server often needs
to support HTTP anyway.

Dependi ng on application need, the use of HITP as a substrate
protocol may add conplexity and overhead in conparison to a special -
pur pose protocol (e.g., HITP headers, suitability of the HITP
security nodel, etc.). [RFC3205] addresses this issue, provides sone
gui delines, and identifies concerns about the use of HITP standard
ports 80 and 443, the use of the HTTP URL schene, and interaction
with existing firewalls, proxies, and NATs.

Representational State Transfer (REST) [ REST] is another exanple of
how applications can use HTTP as a transport protocol. REST is an
architecture style that may be used to build applications using HITP
as a conmuni cati on protocol

3.9.1. Protocol Description
The Hypertext Transfer Protocol (HTTP) is a request/response

protocol. A client sends a request containing a request nethod, URI,
and protocol version followed by nmessage whose design is inspired by
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M ME (see [ RFC7231] for the differences between an HTTP object and a
M ME nessage), containing information about the client and request
nodi fiers. The nmessage can also contain a nessage body carrying
application data. The server responds with a status or error code
foll owed by a nessage containing i nformati on about the server and

i nformati on about the data. This may include a nessage body. It is
possible to specify a data format for the nmessage body using M M=
nmedi a types [ RFC2045]. The protocol has additional features; sone
rel evant to pseudotransport are described bel ow

Content negotiation, specified in [RFC7231], is a mechani sm provided
by HTTP to all ow selection of a representation for a requested
resource. The client and server negotiate acceptable data fornats,
character sets, and data encoding (e.g., data can be transferred
conpressed using gzip). HITP can acconmodate exchange of nmessages as
wel | as data stream ng (using chunked transfer encodi ng [ RFC7230]).

It is also possible to request a part of a resource using an object
range request [RFC7233]. The protocol provides powerful cache
control signaling defined in [ RFC7234].

The persistent connections of HITTP 1.1 and HTTP 2.0 allow nmultiple
request/response transactions (streans) during the lifetinme of a
singl e HITP connection. This reduces overhead during connection
establishnent and nmitigates transport-Ilayer slowstart that would
have ot herw se been incurred for each transaction. HITP 2.0
connections can nultiplex many request/response pairs in parallel on
a single transport connection. Both are inportant to reduce | atency
for HITP s primary use case

HTTP can be conbined with security nechani sns, such as TLS (denoted
by HTTPS). This adds protocol properties provided by such a
nmechani sm (e.g., authentication and encryption). The TLS
Application-Layer Protocol Negotiation (ALPN) extension [RFC7301] can
be used to negotiate the HTTP version within the TLS handshake,
elimnating the latency incurred by additional round-trip exchanges.
Arbitrary cookie strings, included as part of the request headers,
are often used as bearer tokens in HITP.

3.9.2. Interface Description

There are many HTTP libraries avail abl e exposing different APlIs. The
APls provide a way to specify a request by providing a URI, a nethod,
request nodifiers, and, optionally, a request body. For the
response, call backs can be registered that will be invoked when the
response is received. |If HITPS is used, the APl exposes a

regi stration of callbacks when a server requests client

aut hentication and when certificate verification is needed.
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The World Wde Wb Consortium (WBC) has standardi zed the
XMLHt t pRequest APl [ XHR]. This APl can be used for sending HTTP/
HTTPS requests and receiving server responses. Besides the XM. data
format, the request and response data format can al so be JSON, HTM,
and plain text. JavaScript and XM_.HttpRequest are ubiquitous
progranm ng nodels for websites and nore general applications where
native code is less attractive

3.9.3. Transport Features

The transport features provided by HITP, when used as a
pseudotransport, are:

0 unicast transport (provided by the |ower-layer protocol, usually
TCP),

o unidirectional or bidirectional conmunication

o transfer of objects in nultiple streans with object content type
negoti ati on, supporting partial transm ssion of object ranges,

o ordered delivery (provided by the | ower-|layer protocol, usually
TCP),

o fully reliable delivery (provided by the | ower-1layer protocol
usual Iy TCP)

o flow control (provided by the |ower-layer protocol, usually TCP),
and

0 congestion control (provided by the | ower-layer protocol, usually
TCP).

HTTPS (HTTP over TLS) additionally provides the follow ng features
(as provided by TLS):

o authentication (of one or both ends of a connection),
o confidentiality, and

0O integrity protection.
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3.10. File Delivery over Unidirectional Transport / Asynchronous
Layered Codi ng (FLUTE/ ALC) for Reliable Milticast

FLUTE/ ALC is an | ETF Standards Track protocol specified in [ RFC6726]
and [ RFC5775]. It provides object-oriented delivery of discrete data
or files. Asynchronous Layer Coding (ALC) provides an underlying
reliable transport service and FLUTE a file-oriented specialization
of the ALC service (e.g., to carry associ ated netadata). [RFC6726]
and [ RFC5775] are non-backward-conpati bl e updates of [RFC3926] and

[ RFC3450], which are Experinental protocols; these Experinenta
protocols are currently largely deployed in the 3GPP Miultimedi a
Broadcast / Milticast Service (MBMB) (see [ MBMS], Section 7) and
simlar contexts (e.g., the Japanese | SDB-Tnm st andard).

The FLUTE/ ALC protocol has been designed to support massively

scal able reliable bulk data di sseni nation to receiver groups of
arbitrary size using IP Milticast over any type of delivery network,
i ncluding unidirectional networks (e.g., broadcast wireless
channel s). However, the FLUTE/ ALC protocol al so supports point-to-
poi nt uni cast transnmni ssions.

FLUTE/ ALC bul k data dissemi nation has been designed for discrete file
or menory-based "objects". Although FLUTE/ALC is not well adapted to
byte and nessage streaming, there is an exception: FLUTE/ALC i s used
to carry 3GPP Dynamic Adaptive Stream ng over HTTP (DASH) when
scalability is a requirenment (see [MBMBS], Section 5.6).

FLUTE/ ALC s reliability, delivery nbpde, congestion control, and flow
rate control mechani sms can be separately controlled to neet
different application needs. Section 4.1 of [RFC8085] describes
mul ti cast congestion control requirenents for UDP

3.10.1. Protocol Description

The FLUTE/ ALC protocol works on top of UDP (though it could work on
top of any datagram delivery transport protocol), w thout requiring
any connectivity fromreceivers to the sender. Purely unidirectiona
networ ks are therefore supported by FLUTE/ ALC. Thi s guarantees
scalability to an unlimted nunber of receivers in a session, since
t he sender behaves exactly the sanme regardl ess of the nunber of
receivers

FLUTE/ ALC supports the transfer of bul k objects such as file or
in-nenmory content, using either a push or an on-denmand nbde. In push
node, content is sent once to the receivers, while in on-denand node
content is sent continuously during periods of time that can greatly
exceed the average tine required to downl oad the session objects (see
[ RFC5651], Section 4.2).
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This enabl es receivers to join a session asynchronously, at their own
di scretion, receive the content, and | eave the session. |In this
case, data content is typically sent continuously, in |oops (also
known as "carousel s"). FLUTE/ ALC al so supports the transfer of an
object stream wth |oose real-tine constraints. This is
particularly useful to carry 3GPP DASH when scalability is a

requi renent and uni cast transm ssions over HITP cannot be used
([MBMB], Section 5.6). |In this case, packets are sent in sequence
usi ng push node. FLUTE/ALC is not well adapted to byte and nessage
stream ng, and other solutions could be preferred (e.g., FECFRAME

[ RFC6363] with real-tine flows).

The FLUTE file delivery instantiation of ALC provides a netadata
delivery service. Each object of the FLUTE/ ALC session is described
in a dedicated entry of a File Delivery Table (FDT), using an XM
format (see [RFC6726], Section 3.2). This nmetadata can include, but
is not restricted to, a URI attribute (to identify and | ocate the
object), a nedia type attribute, a size attribute, an encoding
attribute, or a nessage digest attribute. Since the set of objects
sent within a session can be dynanic, with new objects being added
and ol d ones renoved, several instances of the FDT can be sent, and a
mechani smis provided to identify a new FDT instance

Error detection and verification of the protocol control information
relies on the underlying transport (e.g., UDP checksum.

To provi de robustness agai nst packet |oss and inprove the efficiency
of the on-demand node, FLUTE/ ALC relies on packet erasure coding
(Application-Layer Forward Error Correction (AL-FEC)). AL-FEC
encoding is proactive (since there is no feedback and therefore no
(N) ACK- based retransm ssion), and ALC packets containing repair data
are sent along with ALC packets containing source data. Several FEC
Schemes have been standardi zed; FLUTE/ ALC does not mandate the use of
any particular one. Several strategies concerning the transm ssion
order of ALC source and repair packets are possible, in particular
in on-demand node where it can deeply inpact the service provided
(e.g., to favor the recovery of objects in sequence or, at the other
extreme, to favor the recovery of all objects in parallel), and
FLUTE/ ALC does not mandate nor recommend the use of any particul ar
one.

A FLUTE/ ALC session is conposed of one or nore channels, associated
to different destination unicast and/or nulticast |IP addresses. ALC
packets are sent in those channels at a certain transm ssion rate,
with a rate that often differs depending on the channel. FLUTE ALC
does not nandate nor reconmend any strategy to select which ALC
packet to send on which channel. FLUTE/ ALC can use a nultiple rate
congestion control building block (e.g., Wave and Equati on Based Rate
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Control (WEBRC)) to provide congestion control that is feedback free
where receivers adjust their reception rates individually by joining
and | eaving channels associated with the session. To that purpose,
the ALC header provides a specific field to carry congestion-control -
specific informati on. However, FLUTE/ ALC does not nandate the use of
a particular congestion control nechanism although WEBRC i s nandat ory
to support for the Internet ([ RFC6726], Section 1.1.4). FLUTE/ALCis
often used over a network path with pre-provisioned capacity

[ RFC8085] where there are no flows conpeting for capacity. 1In this
case, a sender-based rate control mechani smand a single channel are
sufficient.

[ RFC6584] provides per-packet authentication, integrity, and anti-
replay protection in the context of the ALC and NORM protocol s.
Several mechani snms are proposed that seam essly integrate into these
protocol s using the ALC and NORM header extension mechani sns.
3.10.2. Interface Description
The FLUTE/ ALC specification does not describe a specific APl to
control protocol operation. Although open source and conmmercia
i mpl enent ati ons have specified APls, there is no | ETF-specified API
for FLUTE ALC.
3.10.3. Transport Features
The transport features provided by FLUTE/ ALC are:
0 unicast, nulticast, anycast, or |Pv4 broadcast transm ssion

0 object-oriented delivery of discrete data or files and associ ated
net adat a,

o fully reliable or partially reliable delivery (of file or in-
menory objects), using proactive packet erasure coding (AL-FEC) to
recover from packet erasures,

o ordered or unordered delivery (of file or in-nenory objects),

o error detection (based on the UDP checksum,

0 per-packet authentication

0 per-packet integrity,

0 per-packet replay protection, and

0 congestion control for layered flows (e.g., wth WEBRC
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3.11. NACK-Oriented Reliable Milticast (NORM

NORM i s an | ETF Standards Track protocol specified in [RFC5740]. It
provi des object-oriented delivery of discrete data or files.

The protocol was designed to support reliable bulk data di ssem nation
to receiver groups using IP Milticast but also provides for point-to-
poi nt uni cast operation. Support for bul k data di sseni nation

i ncludes discrete file or conputer nmenory-based "objects" as well as

byte and nmessage stream ng

NORM can i ncorporate packet erasure coding as a part of its selective
Automat i ¢ Repeat reQuest (ARQ in response to negative

acknow edgnents fromthe receiver. The packet erasure coding can

al so be proactively applied for forward protection from packet |oss.
NORM transm ssi ons are governed by TCP-Friendly Milticast Congestion
Control (TFMCC) [RFC4654]. The reliability, congestion control, and
flow control nmechanisns can be separately controlled to neet

di fferent application needs.

3.11.1. Protocol Description

The NORM protocol is encapsulated in UDP datagrans and thus provides
mul tiplexing for multiple sockets on hosts using port nunbers. For

| oosely coordinated IP Multicast, NORMis not strictly connection-
oriented although per-sender state is naintai ned by receivers for
protocol operation. [RFC5740] does not specify a handshake protoco
for connection establishnent. Separate session initiation can be
used to coordinate port nunbers. However, in-band "client-server”
styl e connection establishnent can be acconplished with the NORM
congestion control signaling nmessages using port binding techniques
like those for TCP client-server connections.

NORM supports bul k "objects" such as file or in-menory content but

al so can treat a stream of data as a |ogical bulk object for purposes
of packet erasure coding. In the case of streamtransport, NORM can
support either byte streans or nessage streans where application-
defined nessage boundary information is carried in the NORM protoco
nmessages. This allows the receiver(s) to join/rejoin and recover
nmessage boundaries mid-stream as needed. Application content is
carried and identified by the NORM protocol w th encodi ng synbo
identifiers depending upon the Forward Error Correction (FEC) Schene
[ RFC5052] configured. NORM uses NACK-based selective ARQto reliably
deliver the application content to the receiver(s). NORM proactively
nmeasures round-trip timng information to scale ARQtiners
appropriately and to support congestion control. For nulticast
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operation, tiner-based feedback suppression is used to achieve group
size scaling with | ow feedback traffic |l evels. The feedback
suppression is not applied for unicast operation

NORM uses rat e-based congestion control based upon the TCP-Friendly
Rate Control (TFRC) [RFC5348] principles that are al so used in DCCP
[ RFC4340]. NORM uses control nessages to neasure RTT and col |l ect
congestion event information (e.g., reflecting a | oss event or ECN
event) fromthe receiver(s) to support dynam c adjustnent or the
rate. TCP-Friendly Miulticast Congestion Control (TFMCC) [ RFC4654]
provides extra features to support nulticast but is functionally
equi val ent to TFRC for unicast.

Error detection and verification of the protocol control information
relies on the on the underlying transport (e.g., UDP checksun).

The reliability nechanismis decoupled from congestion control. This
all ows invocation of alternative arrangenents of transport services,
for exanple, to support, fixed-rate reliable delivery or unreliable
delivery (that may optionally be "better than best effort" via packet
erasure coding) using TFRC. Alternative congestion contro

techni ques nmay be applied, for exanple, TFRC with congestion event
detecti on based on ECN

Whi | e NORM provi des NACK-based reliability, it also supports a
positive acknow edgnent (ACK) nechanismthat can be used for receiver
flow control. This mechanismis decoupled fromthe reliability and
congestion control, supporting applications with different needs.

One exanple is use of NORM for quasi-reliable delivery, where tinely
delivery of newer content nay be favored over conpletely reliable
delivery of older content within buffering and RTT constraints.

3.11.2. Interface Description

The NORM speci fication does not describe a specific APl to contro
protocol operation. A freely avail able, open-source reference

i mpl ementation of NORMis avail abl e at

<https://ww. nrl.navy.ml/itd/ ncs/products/norne, and a document ed
APl is provided for this inplenentation. Wile a sockets-like APl is
not currently docunented, the existing APl supports the necessary
functions for that to be inplenented.
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3.11.3. Transport Features
The transport features provided by NORM are:
0 unicast or nulticast transport,
o unidirectional conmunication

0 streamoriented delivery in a single streamor object-oriented
delivery of in-menory data or file bul k content objects,

o fully reliable (NACK-based) or partially reliable (using erasure
codi ng both proactively and as part of ARQ delivery,

0 unordered delivery,

o error detection (relies on UDP checksun),

0 segnentation,

o data bundling (using Nagle's algorithm,

o flow control (tiner-based and/or ACK-based), and

0 congestion control (also supporting fixed-rate reliable or
unreliable delivery).

3.12. Internet Control Message Protocol (ICW)

The Internet Control Message Protocol (ICWP) [RFC792] for |Pv4 and

| CVP for | Pv6 [ RFC4443] are | ETF Standards Track protocols. It is a
connectionl ess unidirectional protocol that delivers individua
nmessages, W thout error correction, congestion control, or flow

control. Messages may be sent as unicast, |Pv4 broadcast, or
mul ti cast datagrans (1 Pv4 and IPv6), in addition to anycast

dat agr ans.

While ICMP is not typically described as a transport protocol, it

does position itself over the network layer, and the operation of
ot her transport protocols can be closely linked to the functions
provi ded by | CW

Transport protocols and upper-layer protocols can use received | CW
messages to hel p them make appropri ate deci sions when network or
endpoint errors are reported, for exanple, to inplenent | CMP-based
Path MU Di scovery (PMIuD) [RFC1191] [RFC1981] or assist in

Packeti zati on Layer PMIUD ( PLPMIUD) [ RFC4821]. Such reactions to
recei ved nmessages need to protect fromoff-path data injection

Fai rhurst, et al. I nf or mat i onal [ Page 36]



RFC 8095 Transport Services March 2017

[ RFC8085] to avoid an application receiving packets created by an
unaut hori zed third party. An application therefore needs to ensure
that all nmessages are appropriately validated by checking the payl oad
of the nmessages to ensure they are received in response to actually
transmitted traffic (e.g., a reported error condition that
corresponds to a UDP datagram or TCP segnent was actually sent by the
application). This requires context [RFC6056], such as |ocal state
about comuni cation instances to each destination (e.g., in TCP

DCCP, or SCTP). This state is not always naintai ned by UDP-based
appl i cations [ RFC8085].

3.12.1. Protocol Description

ICMP is a connectionless unidirectional protocol. It delivers

i ndependent nessages, called "datagrans". FEach nmessage is required
to carry a checksumas an integrity check and to protect from

m sdel i very to an uni ntended endpoi nt.

| CMP nessages typically relay diagnostic information from an endpoi nt
[ RFC1122] or network device [RFC1812] addressed to the sender of a
flow This usually contains the network protocol header of a packet
that encountered a reported issue. Sonme formats of nessages can al so
carry other payload data. Each nmessage carries an integrity check
calculated in the sane way as for UDP; this checksumis not optional

The RFC Series defines additional |Pv6 nessage fornats to support a
range of uses. In the case of I1Pv6, the protocol incorporates

nei ghbor discovery [ RFC4861] [ RFC3971] (provided by ARP for |Pv4) and
Mul ticast Listener Discovery (M.D) [RFC2710] group nmanagenent
functions (provided by |GW for |Pv4).

Rel i abl e transni ssion cannot be assuned. A receiving application
that is unable to run sufficiently fast, or frequently, may mss
nmessages since there is no flow or congestion control. In addition
some network devices rate-limt |CMP nessages.

3.12.2. Interface Description
| CMP processing is integrated in many connection-oriented transports
but, Iike other functions, needs to be provided by an upper-I|ayer
prot ocol when using UDP and UDP-Lite.
On sone stacks, a bound socket also allows a UDP application to be

notified when | CMP error nessages are received for its transni ssions
[ RFC8085] .
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Any response to | CMP error nessages ought to be robust to tenporary
routing failures (sonmetinmes called "soft errors"), e.g., transient

| CMP "unreachabl e" messages ought to not nornally cause a

communi cati on abort [RFC5461] [ RFC8085].

3.12.3. Transport Features

| CMP does not provide any transport service directly to applications.
Used together with other transport protocols, it provides

transm ssion of control, error, and neasurenent data between
endpoints or from devices along the path to one endpoint.

4. Congestion Contro

Congestion control is critical to the stable operation of the
Internet. A variety of nechanisns are used to provide the congestion
control needed by many Internet transport protocols. Congestion is
det ect ed based on sensing of network conditions, whether through
explicit or inplicit feedback. The congestion control nechani sns
that can be applied by different transport protocols are largely
orthogonal to the choice of transport protocol. This section

provi des an overvi ew of the congestion control mechani sns avail abl e
to the protocols described in Section 3.

Many protocols use a separate wi ndow to deternine the maxi nrum sendi ng
rate that is allowed by the congestion control. The used congestion
control mechanismwi |l increase the congestion w ndow if feedback is
received that indicates that the currently used network path is not
congested and will reduce the w ndow ot herwi se. W ndow based
mechani sns often increase their w ndow sl owi ng over nultiple RTTs,
whi | e decreasing strongly when the first indication of congestion is
received. One exanple is an Additive Increase Miltiplicative
Decrease (Al MD) schenme, where the window is increased by a certain
nunber of packets/bytes for each data segnent that has been
successfully transmtted, while the wi ndow decreases nultiplicatively
on the occurrence of a congestion event. This can |lead to a rather
unstable, oscillating sending rate but will resolve a congestion
situation quickly. Exanples of w ndow based Al MD schenes include TCP
NewReno [ RFC5681], TCP Cubic [CUBIC] (the default mechani smfor TCP
in Linux), and CCID 2 specified for DCCP [ RFC4341].

Sonme cl asses of applications prefer to use a transport service that
all ows sending at a nore stable rate that is slowy varied in
response to congestion. Rate-based methods offer this type of
congestion control and have been defined based on the I oss ratio and
observed round-trip tine, such as TFRC [ RFC5348] and TFRC- SP
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[ RFC4828]. These nethods utilize a throughput equation to determ ne
t he maxi num acceptable rate. Such nethods are used with DCCP CCID 3
[ RFCA342], CCID 4 [RFC5622], WEBRC [ RFC3738], and ot her applications.

Anot her class of applications prefers a transport service that yields
to other (higher-priority) traffic, such as interactive

transm ssions. Wiile nost traffic in the Internet uses |oss-based
congestion control and therefore tends to fill the network buffers
(to a certain level if Active Queue Managenent (AQV) is used), |ow
priority congestion control nethods often react to changes in del ay
as an earlier indication of congestion. This approach tends to

i nduce |l ess loss than a | oss-based nethod but does generally not
conpete well with |oss-based traffic across shared bottl eneck |inks.
Theref ore, nethods such as LEDBAT [ RFC6817] are deployed in the
Internet for scavenger traffic that ainms to only utilize otherw se
unused capacity.

5. Transport Features
The transport protocol features described in this docunent can be
used as a basis for defining conmon transport features. These are
listed below with the protocols supporting them
o Control Functions

*  Addressing

+ unicast (TCP, MPTCP, UDP, UDP-Lite, SCTP, DCCP, TLS, RITP,
HTTP, |CMP)

+ multicast (UDP, UDP-Lite, RTP, |ICMP, FLUTE/ ALC, NORM. Note
that, as TLS and DTLS are unicast-only, there is no widely

depl oyed nechani sm for supporting the features |isted under
the Security bullet (below) when using multicast addressing.

+ | Pv4 broadcast (UDP, UDP-Lite, |CWP)

+ anycast (UDP, UDP-Lite). Connection-oriented protocols such
as TCP and DCCP have al so been depl oyed usi ng anycast
addressing, with the risk that routing changes may cause
connection failure.

* Association type

+ connection-oriented (TCP, MPTCP, DCCP, SCTP, TLS, RTP, HTTP,
NORM

+ connectionless (UDP, UDP-Lite, FLUTE/ ALC)
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Mul ti hom ng support

+ resilience and nobility (MPTCP, SCTP)

+ | oad bal anci ng (MPTCP)

+ address fanmily nultiplexing (MPTCP, SCTP)

M ddl ebox cooperation

+ application-class signaling to m ddl eboxes (DCCP)

+ error condition signaling from ni ddl eboxes and routers to
endpoi nts (I CWP)

Si gnal i ng

+ control information and error signaling (I CWP)
+ application performance reporting (RTP)

ivery

Reliability

+ fully reliable delivery (TCP, MPTCP, SCTP, TLS, HITP, FLUTH
ALC, NORM

+ partially reliable delivery (SCTP, NORM
- using packet erasure coding (RTP, FLUTE/ ALC, NORM
- with specified policy for dropped nessages (SCTP)
+ unreliable delivery (SCTP, UDP, UDP-Lite, DCCP, RTP)
- with drop notification to sender (SCTP, DCCP, RTP)
+ error detection

- checksum for error detection (TCP, MPTCP, UDP, UDP-Lite,
SCTP, DCCP, TLS, DTLS, FLUTE/ ALC, NORM | CWP)

- partial payload checksum protection (UDP-Lite, DCCP)
Sone uses of RTP can exploit partial payl oad checksum
protection feature to provide a corruption-tol erant
transport service
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- checksumoptional (UDP). Possible with IPv4 and, in
certain cases, with | Pv6.
*  Ordering
+ ordered delivery (TCP, MPTCP, SCTP, TLS, RTP, HITP, FLUTE)

+ unordered delivery pernitted (UDP, UDP-Lite, SCTP, DCCP,
RTP, NORM

*  Typel/fram ng
+ streamoriented delivery (TCP, MPTCP, SCTP, TLS, HITP)
- with multiple streans per association (SCTP, HITP2)

+ nmessage-oriented delivery (UDP, UDP-Lite, SCTP, DCCP, DTLS,
RTP)

+ object-oriented delivery of discrete data or files and
associ ated netadata (HTTP, FLUTE/ ALC, NORM

- with partial delivery of object ranges (HITP)

* Directionality
+ unidirectional (UDP, UDP-Lite, DCCP, RTP, FLUTE/ ALC, NORM
+ bidirectional (TCP, MPTCP, SCTP, TLS, HITP)

o Transmi ssion control

* flow control (TCP, MPTCP, SCTP, DCCP, TLS, RTP, HTTP)

* congestion control (TCP, MPTCP, SCTP, DCCP, RTP, FLUTE ALC,
NORM . Congestion control can al so provided by the transport
supporting an upper-layer transport (e.g., TLS, RTP, HITP).

* segnentation (TCP, MPTCP, SCTP, TLS, RTP, HITP, FLUTE ALC,
NORM

* datal/nessage bundling (TCP, MPTCP, SCTP, TLS, HITP)
* stream scheduling prioritization (SCTP, HITP2)

* endpoint multiplexing (MPTCP)
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6.

0 Security

* authentication of one end of a connection (TLS, DTLS, FLUTH

ALC)
* authentication of both ends of a connection (TLS, DILS)
* confidentiality (TLS, DTLS)
* cryptographic integrity protection (TLS, DILS)
* replay protection (TLS, DTLS, FLUTE ALC)
| ANA Consi derati ons
Thi s docunent does not require any | ANA acti ons.
Security Considerations

Thi s docunent surveys existing transport protocols and protocols
providing transport-like services. Confidentiality, integrity,
authenticity are anmong the features provided by those services.
docunent does not specify any new features or nechanisns for
providing these features. Each RFC referenced by this docunent
di scusses the security considerations of the specification it
cont ai ns.
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