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Abstract

Thi s docunent describes Network Virtualization over Layer 3 (NVQ3)
use cases that can be deployed in various data centers and serve
di fferent data-center applications.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww.rfc-editor.org/info/rfc8151
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1

I ntroduction

Server virtualization has changed the Information Technol ogy (IT)
industry in terns of the efficiency, cost, and speed of providing new
applications and/or services such as cloud applications. However,
traditional data center (DC) networks have linits in supporting cloud
applications and nulti-tenant networks [RFC7364]. The goal of data
center Network Virtualization over Layer 3 (NVGB) networks is to
decoupl e the conmmuni cati on anong tenant systems from DC physica
infrastructure networks and to all ow one physical network
infrastructure to:

o carry many NVO3 virtual networks and isolate the traffic of
different NVG3 virtual networks on a physical network.

0 provide i ndependent address space in individual NVO3 virtua
networ k such as Medi a Access Control (MAC) and IP

0 Support flexible Virtual Machines (VMs) and/or workl oad pl acenent
including the ability to nove them from one server to another
wi t hout requiring VM address changes and physical infrastructure
net wor k configuration changes, and the ability to performa "hot
nmove" with no disruption to the live application running on those
VMG,

These characteristics of NVAGB virtual networks (VNs) hel p address the
i ssues that cloud applications face in data centers [RFC7364].

Hosts in one NVO3 VN nmay conmmuni cate with hosts in another NVG3 VN
that is carried by the same physical network, or different physica
network, via a gateway. The use-case exanples for the latter are as
fol | ows:

1) DCs that migrate toward an NVO3 solution will be done in steps,
where a portion of tenant systens in a VN are on virtualized
servers while others exist on a LAN

2) many DC applications serve Internet users who are on different
physi cal networks;

3) sone applications are CPU bound, such as Big Data anal ytics, and
may not run on virtualized resources.

The inter-VN policies are usually enforced by the gateway.
Thi s docunent describes general NVO3 VN use cases that apply to

various data centers. The use cases described here represent the DC
provider's interests and vision for their cloud services. The
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docunent groups the use cases into three categories fromsinple to
sophisticated in terns of inplementation. However, the

i npl enentation details of these use cases are outside the scope of
this docunent. These three categories are described bel ow

0 Basic NVO3 VNs (Section 2). Al Tenant Systens (TSs) in the
network are located within the same DC. The individual networks
can be either Layer 2 (L2) or Layer 3 (L3). The number of NVO3
VNs in a DCis much larger than the nunmber that traditional VLAN
based virtual networks [l EEE802.1(Q can support.

o Avirtual network that spans across nultiple DCs and/or to
custoner prenises where NVAB virtual networks are constructed and
i nterconnect other virtual or physical networks outside the DC.
An enterprise custoner may use a traditional carrier-grade VPN or
an | Psec tunnel over the Internet to communicate with its systens
inthe DC. This is described in Section 3.

o DC applications or services require an advanced network that
contains several NVO3 virtual networks that are interconnected by
gateways. Three scenarios are described in Section 4:

(1) supporting nultiple technol ogies;
(2) constructing several virtual networks as a tenant network; and
(3) applying NVOB to a virtual Data Center (vDC)

The docunent uses the architecture reference nodel defined in
[ RFC7365] to describe the use cases.

1.1. Term nol ogy

This docunent uses the term nol ogy defined in [ RFC7365] and
[ RFC4364]. Sone additional terns used in the docunent are listed

her e.

ASBR: Aut ononobus Syst em Bor der Router

DC: Data Center.

DvZ: Demilitarized Zone. A conputer or snall subnetwork
between a nore-trusted internal network, such as a
corporate private LAN, and an untrusted or |ess-trusted
external network, such as the public Internet.

DNS: Domai n Nane Service [ RFC1035].

Yong, et al. I nf or mat i onal [ Page 4]



RFC 8151 NVG3 Use Case May 2017

DC Operator: An entity that is responsible for constructing and
managi ng all resources in DCs, including, but not
limted to, conmputing, storage, networking, etc.

DC Provider: An entity that uses its DC infrastructure to offer
services to its custoners.

NAT: Net wor k Address Transl ation [ RFC3022].

vGW virtual GateWay. A gateway conponent used for an NVO3
virtual network to interconnect w th another
vi rtual / physi cal network.

NVOB: Networ k Virtualization over Layer 3. A virtual network
that is inplenmented based on the NVG3 architecture.

PE: Provi der Edge.

SP: Servi ce Provider.

TS: A Tenant System which can be instantiated on a physical
server or virtual machine (VM.

VRF- LI TE: Virtual Routing and Forwarding - LITE [ VRFLITE].

VN Virtual Network

Vol P: Voi ce over | P

WAN VPN Wde Area Network Virtual Private Network [ RFC4364]
[ RFC7432] .

1.2. NvV@3 Background

An NVO3 virtual network is in a DC that is inplenented based on the
NVQ3 architecture [ RFC8014]. This architecture is often referred to
as an overlay architecture. The traffic carried by an NVQ3 virtual
network is encapsul ated at a Network Virtualizati on Edge (NVE)

[ RFC8014] and carried by a tunnel to another NVE where the traffic is
decapsul ated and sent to a destination Tenant System (TS). The NVO3
architecture decouples NV virtual networks fromthe DC physi cal
network configuration. The architecture uses comopn tunnels to carry
NVQ3 traffic that belongs to nultiple NVG3 virtual networks.

An NVQ3 virtual network may be an L2 or L3 dommin. The network
provides switching (L2) or routing (L3) capability to support host
(i.e., TS) communications. An NVG3 virtual network may be required
to carry unicast traffic and/or nulticast or broadcast/unknown-
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uni cast (for L2 only) traffic to/fromTSs. There are several ways to
transport NVO3 virtual network Broadcast, Unknown Unicast, and
Mul ticast (BUM traffic [ NVOBMCAST] .

An NVO3 virtual network provides conmunications anong TSs in a DC. A
TS can be a physical server/device or a VM on a server end-device
[ RFC7365] .

2. DCwith a Large Nunber of Virtual Networks

A DC provider often uses NVAB virtual networks for interna
applications where each application runs on many VMs or physica
servers and the provider requires applications to be segregated from
each other. A DC may run a | arger nunber of NVO3 virtual networks to
support many applications concurrently, where a traditional VLAN

sol ution based on IEEE 802.1Q is limted to 4094 VLANSs.

Applications running on VMs nay require a different quantity of
conputing resources, which may result in a computing-resource
shortage on sone servers and other servers being nearly idle. A
shortage of conputing resources may inpact application perfornance.
DC operators desire VM or workl oad novenent for resource-usage
optim zation. VMdynam c placenment and nobility results in frequent
changes of the binding between a TS and an NVE. The TS reachability
updat e nechani sns should take significantly less tine than the
typical retransni ssion Timeout wi ndow of a reliable transport
protocol such as TCP and Stream Control Transni ssion Protocol (SCTP)
so that endpoints’ transport connections won't be inpacted by a TS
becom ng bound to a different NVE. The capability of supporting many
TSs in a virtual network and many virtual networks in a DCis
critical for an NVO3 sol ution

When NVQB virtual networks segregate VMs bel onging to different
applications, DC operators can independently assign MAC and/or |P
address space to each virtual network. This addressing is nore
flexible than requiring all hosts in all NVAG3 virtual networks to
share one address space. |n contrast, typical use of |EEE 802.1Q
VLANs requires a single common MAC address space

3. DC NVGB Virtual Network and External Network | nterconnection

Many custoners (enterprises or individuals) who utilize a DC
provider’s conpute and storage resources to run their applications
need to access their systems hosted in a DC through Internet or
Service Providers’ Wde Area Networks (WAN). A DC provider can
construct a NVO3 virtual network that provides connectivity to al
the resources designated for a custoner, and it allows the customner
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to access the resources via a virtual GateWay (vGW. WAN
connectivity to the vGW can be provided by VPN technol ogi es such as
| Psec VPNs [ RFC4301] and BGP/ MPLS | P VPNs [ RFC4364].

If a virtual network spans multiple DC sites, one design using NVO3
is to allowthe network to seam essly span the sites w thout DC
gateway routers’ termnation. |In this case, the tunnel between a
pair of NVEsS can be carried within other intermedi ate tunnels over
the Internet or other WANs, or an intra-DC tunnel and inter-DC
tunnel (s) can be stitched together to forman end-to-end tunne
between the pair of NVEs that are in different DC sites. Both cases
will formone NVAB virtual network across nultiple DC sites.

Two use cases are described in the follow ng sections.
3.1. DC NVG3 Virtual Network Access via the Internet

A custonmer can connect to an NVAG3 virtual network via the Internet in
a secure way. Figure 1 illustrates an exanple of this case. The
NVO3 virtual network has an instance at NVE1L and NVE2, and the two
NVEs are connected via an IP tunnel in the DC. A set of TSs are
attached to NVEL1 on a server. NVE2 resides on a DC Gateway devi ce.
NVE2 termi nates the tunnel and uses the VN Identifier (VNID) on the
packet to pass the packet to the corresponding vGVNentity on the DC
GW (the vGWis the default gateway for the virtual network). A
custonmer can access their systens, i.e., TSl or TSn, in the DC via
the Internet by using an | Psec tunnel [RFC4301]. The |IPsec tunnel is
configured between the vGW and the custoner gateway at the custoner
site. Either a static route or Internal Border Gateway Protoco
(I1BGP) may be used for prefix advertisenent. The vGW provi des | Psec
functionality such as authentication schene and encryption; |BGP
traffic is carried within the I Psec tunnel. Sone vGWNfeatures are
listed bel ow

o0 The vGWN maintains the TS/ NVE mappi ngs and advertises the TS prefix
to the custonmer via static route or |BGP

o Some vGWfunctions such as the firewall and | oad-bal ancer (LB) can
be performed by locally attached network appliance devices.

o If the NV virtual network uses different address space than
external users, then the vGWN needs to provide the NAT function

o Mre than one | Psec tunnel can be configured for redundancy.
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o0 The vGWcan be inplenmented on a server or VM |In this case, IP
tunnels or | Psec tunnels can be used over the DC infrastructure.

o DC operators need to construct a vGWNfor each custoner.

Server+--------------- +
| TS1 TSn |
| . |
| -4+ | Custoner Site
| | NVEL | | S pp— +
| | ow |
Hom - - Fom e oo - + +- - - -+
| *
L3 Tunnel *
| *
DC GW +------ A + -- S--
| I | i -
| 1 NVEZ | | - )
|  +---+---+ | ( * Internet )
| 4o+ | (* /
| | VG/V | * * * * % x * x ' _ L
| +------- + | | I'Psec L R A
| R + | Tunne
S +

DC Provider Site
Figure 1: DC Virtual Network Access via the Internet
3.2. DC NV Virtual Network and SP WAN VPN | nt erconnecti on

In this case, an enterprise customer wants to use a Service Provider
(SP) WAN VPN [ RFC4364] [RFC7432] to interconnect its sites with an
NVO3 virtual network in a DC site. The SP constructs a VPN for the
enterprise custoner. Each enterprise site peers with an SP PE. The
DC provider and VPN SP can build an NVGB virtual network and a WAN
VPN i ndependently, and then interconnect themvia a local link or a
tunnel between the DC GWand WAN PE devices. The control plane

i nterconnection options between the DC and WAN are described in

[ RFC4A364]. Using the option "a" specified in [ RFC4364] with VRF-LITE
[ VRF-LI TE], both ASBRs, i.e., DC GWand SP PE, mmintain a
routing/forwarding table (VRF). Using the option "b" specified in

[ RFC4364], the DC ASBR and SP ASBR do not nmintain the VRF table;
they only maintain the NVG3 virtual network and VPN identifier

mappi ngs, i.e., |abel mapping, and swap the | abel on the packets in
the forwarding process. Both option "a" and option "b" allow the se
of NVG3 VNs and VPNs using their own identifiers, and two identifiers
are napped at the DC GW Wth the option "c" in [RFC4364], the VN
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and VPN use the sane identifier and both ASBRs performthe tunne
stitching, i.e., tunnel segnent mapping. Each option has pros and
cons [ RFC4364] and has been depl oyed in SP networks depending on the
application requirenents. BGP is used in these options for route

di stribution between DCs and SP WANs. Note that if the DCis the
SP's DC, the DC GWand SP PE can be nerged into one device that
perforns the interworking of the VN and VPN wi thin an Aut ononous
System

These solutions allow the enterprise networks to conmuni cate with the
tenant systens attached to the NVOG3 virtual network in the DC w thout
interfering with the DC provider’s underlying physical networks and
other NVA3 virtual networks in the DC. The enterprise can use its
own address space in the NVG3 virtual network. The DC provider can
manage whi ch VM and storage el enents attach to the NVOG3 virtua
networ k. The enterprise custoner manages which applications run on
the VMs without knowing the location of the VMs in the DC. (See
Section 4 for nore information.)

Furthernmore, in this use case, the DC operator can nove the VMs
assigned to the enterprise fromone sever to another in the DC

wi thout the enterprise customer being aware, i.e., with no inpact on
the enterprise’s "live" applications. Such advanced technol ogi es
bring DC providers great benefits in offering cloud services, but add
sonme requirenents for NVO3 [ RFC7364] as wel | .

4. DC Applications Using NVO3

NVO3 technol ogy provides DC operators with the flexibility in

desi gni ng and deploying different applications in an end-to-end
virtualization overlay environnment. The operators no |onger need to
worry about the constraints of the DC physical network configuration
when creating VMs and configuring a network to connect them A DC
provider may use NVO3 in various ways, in conjunction wi th other
physi cal networks and/or virtual networks in the DC. This section
hi ghl i ghts sonme use cases for this goal

4.1. Supporting Miltiple Technol ogi es

Servers deployed in a large DC are often installed at different
times, and they may have different capabilities/features. Sone
servers may be virtualized, while others nmay not; some nay be

equi pped with virtual switches, while others may not. For the
servers equi pped with Hypervisor-based virtual sw tches, sone nay
support a standardi zed NVO3 encapsul ation, some nmay not support any
encapsul ati on, and sonme may support a documented encapsul ation
protocol (e.g., Virtual eXtensible Local Area Network (VXLAN)

[ RFC7348] and Network Virtualization using CGeneric Routing
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Encapsul ation (NVGRE) [RFC7637]) or proprietary encapsul ations. To
construct a tenant network anong these servers and the Top- of - Rack
(ToR) switches, operators can construct one traditional VLAN network
and two virtual networks where one uses VXLAN encapsul ati on and the
ot her uses NVGRE, and interconnect these three networks via a gateway
or virtual GNW The GWperforns packet encapsul ati on/ decapsul ation
transl ati on between the networks.

Anot her case is that sonme software of a tenant has high CPU and
menory consunption, which only nmakes sense to run on standal one
servers; other software of the tenant nay be good to run on VM.
However, provider DC infrastructure is configured to use NVOB to
connect VMs and VLANs [| EEE802.1Q to physical servers. The tenant
networ k requires interworking between NVO3 and traditional VLAN

4.2. DC Applications Spanning Miltiple Physical Zones

A DC can be partitioned into nultiple physical zones, with each zone
havi ng different access pernissions and running different
applications. For exanple, a three-tier zone design has a front zone
(Web tier) with Web applications, a nid zone (application tier) where
service applications such as credit paynment or ticket booking run

and a back zone (database tier) with Data. External users are only
able to comunicate with the Web application in the front zone; the
back zone can only receive traffic fromthe application zone. In
this case, conmunications between the zones nust pass through one or
nmore security functions in a physical DMZ zone. Each zone can be

i mpl ement ed by one NVA3 virtual network and the security functions in
DVZ zone can be used to between two NVO3 virtual networks, i.e., two
zones. |f network functions (NFs), especially the security functions
in the physical DMVZ, can't process encapsul ated NVQ3 traffic, the
NVQ3 tunnels have to be term nated for the NF to performits
processing on the application traffic.

4.3. Virtual Data Center (vDQC)

An enterprise DC may deploy routers, sw tches, and network appliance
devices to construct its internal network, DMZ, and external network
access; it may have many servers and storage running various
applications. Wth NVG3 technol ogy, a DC provider can construct a
vDC over its physical DC infrastructure and offer a vDC service to
enterprise custonmers. A vDC at the DC provider site provides the
sanme capability as the physical DC at a custoner site. A customer
manages its own applications running inits vDC. A DC provider can
further offer different network service functions to the customer
The network service functions may include a firewall, DNS, LB

gat eway, etc.
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Figure 2 illustrates one such scenario at the service-abstraction
level. 1In this exanple, the vDC contains several L2 VNs (L2VNx,
L2VNy, L2VNz) to group the tenant systens together on a per-
application basis, and one L3 VN (L3VNa) for the internal routing. A
network firewall and gateway runs on a VM or server that connects to
L3VNa and is used for inbound and outbound traffic processing. An LB
is used in L2ZVN\x. A VPN is also built between the gateway and
enterprise router. An Enterprise custonmer runs Web/ Mail/Voice
applications on VMs within the vDC. The users at the Enterprise site
access the applications running in the vDC via the VPN, Internet
users access these applications via the gateway/firewall at the DC
provi der site.

I nt er net A Internet
|
N Fom - -+
| | GV |
| +- - - - -+
| |
ommanan N + I SR
| Firewal | / Gat eway+--- VPN-----+router
S Fomm e o - + +- - - -+
| ||
A [ ..
+o--- - L3 VNa :1--------- + LAl
e
| LB | | | Enterprise Site
+-+-+ |
+ S +
L2VNx L2VNy L2VNz
|| || ||
| || |
Web App Mai | App. Vol P App

DC Provider Site
Figure 2: Virtual Data Center Abstraction View

The enterprise customer decides which applications should be
accessible only via the intranet and which should be assessable via
both the intranet and Internet, and it configures the proper security
policy and gateway function at the firewall/gateway. Furthernore, an
enterprise customer may want multi-zones in a vDC (see Section 4.2)
for the security and/or the ability to set different QoS levels for
the different applications.
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The vDC use case requires an NVQ3 solution to provide DC operators
with an easy and quick way to create an NVO3 virtual network and NVEs
for any vDC design, to allocate TSs and assign TSs to the
corresponding NVO3 virtual network and to illustrate vDC topol ogy and
manage/ configure individual elenents in the vDC in a secure way.

5.  Summary

Thi s docunent describes sone general NVO3 use cases in DCs. The
conbi nati on of these cases will give operators the flexibility and
capability to design nore sophisticated support for various cloud
applications.

DC services may vary, NVQB virtual networks nmake it possible to scale
a large nunmber of virtual networks in a DC and ensure the network
infrastructure not inpacted by the nunmber of VMs and dynani c workl oad
changes in a DC

NVO3 uses tunnel techniques to deliver NVO3 traffic over DC physica
i nfrastructure network. A tunnel encapsul ation protocol is
necessary. An NVO3 tunnel may, in turn, be tunneled over other
internedi ate tunnels over the Internet or other WANSs.

An NVQ3 virtual network in a DC nmay be accessed by external users in
a secure way. Many existing technol ogi es can hel p achi eve this.

6. Security Considerations

Security is a concern. DC operators need to provide a tenant with a
secured virtual network, which neans one tenant’s traffic is isolated
fromother tenants’ traffic and is not |eaked to the underlay
networks. Tenants are vulnerable to observation and data

nodi fication/injection by the operator of the underlay and should
only use operators they trust. DC operators also need to prevent a
tenant application attacking their underlay DC networks; further

they need to protect a tenant application attacking another tenant
application via the DC infrastructure network. For exanple, a tenant
application attenpts to generate a |large volunme of traffic to
overload the DC s underlying network. This can be done by limiting

t he bandwi dth of such conmuni cati ons.

7. | ANA Consi derati ons

Thi s docunent does not require any | ANA acti ons.
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