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Abstr act

This meno describes the contributions of the Open Platform for NFV
(OPNFV) project on Virtual Switch Performance (VSPERF), particularly
in the areas of test setups and configuration parameters for the
system under test. This project has extended the current and

conpl eted work of the Benchnarki ng Met hodol ogy Working Group in the
| ETF and references existing literature. The Benchnarking

Met hodol ogy Working Group has traditionally conducted | aboratory
characterization of dedicated physical inplenmentations of

i nternetworking functions. Therefore, this nmeno describes the
addi ti onal considerations when virtual switches are inplenmented on
gener al - purpose hardware. The expanded tests and benchmarks are al so
i nfluenced by the OPNFV nission to support virtualization of the
"telco" infrastructure.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
https://ww.rfc-editor.org/info/rfc8204.
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1. Introduction

The Benchnar ki ng Met hodol ogy Working Group (BMAG) has traditionally
conducted | aboratory characterization of dedicated physica

i npl enent ati ons of internetworking functions. The bl ack-box
benchmar ks of throughput, | atency, forwardi ng rates, and others have
served our industry for many years. Now, Network Function
Virtualization (NFV) has the goal of transform ng how internetwork
functions are inplenmented and therefore has garnered nuch attention

A virtual switch (vSwitch) is an inportant aspect of the NFV
infrastructure; it provides connectivity between and anbng physica
network functions and virtual network functions. As a result, there
are nmany vSwitch benchmarking efforts but few specifications to guide
the many new test design choices. This is a conplex problemand an

i ndustry-wi de work in progress. In the future, several of BMAG s
fundanmental specifications will |ikely be updated as nore testing
experience helps to form consensus around new net hodol ogi es, and BMAG
shoul d continue to collaborate with all organizations that share the
same goal

This meno describes the contributions of the Open Platform for NFV
(OPNFV) project on Virtual Switch Performance (VSPERF)
characterization through the Danube 3.0 (fourth) rel ease [DanubeRel ]
to the chartered work of the BMAG (with stable references to their
test descriptions). This project has extended the current and

conpl eted work of the BMAG | ETF and references existing literature.
For exanple, the nost often referenced RFC is [ RFC2544] (which
depends on [RFC1242]), so the foundation of the benchmarking work in
OPNFV is commobn and strong. The recommended extensions are
specifically in the areas of test setups and configuration paraneters
for the system under test.

See [ VSPERFhone] for nore background and the OPNFV website for
general information [ OPNFV].

The aut hors note that OPNFV distinguishes itself from other open
source conpute and networking projects through its enphasis on
existing "telco" services as opposed to cloud conputing. There are
many ways in which telco requirenents have different enphasis on
performance di mensi ons when conpared to cloud conputing: support for
and transfer of isochronous nedia streans i s one exanple.
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1.1. Requirenments Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB8174] when, and only when, they appear in all
capitals, as shown here.

1.2. Abbreviations

For the purposes of this docunent, the follow ng abbreviations apply:

ACK Acknowl edge

ACPI Advanced Configuration and Power Interface
Bl OS Basi ¢ I nput CQutput System

BMAG Benchmar ki ng Met hodol ogy Wor ki ng G oup
CPDP Control Pl ane Data Pl ane

CPU Central Processing Unit

DI MM Dual In-line Menory Modul e

DPDK Dat a Pl ane Devel opnent Kit

DUT Devi ce Under Test

GRUB Grand Uni fied Bootl oader

ID I dentification

I M X I nternet M x

| P I nt ernet Protocol

| PPM | P Performance Metrics

LAN Local Area Network

LTD Level Test Design

NFV Net wor k Functions Virtualization

NI C Network Interface Card

NUVA Non- uni form Menory Access

OPNFV Open Platform for NFV

cs Operating System

PCl Peri pheral Conponent I nterconnect

PDV Packet Delay Variation

SRIIOV Single Root / Input Qutput Virtualization
SuUT System Under Test

TCP Transm ssi on Control Protocol

TSO TCP Segnment O f | oad

ubP User Dat agram Prot ocol

VM Vi rtual Machine

VNF Virtual i sed Network Function

VSPERF  OPNFV vSwi tch Perfornmance Project
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2. Scope

The primary purpose and scope of the neno is to describe key aspects
of vSwitch benchmarking, particularly in the areas of test setups and
configuration parameters for the systemunder test, and extend the
body of extensive BMAG literature and experience. Initial feedback

i ndi cates that nmany of these extensions nmay be applicable beyond this
meno’ s current scope (to hardware switches in the NFV infrastructure
and to virtual routers, for exanple). Additionally, this nmeno serves
as a vehicle to include nore detail and relevant conmrentary from BMAG
and ot her open source comunities under BMAG s chartered work to
characterize the NFV infrastructure.

The benchmarki ng covered in this nmeno should be applicable to many
types of vSwitches and remain vSwitch agnostic to a great degree.
There has been no attenpt to track and test all features of any
specific vSwitch inpl enentation

3. Benchnarki ng Consi derations

This section highlights sonme specific considerations (from][RFC8172])
related to benchmarks for virtual switches. The OPNFV project is
sharing its present view on these areas as they develop their
specifications in the Level Test Design (LTD) docunent as defined by
[ 1 EEE829] .

3.1. Conparison with Physical Network Functions

To conpare the performance of virtual designs and inplenentations
with their physical counterparts, identical benchmarks are needed.
BMAG has devel oped specifications for many physical network
functions. The BMAG has recomended reusi ng exi sting benchmarks and
nmet hods in [ RFC8172], and the OPNFV LTD expands on them as descri bed
here. A key configuration aspect for vSwitches is the nunber of
paral l el CPU cores required to achi eve conparable performance with a
gi ven physi cal device or whether sone limt of scale will be reached
before the vSwitch can achi eve the conparabl e perfornance | evel

It’s unlikely that the virtual switch will be the only application
running on the SUT, so CPU utilization, cache utilization, and menory
footprint should al so be recorded for the virtual inplenentations of

i nternetworking functions. However, internally nmeasured netrics such
as these are not benchnarks; they nmay be useful for the audience
(e.g., operations) to know and may al so be useful if there is a

probl em encount ered during testing.
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Benchmark conparability between virtual and physical /hardware

i mpl ement ati ons of equivalent functions will likely place nore
detail ed and exact requirenents on the "testing systens" (in terns of
stream generation, algorithns to search for maxi num val ues, and their
configurations). This is another area for standards devel opnment to
appreci ate; however, this is a topic for a future docunent.

3.2. Continued Enphasis on Bl ack- Box Benchmarks

Ext ernal observations remain essential as the basis for benchmarks.

Internal observations with a fixed specification and interpretation
will be provided in parallel to assist the devel opnent of operations
procedures when the technol ogy is depl oyed.

3.3. New Configuration Paraneters

A key considerati on when conducting any sort of benchmark is trying
to ensure the consistency and repeatability of test results. Wen
benchmar ki ng the perfornance of a vSwitch, there are many factors
that can affect the consistency of results; one key factor is

mat chi ng the vari ous hardware and software details of the SUT. This
section lists some of the many new paraneters that this project
believes are critical to report in order to achieve repeatability.

It has been the goal of the project to produce repeatable results,
and a large set of the paraneters believed to be critical is provided
so that the benchmarki ng community can better appreciate the increase
in configuration conplexity inherent in this work. The paraneter set
bel ow i s assunmed sufficient for the infrastructure in use by the
VSPERF project to obtain repeatable results fromtest to test.

Hardware details (platform processor, nenory, and networKk)
i ncl udi ng:

o0 BIOS version, rel ease date, and any configurations that were
nodi fi ed

o Power nanagenent at all levels (ACPlI sleep states, processor
package, OS, etc.)

o CPU mcrocode | eve
o Nunber of enabl ed cores
0 Nunber of cores used for the test

o Menory information (type and size)
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Menmory DI MM configurations (quad rank performance nay not be the
same as dual rank) in size, frequency, and slot |ocations

Number of physical NICs and their details (manufacturer, versions,
type, and the PCl slot they are plugged into)

NI C interrupt configuration (and any special features in use)

PCl configuration paranmeters (payload size, early ACK option
etc.)

Software details including:

(o]

(0]

CS RunLevel

CS version (for host and VNF)

Kernel version (for host and VNF)

GRUB boot paraneters (for host and VNF)

Hypervi sor details (type and version)

Sel ected vSwi tch, version nunber, or commit |D used

vSwi tch launch command line if it has been paraneterized
Menory allocation to the vSwitch

Whi ch NUVA node it is using and how many nenory channel s

DPDK or any other software dependency version nunber or conmit ID
used

Menory allocation to a VM- if it’s from Hugepages/ el sewhere

VM st orage type - snapshot, independent persistent, independent
non- per si st ent

Nunber of VMs
Nunmber of virtual NICs (vNICs) - versions, type, and driver
Nunmber of virtual CPUs and their core affinity on the host

Number of vNICs and their interrupt configurations
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o0 Thread affinitization for the applications (including the vSwitch
itself) on the host

0 Details of resource isolation, such as CPUs designated for Host/
Kernel (isolcpu) and CPUs designated for specific processes
(taskset).

Test traffic information:

0 Test duration

0 Nunber of flows

o Traffic type - UDP, TCP, and others

o0 Frane Sizes - fixed or IMX [RFC6985] (note that with
[ 1 EEEBO02. 1ac], franmes may be | onger than 1500 bytes and up to 2000
byt es)

0 Deploynent Scenario - defines the comunications path in the SUT

3. 4. Fl ow C assification

Virtual sw tches group packets into flows by processing and matching
particul ar packet or franme header infornmation, or by nmatching packets
based on the input ports. Thus, a flow can be thought of as a
sequence of packets that have the sanme set of header field val ues or
have arrived on the same physical or |ogical port. Performance
results can vary based on the parameters the vSwitch uses to match
for a flow The recomended flow classification paraneters for any
vSwi t ch perfornance tests are: the input port (physical or |ogical),
t he source MAC address, the destination MAC address, the source IP
address, the destination |IP address, and the Ethernet protocol type
field (although classification may take place on other fields, such
as source and destination transport port nunbers). It is essential
to increase the flow tineout tine on a vSwitch before conducting any
performance tests that do not intend to neasure the flow setup tine
(see Section 3 of [RFC2889]). Normally, the first packet of a
particular streamw |l install the flowin the virtual switch, which
i ntroduces additional |atency; subsequent packets of the sane flow
are not subject to this latency if the flowis already installed on
the vSwi tch.
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This outline describes the neasurenent of baselines with isolated
resources at a high level, which is the intended approach at this

tinme.
1. Baselines:
*  Optional: Benchmark platformforwarding capability w thout a
vSwitch or VNF for at least 72 hours (serves as a neans of
pl atform validation and a neans to obtain the base perfornmance
for the platformin terns of its maxi numforwarding rate and
| at ency).
o e e e e e e e e e e e e e e eieaeeeaa + |
| b ol
| _ _ |
| | Si mpl e Forwar di ng App | | Host
| I
| ol
I NI C I
oo o o e o e e e e e e e e e e e e e oo o +---+ |
N
%

I e +
| _ |
| Traffic Generator |
| |
S S +

Figure 1: Benchmark Pl atform Forwardi ng Capability
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*  Benchmark VNF forwarding capability with direct connectivity
(vSwitch bypass, e.g., SR IOV) for at |least 72 hours (serves
as a means of VNF validation and a nmeans to obtain the base
performance for the VNF in terms of its maxi num forwarding
rate and latency). The nmetrics gathered fromthis test will
serve as a key conparison point for vSwitch bypass
t echnol ogi es perfornance and vSwitch perfornmance.

o + |
| b N
| | | Host/ |
| | VNF | | Guest |
| I |
| P
| | Passt hr ough/ SR-1 OV | | Host
| b + o |
I NI C I |
T - +---+ |
N
%
o e m e e e e e e e e e e e e e e e e e e e e e e e e e m o +

Fi gure 2: Benchmark VNF Forwardi ng Capability
*  Benchmarking with isolated resources alone and with other
resources (both hardware and software) disabled; for exanple,
vSwi tch and VM are SUT.

*  Benchmarking with isol ated resources alone, thus |eaving sone
resources unused.

* Benchmarking with isolated resources and all resources
occupi ed.

2. Next Steps:
* Limted sharing
*  Production scenari os

* Stressful scenarios
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4. VSPERF Specification Sunmary

The overall specification in preparation is referred to as a Leve
Test Design (LTD) docunent, which will contain a suite of performance
tests. The base performance tests in the LTD are based on the
pre-existing specifications devel oped by the BM( G to test the
performance of physical switches. These specifications include:

0o Benchmarki ng Met hodol ogy for Network | nterconnect Devices
[ RFC2544]

0o Benchnarki ng Met hodol ogy for LAN Switchi ng [ RFC2889]
0 Device Reset Characterization [ RFC6201]
0 Packet Delay Variation Applicability Statement [RFC5481]

The two nost recent RFCs above ([ RFC6201] and [ RFC5481]) are being
applied in benchmarking for the first time and represent a

devel opnent chal l enge for test equi pnent devel opers. Fortunately,
many nenbers of the testing system comunity have engaged on the
VSPERF project, including an open source test system

In addition to this, the LTD al so reuses the term nol ogy defined by:
0o Benchmarking Terninol ogy for LAN Switching Devices [ RFC2285]

It is recommended that these references be included in future
benchmar ki ng speci fi cati ons:

o Methodol ogy for IP Milticast Benchmarking [ RFC3918]
0 Packet Reordering Metrics [ RFC4737]

As one m ght expect, the nost fundanmental internetworking
characteristics of throughput and | atency remain inportant when the
switch is virtualized, and these benchmarks figure prom nently in the
speci fication.

When consi dering characteristics inportant to "tel co" network
functions, additional performance netrics are needed. |In this case,
the project specifications have referenced netrics fromthe IETF IP
Performance Metrics (IPPM literature. This nmeans that the | atency
test described in [RFC2544] is replaced by neasurenent of a netric
derived fromIPPMs [RFC7679], where a set of statistical summaries
will be provided (nean, max, nmin, and percentiles). Further netrics
pl anned to be benchrarked incl ude packet delay variation as defined
by [ RFC5481], reordering, burst behaviour, DUT availability, DUT
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capacity, and packet loss in long-termtesting at the throughput
| evel, where sone |ow |l evel of background | oss nay be present and
characteri zed.

Tests have been designed to collect the netrics bel ow

(o]

Throughput tests are designed to neasure the naxi mum forwardi ng
rate (in franes per second, fps) and bit rate (in Mps) for a
constant | oad (as defined by [RFC1242]) without traffic |oss.

Packet and frame-delay distribution tests are designed to neasure
t he average m ni num and maxi num packet (and/or frane) delay for
constant | oads.

Packet delay tests are designed to understand |atency distribution
for different packet sizes and to uncover outliers over an
ext ended test run

Scal ability tests are designed to understand how the virtua
switch performs with an increasing nunber of flows, nunber of
active ports, configuration conplexity of the forwarding | ogic,
etc.

Stream perfornmance tests (with TCP or UDP) are designed to neasure
bul k data transfer performance, i.e., how fast systens can send
and receive data through the switch

Control -path and data-path coupling tests are designed to

under stand how cl osely the data path and the control path are
coupled, as well as the effect of this coupling on the perfornmance
of the DUT (for exanple, delay of the initial packet of a flow).

CPU and nmenory consunption tests are designed to understand the
virtual switch's footprint on the systemand are conducted as
auxiliary measurenents with the benchmarks above. They include
CPU utilization, cache utilization, and nenory footprint.

The so-called "soak" tests, where the selected test is conducted
over a long period of time (with an ideal duration of 24 hours but
only long enough to deternine that stability issues exist when
found; there is no requirenment to continue a test when a DUT
exhibits instability over tinme). The key perfornmance
characteristics and benchnarks for a DUT are determ ned (using
short duration tests) prior to conducting soak tests. The purpose
of soak tests is to capture transient changes in performance,

whi ch may occur due to infrequent processes, menory |eaks, or the
| ow probability coincidence of two or nore processes. The
stability of the DUT is the paranmount consideration, so
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performance nust be eval uated periodically during continuous
testing, and this results in use of frane rate netrics [ RFC2889]
i nstead of throughput [RFC2544] (which requires stopping traffic
to allowtine for all traffic to exit internal queues), for
exanpl e.

Addi tional test specification devel opnent shoul d incl ude:

0 Request/response performance tests (with TCP or UDP), which
nmeasure the transaction rate through the swtch.

0 Noi sy neighbor tests, in order to understand the effects of
resource sharing on the performance of a virtual swtch.

0 Tests derived from exami nation of ETSI NFV Draft GS | FAO0O3
requi renents [l FAOO3] on characterization of accel eration
technol ogi es applied to vSwi t ches.

The flexibility of deploynment of a virtual switch within a network
nmeans that it is necessary to characterize the performance of a
vSwi tch in various depl oynent scenarios. The deploynment scenarios
under consideration are shown in the follow ng figures:

S + |
| A R + |
| | | | |
| | v | | Host
| [ + [ + | |
| | PHY Port | vSwitch | PHY Port | | |
T S RS S +---+ |
. —_
| |
\
o e e e e e e e e e e e e e e e e e e e eaaas +

Figure 3: Physical Port to Virtual Switch to Physical Port
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o m e e e el +
| |
| o
| | Appli cation | | |
| A
| n |
| | | | | Guest
| : v |
| T + T + | |
| | Logical Port O] | Logical Port 1 | |
o S S +---+ |

R -

| |

V —
B [ TS T +-- -+ |
| | Logical Port O] | Logical Port 1] | |
| S + S + | |
| n |
| | | | | Host
| v |
| S + S + | |
| | PHY Port | vSwitch | PHY Port | | |
Fom e e oo oo B S RS +---+ |
R -
| |
%

o +
| . |
| Traffic Generator |
| |
R L T +

Figure 4: Physical Port to Virtual Switch to VNF to Virtual Switch to
Physi cal Port
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R e oo e eeieooooo. +
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e S A B e S B
| | Application | | | | Application | | |
| S e o
| n | || n | ||
| | % [ | % | | CGuests
| e N R s ]
| | Logical Ports | | | | Logical Ports | | |
| | 0 r 7 1 1 1 0 1 1 |
o oot e e e e e o - +-+ |
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Figure 5: Physical Port to Virtual Switch to VNF to Virtual Switch to
VNF to Virtual Switch to Physical Port
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Figure 6: Physical Port to Virtual Switch to VNF
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o m e e e el +
| |
| o
| | Appli cation | | |
| A
| : |
| | | | Guest
| v |
| oo o
| | Logical Port | | |
o e e m e e e e e e e e e e oo oo - S +--+

|

V —
o T +-- -+ |
| | Logical Port | | |
| b A
| |
| | | | Host
| v |
| oo o
| vSwi t ch | PHY Port | | |
o e e m e e e e e e e e e e oo oo - RS +--+

|
%

o +

Figure 7: VNF to Virtual Switch to Physical Port
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o e e e e eeeaeaaas R +
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Figure 8 VNF to Virtual Switch to VNF

A set of deploynment scenario figures is available on the VSPERF "Test
Met hodol ogy" wi ki page [ Test Topo].

5. 3x3 Matrix Coverage

This section organi zes the nany existing test specifications into the
"3x3" matrix (introduced in [RFC8172]). Because the LTD
specification ID nanes are quite long, this section is organized into
lists for each occupied cell of the matrix (not all are occupied;

al so, the matrix has grown to 3x4 to accommpdate scale netrics when
di spl ayi ng the coverage of many netrics/benchmarks). The current
version of the LTD specification is available; see [LTD.

The tests listed bel ow assess the activation of paths in the data
pl ane rather than the control plane.

A complete list of tests with short summaries is available on the
VSPERF "LTD Test Spec Overview' w ki page [LTDoverV].
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5.1. Speed of Activation

0 Activation. RFC2889. Addr essLear ni ngRat e

0 PacketLatency. | nitial Packet Processi ngLat ency
5.2. Accuracy of Activation

0 CPDP. Coupl i ng. Fl ow. Addi ti on
5.3. Reliability of Activation

0 Throughput. RFC2544. Syst enRecover yTi ne

0 Throughput. RFC2544. Reset Ti e
5.4, Scale of Activation

0 Activation. RFC2889. Addr essCachi ngCapaci ty
5.5. Speed of QOperation

0 Throughput . RFC2544. Packet LossRat e

0 Stress. RFC2544. OPacket Loss

0 Throughput . RFC2544. Packet LossRat eFr ameModi fi cati on

o0 Throughput. RFC2544. BackToBackFr anes

0 Throughput . RFC2889. MaxFor war di ngRat e

0 Throughput . RFC2889. For war dPr essur e

o Throughput . RFC2889. Br oadcast Fr ameFor war di ng

0 Throughput. RFC2544. Wr st N- Best N

0 Throughput. Overl ay. Net wor k. <t ech>. RFC2544. Packet LossRati o
5.6. Accuracy of QOperation

0 Throughput. RFC2889. Error FranesFil tering

0 Throughput. RFC2544. Profil e
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5.7. Reliability of Qperation
0 Throughput . RFC2889. Soak
0 Throughput. RFC2889. SoakFr aneModi fi cati on
0 Packet Del ayVari ati on. RFC3393. Soak
5.8. Scalability of Operation
0 Scal ability. RFC2544. OPacket Loss
o MenoryBandw dt h. RFC2544. OPacket Loss. Scal ability
0 Scal ability. VNF. RFC2544. Packet LossProfile
0o Scal ability. VNF. RFC2544. Packet LossRati o

5.9. Summary

| | SPEED | ACCURACY | RELIABILITY | SCALE |
I I I I I I
= |
I I I I I I
| Activation | X | X | X | X

I I I I I I
e R EEREEE |
I I I I I I
| Operation | X | X | X | X |
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6.

7.

7.

Security Considerations

Benchmarki ng activities as described in this meno are linmted to
technol ogy characterization of a Device Under Test/System Under Test
(DUT/ SUT) using controlled stinmuli in a |laboratory environment with
dedi cat ed address space and the constraints specified in the sections
above.

The benchmar ki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network or msroute traffic to the test
managenent networ k.

Further, benchmarking is performed on a "black-box" basis and relies
sol ely on neasurenents observable external to the DUT/ SUT.

Speci al capabilities SHOULD NOT exist in the DUT/SUT specifically for
benchmar ki ng purposes. Any inplications for network security arising
fromthe DUT/ SUT SHOULD be identical in the lab and in production

net wor ks.
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