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Abstract

Thi s docunent describes requirenents, architecture, and solutions for
MPLS- TP Shared-Ring Protection (MSRP) in a ring topology for point-
to-point (P2P) services. The MSRP nechanismis described to neet the
ring protection requirenents as described in RFC 5654. This docunent
defines the Ring Protection Switching (RPS) protocol that is used to
coordi nate the protection behavior of the nodes on an MPLS ring.

Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/infol/rfc8227
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I ntroduction

As described in Section 2.5.6.1 of [RFC5654], several service

provi ders have expressed nuch interest in operating an MPLS Transport
Profile (MPLS-TP) in ring topol ogies and require a high-Ievel
survivability function in these topologies. |In operational transport
net wor k depl oynment, MPLS-TP networks are often constructed using ring
topologies. This calls for an efficient and optim zed ring
protection nmechanismto achieve sinple operation and fast, sub 50 ns,
recovery perfornmance

This docunent specifies an MPLS-TP Shared-Ri ng Protection nechani sm
that neets the criteria for ring protection and the ring protection
requi renents described in Section 2.5.6.1 of [RFC5654].

The basic concept and architecture of the MPLS-TP Shared- R ng
Protection mechani smare specified in this docunent. This docunent
describes the solutions for point-to-point transport paths. Wile
the basic concept may al so apply to point-to-nultipoint transport

pat hs, the solution for point-to-nultipoint transport paths is out of
the scope of this docunent.

1. Requirenments Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in BCP
14 [RFC2119] [RFC8174] when, and only when, they appear in al
capitals, as shown here

Term nol ogy and Not ati on
Ter i nol ogy:

Ring node: Al nodes in the ring topology are ring nodes, and they
MUST actively participate in the ring protection

Ring tunnel: A ring tunnel provides a server |layer for the Label
Swi tched Paths (LSPs) traversing the ring. The notation used for
a ring tunnel is: R<d><p><X> where <d> = c¢ (cl ockw se) or a
(anticl ockwi se), <p> = W(working) or P (protecting), and <X> =
t he node nane.
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Ring map: A ring map is present in each ring node. The ring map
contains the ring topology information, i.e., the nodes in the
ring, the adjacency of the ring nodes, and the status of the links
bet ween ring nodes (Intact or Severed). The ring map is used by
every ring node to determ ne the sw tchover behavior of the ring
t unnel s.

Not ati on

The following syntax will be used to describe the contents of the
| abel stack:

1. The label stack will be enclosed in square brackets ("[]").

2. Each level in the stack will be separated by the '|' character
It should be noted that the |abel stack may contain additiona
| ayers. However, we only present the layers that are related to
the protection nechani sm

3. If the label is assigned by Node X, the Node Nane is enclosed in
parentheses ("()").

3. MPLS-TP Ring Protection Criteria and Requirenents

The generic requirenents for MPLS-TP protection are specified in

[ RFC5654]. The requirenents specific for ring protection are
specified in Section 2.5.6.1 of [RFC5654]. This section describes
how the criteria for ring protection are net:

a. The nunber of Operations, Adm nistration, and M ntenance (QAM
entities needed to trigger protection

Each ring node requires only one instance of the RPS protocol per
ring. The QAM of the links connected to the adjacent ring nodes
has to be forwarded to only this instance in order to trigger
protection. For detailed information, see Section 5. 2.

b. The nunber of elements of recovery in the ring
Each ring node requires only one instance of the RPS protocol and

i s i ndependent of the nunmber of LSPs that are protected. For
detailed information, see Section 5.2.
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c. The required nunber of |abels required for the protection paths

The RPS protocol uses ring tunnels, and each tunnel has a set of
| abel s. The nunber of ring tunnel labels is related to the
nunber of ring nodes and is independent of the nunber of
protected LSPs. For detailed information, see Section 4.1.2.

d. The anpbunt of control and nanagenent-pl ane transactions

Each ring node requires only one instance of the RPS protocol per
ring. This neans that only one mai ntenance operation is required
per ring node. For detailed information, see Section 5. 2.

e. Mnimze the signaling and routing information exchange during
protection

I nformati on exchange during a protection switch is using the
i n-band RPS and OAM nessages. No control-plane interactions are
required. For detailed information, see Section 5.2.

4. Shared-Ring Protection Architecture
4.1. Ring Tunnel

This docunent introduces a new |l ogical |ayer of the ring for shared-
ring protection in MPLS-TP networks. As shown in Figure 1, the new

| ogi cal layer consists of ring tunnels that provide a server |ayer
for the LSPs traversing the ring. Once a ring tunnel is established,
the forwarding and protection switching of the ring are all perforned
at the ring tunnel level. A port can carry nultiple ring tunnels,
and a ring tunnel can carry nultiple LSPs.
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| abel stack used in the MPLS-TP Shared-Ri ng Protection mechani sm

illustrated in Figure 2.
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4.1.1. Establishnment of the Ri ng Tunnel

The Ring tunnels are established based on the egress nodes. The
egress node is the node where traffic | eaves the ring. LSPs that
have t he sanme egress node on the ring and travel along the ring in
the sane direction (clockw se or anticlockw se) share the sanme ring

tunnels. |In other words, all the LSPs that traverse the ring in the
sane direction and exit fromthe sane node share the sane working
ring tunnel and protection ring tunnel. For each egress node, four

ring tunnels are established:

0 one clockw se working ring tunnel, which is protected by the
anticl ockwi se protection ring tunnel

o one anticlockw se protection ring tunnel

0o one anticlockw se working ring tunnel, which is protected by the
cl ockwi se protection ring tunnel

o one clockw se protection ring tunnel

The structure of the protection tunnels is determ ned by the sel ected
protection nmechanism This will be detailed in subsequent sections.

As shown in Figure 3, LSP1, LSP2, and LSP3 enter the ring from Node
E, Node A, and Node B, respectively, and all |eave the ring at Node
D. To protect these LSPs that traverse the ring, a clockw se working
ring tunnel (RcWD) via E->F->A->B->C->D and its anticl ockw se
protection ring tunnel (RaP_D) via D >C >B->A->F->E->D are
established. Al so, an anticlockwi se working ring tunnel (RaWD) via
C>B->A->F->E->D and its clockwi se protection ring tunnel (RcP_D) via
D >E- >F- >A- >B->C->D are established. For sinplicity, Figure 3 only
shows RcWD and RaP_D. A similar provisioning should be applied for

any other node on the ring. |In sumary, for each node in Figure 3,
when acting as an egress node, the ring tunnels are created as
fol | ows:

0 To Node A° RcWA, RaWA, RcP_A, RaP_A
0 To Node B: RcWB, RaWB, RcP B, RaP_B
o To Node C RcWC, RaWC, RcP_C, RaP_C
0 To Node D0 ReWD, RaWD, RcP_D, RaP_D
o To Node E: RCWE, RaWE, RcP E, RaP E

o To Node

n

RcWF, RaWF, RcP_F, RaP_F
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+- - - +HEHHHHHHHHHHH+- - - +

| Fl------------- | A| +-- LSP2
oo Rk kkkkkkkkkk 4
#1* *\ #
#1* *\ #
#1* *\ #
+o- -+ +o- -+
LSP1 --+ | E | | B|+-- LSP3
+o- -+ +o- -+
#\ x| #
#\ x| #
#\ x| #
oo rh kR kkkkkkkkk o _ 4
LSP1 +--| D |[------------- | C
LSP2 +- - - tHHHHHARBHHHAR- - - +
LSP3
————— Physi cal Links
* k k k% RCVV_D
##### RaP_D

Figure 3: Ring Tunnels in MSRP

Thr ough these working and protection ring tunnels, LSPs that enter
the ring fromany node can reach any egress nodes on the ring and are
protected fromfailures on the ring.

4.1.2. Label Assignment and Distribution

The ring tunnel |abels are downstream assi gned | abels as defined in

[ RFC3031]. The ring tunnel |abels on each hop of the ring tunnel can
be either configured statically, provisioned by a controller, or
distributed dynamically via a control protocol. For an LSP that
traverses the ring tunnel, the ingress ring node and the egress ring
node are considered adjacent at the LSP layer, and LSP | abel needs to
be allocated at these two ring nodes. The control plane for |abe
distribution is outside the scope of this docunent.

4.1.3. Forwardi ng Operation

When an MPLS-TP transport path, i.e., an LSP, enters the ring, the

i ngress node on the ring pushes the working ring tunnel label that is
used to reach the specific egress node and sends the traffic to the
next hop. The transit nodes on the working ring tunnel swap the ring
tunnel |abels and forward the packets to the next hop. Wen the
packet arrives at the egress node, the egress node pops the ring
tunnel |abel and forwards the packets based on the inner LSP | abe
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and service label. Figure 4 shows the |abel operation in the MPLS-TP
Shared- Ri ng Protection nmechanism Assunme that LSPl enters the ring
at Node A and exits from Node D, and the follow ng | abel operations
are executed.

1.

4. 2.

I ngress node: Packets of LSP1 arrive at Node A with a | abel stack
[LSP1] and are supposed to be forwarded in the cl ockw se
direction of the ring. The |label of the clockw se working ring
tunnel RcWD will be pushed at Node A, the |abel stack for the
forwarded packet at Node A is changed to [ReWD(B)|LSP1].

Transit nodes: In this case, Nodes B and C forward the packets by
swappi hg the working ring tunnel |abels. For exanple, the | abel
[ReW DX B)| LSP1] is swapped to [ReWD(C) | LSP1] at Node B.

Egress node: \Wen the packet arrives at Node D (i.e., the egress
node) with |abel stack [ReWD(D)|LSPl1l], Node D pops RcWD(D) and
subsequently deals with the inner |abels of LSP1.

+- - - ] RaP_D( F) | #tHHH+- - - +

| F [mmmmmmmmmmmmm e | A| +-- LSP1
+---+*****[RC\/\/_D(A)]******+---+
#* *\ #
[RaP_D(E)] #/ *[ ReW D(F)] [ReW D(B)] *\ #[ RaP_D( A) ]
# * *\ #
+---+ +---+
| E| | B |
+---+ +---+
#\ x| #
[RaP_D(D)] # [R*W.D(C)] */ #[ RaP_D( B) ]
#\ x| #

+"'+*****[RC\IV_[XD)]****+"'+
LSPL - | D |---mmmmmmmmmmmanae |
+- - - HHHHH] RaP_D( C) | ##t#t#+- - - +

————— Physi cal Links
*kk k% RCVV_D
##### RaP_D
Fi gure 4: Label Operation of NMSRP

Fai | ure Detection

The MPLS-TP section-layer OAMis used to nonitor the connectivity
bet ween each two adj acent nodes on the ring using the nechani sns
defined in [RFC6371]. Protection switching is triggered by the

fai

Cheng,

lure detected on the ring by the OAM nechani sns.
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Two ports of a link forma Miintenance Entity Goup (MEG, and a MEG
End Point (MEP) function is installed in each ring port. Continuity
Check (CC) OAM packets are periodically exchanged between each pair
of MEPs to nmonitor the Ilink health. Three consecutive |lost CC
packets MJST be interpreted as a link failure.

A node failure is regarded as the failure of two links attached to
that node. The two nodes adjacent to the failed node detect the
failure in the links that are connected to the fail ed node.

4.3. Ring Protection

This section specifies the ring protection nechanisns in detail. In
general, the description uses the clockw se working ring tunnel and
the correspondi ng anticl ockwi se protection ring tunnel as an exanple,
but the mechanismis applicable in the sane way to the anticl ockw se
wor ki ng and cl ockwi se protection ring tunnels.

In aring network, each working ring tunnel is associated with a
protection ring tunnel in the opposite direction, and every node MJST
obtain the ring topology either by configuration or via a topol ogy

di scovery mechanism The ring topol ogy and the connectivity (Intact
or Severed) between two adjacent ring nodes formthe ring map. Each
ring node naintains the ring map and uses it to performring
protection swtching.

Taking the topology in Figure 4 as an exanple, LSPl1 enters the ring
at Node A and | eaves the ring at Node D. In nornmal state, LSP1l is
carried by the clockwi se working ring tunnel (RcWD) through the path
A->B->C->D. The | abel operation is:

[ LSP1] (Payl oad) -> [ RCW.D(B)|LSP1] (NodeA) -> [RCW.D(C)|LSP1] (NodeB)
-> [ROWD(D)| LSP1](NodeC) -> [LSP1](Payl oad).

Then at Node D, the packet will be forwarded based on the | abel stack
of LSP1.

Three typical ring protection nechanisns are described in this
section: wapping, short-wapping, and steering. Al nodes on the
same ring MJST use the sane protection nmechanism |[If the RPS
protocol in any node detects an RPS nessage with a protection-

swi tchi ng node that was not provisioned in that node, a failure of
protocol will be reported, and the protection nechanismwll not be
activat ed.

W apping ring protection: the node that detects a failure or accepts

a switch request switches the traffic inpacted by the failure or the
switch request to the opposite direction (away fromthe failure). In
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this way, the inpacted traffic is switched to the protection ring
tunnel by the sw tching node upstreamof the failure, then it travels
around the ring to the switching node downstreamof the failure
through the protection ring tunnel, where it is switched back onto
the working ring tunnel to reach the egress node.

Short-w apping ring protection provides sonme optimzation to w appi ng
protection, in which the inpacted traffic is only switched once to
the protection ring tunnel by the sw tching node upstreamto the
failure. At the egress node, the traffic | eaves the ring fromthe
protection ring tunnel. This can reduce the traffic detour of

wWr appi ng protection

Steering ring protection inplies that the node that detects a failure
sends a request along the ring to the other node adjacent to the
failure, and all nodes in the ring process this information. For the
i npacted traffic, the ingress node (which adds traffic to the ring)
perforns switching of the traffic fromworking to the protection ring
tunnel, and the egress node will drop the traffic received fromthe
protection ring tunnel

The followi ng sections describe these protection mechanisnms in
detail .

4.3.1. Wapping

Wth the wappi ng nmechanism the protection ring tunnel is a closed
ring identified by the egress node. As shown in Figure 4, the RaP_D
is the anticl ockwi se protection ring tunnel for the clockw se working
ring tunnel ReWD. As specified in the follow ng sections, the
closed ring protection tunnel can protect both link failures and node
failures. Wapping can be applicable for the protection of

Poi nt-to-Mil ti point (P2MP) LSPs on the ring; the details of which are
out si de the scope of this docunent.

4.3.1.1. Wapping for Link Failure

When a link failure between Nodes B and C occurs, if it is a
bidirectional failure, both Nodes B and C can detect the failure via
the OAM nmechanisnm if it is a unidirectional failure, one of the two
nodes woul d detect the failure via the OAM nechanism |In both cases,
the node at the other side of the detected failure will be determ ned
by the ring map and i nforned using the RPS protocol, which is
specified in Section 5. Then Node B switches the cl ockw se working
ring tunnel (RcWD) to the anticlockw se protection ring tunne
(RaP_D), and Node C switches the anticl ockwi se protection ring tunne
(RaP_D) back to the cl ockwi se working ring tunnel (RcWD). The
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payl oad that enters the ring at Node A and | eaves the ring at Node D
follows the path A->B->A->F->E->D->C->D. The | abel operation is:

[ LSP1] (Payl oad) -> [ ReW D(B)|LSP1] (Node A) -> [RaP_D(A)| LSP1] (Node B)
-> [RaP_D(F)| LSP1] (Node A) -> [RaP_D(E)|LSP1] (Node F) ->

[RaP_D(D)| LSP1] (Node E) -> [RaP_D(C)|LSP1] (Node D) ->

[ ReW X D)| LSP1] (Node C) -> [LSP1](Payl oad).

+- - - HHHHH] RaP_D( F) | ##HH#tt+- - - +

| Fl----mmmmmmm e e e e o - | A] +- LSP1
+---+*****[RC\/\/_D(A)]******+---+
#l* *\ #
[RaP_D(E) ] #/ *[ ReW . F) | [ ReW D(B) ] *\ #RaP_D( A)
#] * *\ #
+---+ +---+
| E| | B
+-- -+ +-- -+
#\ * X #

[ RaP_D(D)] #\ [ ReW D( C) ] *x#RaP_D( B)
#\ *X#
+---+*****[RCVV_D(D)]****+---+

LSP1 +-- | D|----------c-mmmmm-- |
+- - - +##HHH] RaP_D( C) | ###t#+- - - +
————— Physi cal Links xxxxx Failure Links
¥x&x* RcW. D ##### RaP_D

Figure 5: Wapping for Link Failure
4.3.1.2. Wapping for Node Failure

As shown in Figure 6, when Node B fails, Node A detects the failure
between A and B and sw tches the cl ockwi se working ring tunnel
(ReWD) to the anticl ockwi se protection ring tunnel (RaP_D); Node C
detects the failure between C and B and swi tches the anticl ockw se
protection ring tunnel (RaP_D) to the clockw se working ring tunnel
(ReWD). The node at the other side of the failed node will be
determined by the ring map and i nformed using the RPS protocol
specified in Section 5.

The payl oad that enters the ring at Node A and exits at Node D
follows the path A->F>E->D->C->D. The | abel operation is:

[ LSP1] ( Payl oad) - > [ RaP_D(F) | LSP1] (NodeA) -> [RaP_D(E)|LSP1] (NodeF) ->

[ RaP_D(D) | LSP1] (NodeE) -> [RaP_D(C)| LSP1] (NodeD) -> [RcW.D(D)| LSP1]
(NodeC) -> [LSP1](Payl oad).
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In one special case where Node D fails, all the ring tunnels with
Node D as the egress will beconme unusable. The ingress node will
update its ring map according to received RPS nessages and determn ne
that the egress node is not reachable; thus, it will not send traffic
to either the working or the protection tunnel. However, before the
failure location information is propagated to all the ring nodes, the
wWr appi ng protection nechani sm nmay cause a tenporary traffic |oop:
Node C detects the failure and switches the traffic fromthe

cl ockwi se working ring tunnel (RcWD) to the anticl ockwi se protection
ring tunnel (RaP_D); Node E also detects the failure and sw tches the
traffic fromthe anticlockw se protection ring tunnel (RaP_D) back to
the clockwi se working ring tunnel (RcWD). A possible nechanismto
mtigate the tenporary loop problemis: the TTL of the ring tunnel

| abel is set to 2*N by the ingress ring node of the traffic, where N
is the nunber of nodes on the ring.

+- - - +###H] RaP_D( F) | ##t#t##H+- - - +

| Fl--------mmmmmmo oo - | A|] +- LSP1
+---+*****[RC\/\/_D(A)]******+---+
#* *\ #
[RaP_D(E)] #/ *[ ReW. D(F) ] [ReW . B) ] *\ #RaP_[( A)
#* *\ #
+-- -t XXXXX
| E | x B x
+-- -+ XXXXX
#\ *|#

[ RaP_D( D) ] #\ [ReW D( Q)] */ #RaP_D( B)
#\ | #
+---+*****[RC\/\/_D(D)]****+---+

LSP1 +-- | D|------------------- | C|
+- - - +####H] RaP_D( C) | ####+- - - +

----- Physi cal Links xxXxxx Fail ure Nodes
*xEEk REWD #it###t RaP_D

Figure 6: Wapping for Node Failure
4.3.2. Short-Wapping

Wth the wapping protection schenme, protection switching is executed
at both nodes adjacent to the failure; consequently, the traffic wll
be wapped twice. This nechanismw ||l cause additional |atency and
bandwi dt h consunption when traffic is switched to the protection

pat h.
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Wth short-w apping protection, protection switching is executed only
at the node upstreamto the failure, and the packet |eaves the ring
in the protection ring tunnel at the egress node. This schene can
reduce the additional |atency and bandw dth consunption when traffic
is switched to the protection path. However, the two directions of a
protected bidirectional LSP are no | onger co-routed under the
protection-swi tching conditions.

In the traditional wapping solution, the protection ring tunnel is
configured as a closed ring, while in the short-w appi ng sol ution

the protection ring tunnel is configured as ended at the egress node,
which is simlar to the working ring tunnel. Short-wapping is easy
to inmplenent in shared-ring protection because both the working and
protection ring tunnels are terninated on the egress nodes. Figure 7
shows the clockwi se working ring tunnel and the anticl ockw se
protection ring tunnel with Node D as the egress node.

4.3.2.1. Short-Wapping for Link Failure

As shown in Figure 7, in normal state, LSPl is carried by the

cl ockwi se working ring tunnel (RcW.D) through the path A->B->C >D
When a link failure between Nodes B and C occurs, Node B switches the
working ring tunnel RcWD to the protection ring tunnel RaP_D in the
opposite direction. The difference with wapping occurs in the
protection ring tunnel at the egress node. 1In short-wapping
protection, Rap_D ends in Node D, and then traffic will be forwarded
based on the LSP labels. Thus, with the short-w appi ng nechani sm
LSP1 will follow the path A->B->A->F->E->D when a link failure

bet ween Node B and Node C happens. The protection switch at Node D
is based on the information fromits ring map and the information
recei ved via the RPS protocol
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+- - -+ RaP_D( F) | ##t####+- - - +

I I | A] +- LSP1
+---+*****[RCVV_D(A)]******+---+
#* *\ #
[RaP_D(E)] #/ *[ ReW D(F) ] [ ReW D(B)] *\ #RaP_D( A)
#* *\ #
+---+ +---+
| E| | B
+---+ +---+
#\ * X #

[ RaP_D(D)] #\ [ ReW D(C) ] *x#RaP_D( B)
#\ *X#
+___+*****[RCVV_uD)]****_i_____i_

LSP1 +-- | D|------------------- | C
+---+ +---+
————— Physi cal Links xxxxx Failure Links
*rxxx ReWD ##### RaP_D

Figure 7: Short-Wapping for Link Failure
4.3.2.2. Short-Wapping for Node Failure

For the node failure that happens on a non-egress node, the short-
wWrappi ng protection switching is simlar to the link failure case as
described in the previous section. This section specifies the
scenario of an egress node failure.

As shown in Figure 8, LSP1l enters the ring on Node A and | eaves the
ring on Node D. In nornal state, LSP1l is carried by the cl ockw se
working ring tunnel (RcWD) through the path A->B->C->D. Wen Node D
fails, the traffic of LSPl1 cannot be protected by any ring tunnels
that use Node D as the egress node. The ingress node will update its
ring map according to received RPS nessages and deternine that the
egress node is not reachable; thus, it will not send traffic to
either the working or the protection tunnel. However, before the
failure location infornmation is propagated to all the ring nodes
using the RPS protocol, Node C switches all the traffic on the
working ring tunnel ReWD to the protection ring tunnel RaP_D in the
opposite direction based on the information in the ring map. Wen
the traffic arrives at Node E, which also detects the failure of Node
D, the protection ring tunnel RaP_D cannot be used to forward traffic
to Node D Wth the short-w apping nechani sm protection swtching
can only be perforned once fromthe working ring tunnel to the
protection ring tunnel; thus, Node E MJUST NOT switch the traffic that
is already carried on the protection ring tunnel back to the working
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ring tunnel in the opposite direction. |Instead, Node E will discard
the traffic received on RaP_D locally. This can avoid the tenporary
traffic | oop when the failure happens on the egress node of the ring
tunnel. This also illustrates one of the benefits of having separate
wor ki ng and protection ring tunnels in each ring direction.

+- - -+ RaP_D( F) | ##t####+- - - +

| F emmmmmmmmmmmm o | A| +-- LSP1
+---+*****[RCVV_D(A)]******+---+
#* *\ #
[RaP_IXE)]#/ *[ ReW DX F) ] [ ReW DX B)] *\ #RaP_D( A)
#1* *\ #
+o- -+ +o- -+
| E| | B |
+o- -+ +o- -+
#\ x| #
[RaP_D( D) ] #\ [ReW DX C) ] */ #RaP_D( B)
#\ x| #

XXXXX*****[RC\/\/_uD)]****+"'+
LSPL +-- X D X--remmmmmmmmmmmann- |

XXXXX +-- -+
————— Physi cal Links xxxxx Fail ure Nodes
*rxxx ReWD ##### RaP_D

Fi gure 8: Short-Wapping for Egress Node Failure
4.3.3. Steering

Wth the steering protection nechanism the ingress node (which adds
traffic to the ring) perforns switching fromthe working to the
protection ring tunnel, and at the egress node, the traffic | eaves
the ring fromthe protection ring tunnel

When a failure occurs in the ring, the node that detects the failure
with an OAM nechani sm sends the failure information in the opposite
direction of the failure hop by hop along the ring using an RPS
request nmessage and the ring-map information. Wen a ring node
receives the RPS nessage that identifies a failure, it can determ ne
the | ocation of the fault by using the topology information of the
ring map and updating the ring map accordingly; then, it can
deternm ne whether the LSPs entering the ring locally need to switch
over or not. For LSPs that need to switch over, it will switch the
LSPs fromthe working ring tunnels to their correspondi ng protection
ring tunnels.
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4,3.3.1. Steering for Link Failure

Ring Map of F +- - LSP1
+- - - - - - -+ +---+ ###[ RaP_D(F) | ### +---/ +-+-+-+-+-+-+-+
| FI Al B| C Dl E| F| e R | Al |ABCDEFA
R i il o S +---+ *FFRCWD(A) ] *¥** +---+ - -+
[T S]T #l* *\ # [F]T]S T
e i #l * *\ # e i
[RaP_D(E)] #/* [ ReW D(B)] *\# [RaP_D(A)]
#/* [ReW.D(F)] *\ #
+- - - - - - -+ #1* *\ #
| E| FIA B C|D E +---+ +---+ +-- LSP2
+-d-t- -+ +-+ | E | | B| +-+-+-+-+-+-+-+
[TpEprpepspr) +--+ +---+ | B| C| D E| F| A B
O R #\ * x| # e e S
#\* [ReW.XE)] [ReWD(C)] */# [T]SIT T
[ RaP_IX(D)] #\* *| # o e e e e e
#\ * */# [ RaP_D(B)]
R R e +---+ [ReW X D)] +---+ R R e
|DIE|FIAIBICD +-- | D] XXXXXXXXXXXXXXXXX | C | | G| D E| F| Al Bl C
+-+-4-+-+-+-+-+ LSP1 +---+ [RaP_D( O] +---+ +- 4o - - - - -+
FIEprprrs LSP2 S|

----- Physi cal Links
* Kk Kk Kk * RCVV_D
#H#### RaP_D

I: Intact

S: Severed

Figure 9: Steering Qperation and Protection Switching
When Link CD Fails

As shown in Figure 9, LSP1 enters the ring from Node A while LSP2
enters the ring from Node B, and both of them have the same
destination, which is Node D.

In normal state, LSP1 is carried by the clockw se working ring tunnel
(RcWD) through the path A->B->C->D, and the | abel operation is:

[ LSP1] (Payl oad) -> [ ReW D(B)| LSP1] (NodeA) -> [ReWD(C)| LSP1] (NodeB)
-> [ReW.IX D) | LSP1] (NodeC) -> [LSP1] (Payl oad).

LSP2 is carried by the clockwi se working ring tunnel (RcWD) through

the path B->C->D, and the | abel operation is: [LSP2](Payload) ->
[ReW D(C) | LSP2] (NodeB) -> [ReW D(D)| LSP2] (NodeC) -> [LSP2] (Payl oad).
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If the link between Nodes C and D fails, according to the fault
detection and distribution mechani snms, Node Dwill find out that
there is a failure in the link between C and D, and it will update
the link state of its ring topol ogy, changing the |link between C and
Dfromnormal to fault. |In the direction that is opposite to the
failure position, Node Dw Il send the state report nmessage to Node
E, infornming Node E of the fault between C and D, and E will update
the link state of its ring topol ogy accordingly, changing the Iink
between C and D fromnormal to fault. |In this way, the state report
nmessage is sent hop by hop in the clockwi se direction. Simlar to
Node D, Node Cwill send the failure information in the anticl ockw se
direction.

When Node A receives the failure report nessage and updates the |ink
state of its ring map, it is aware that there is a fault on the

cl ockwi se working ring tunnel to Node D (RcWD), and LSPl1 enters the
ring locally and is carried by this ring tunnel; thus, Node A wll
decide to switch the LSP1 onto the anticl ockwi se protection ring
tunnel to Node D (RaP_D). After the switchover, LSP1 will follow the
path A->F->E->D, and the | abel operation is: [LSPl](Payl oad) ->
[RaP_D(F)| LSP1](NodeA) -> [RaP_D(E)|LSP1] (NodeF) ->

[ RaP_D(D) | LSP1] (NodeE) -> [LSP1](Payl oad).

The sane procedure also applies to the operation of LSP2. Wen Node
B updates the link state of its ring topology, and finds out that the
working ring tunnel RcWD has failed, it will switch the LSP2 to the
anticl ockwi se protection tunnel RaP_D. After the sw tchover, LSP2
goes through the path B->A->F->E->D, and the | abel operation is:

[ LSP2] (Payl oad) -> [RaP_D(A)| LSP2] (NodeB) -> [RaP_D(F)|LSP2] ( NodeA)
-> [RaP_D(E)| LSP2] (NodeF) -> [RaP_D(D)|LSP2] (NodeE) ->

[ LSP2] ( Payl oad) .

Assume the |ink between Nodes A and B breaks down, as shown in
Figure 10. Simlar to the above failure case, Node B will detect a
fault in the link between A and B, and it will update its ring map,
changing the link state between A and B fromnormal to fault. The
state report nessage is sent hop by hop in the clockw se direction,
noti fying every node that there is a fault between Nodes A and B, and
every node updates the link state of its ring topology. As a result,
Node A will detect a fault in the working ring tunnel to Node D, and
switch LSP1 to the protection ring tunnel, while Node B determ nes
that the working ring tunnel for LSP2 still works fine, and it will
not performthe switchover.
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/+-- LSP1
R S +---+ ###[ RaP_D(F) | #### +---/ +-+-+-+-+- -+ +
| FI Al B| Cl D E| Fi I R | Al |ABCIDEFA
B ol sl it S S +---+ *FFRCWD(A)]****  +---+ -t
[TISI [T #* X [SITH]E]T]!
i k #/* X i k
[RaP_D(E)] #/ *[ReWD(F)] [ReWD(B)]x [RaP_D(A)]
#/ * X [ +-- LSP2
R I R i i I R I B e s e ol
|EIFIAIBICDE | E| | Bl |BCDEFAB
Bl e i et S S R ok ol oI S R S o
[LLISI ] #\ * x| # [EpEpnn s
e R #\*[ ReW DX E) ] [ReWD(C)] */# e R
[RaP_D(D)] #\* */# [ RaP_D(B)]
e e S #\ * x| # e e S
| DI E|F| Al B C D +o--+ PXX[ROWD(D) ] *** +-- -+ | G D E|F|A B C
R R i i ot SR S | D| ---------------- | C| +- - - - - - -+
[T S] T LSP1 +---+ ###[ RaP_D(C) ] ### +---+ [T ST
e R LSP2 e R

----- Physi cal Links
* k k k% RCVV_D
#i#### RaP_D

Fi gure 10: Steering Operation and Protection Switching
When Link A-B Fails

4.3.3.2. Steering for Node Failure

For a node failure that happens on a non-egress node, steering
protection switching is simlar to the link failure case as descri bed

in the previous section

If the failure occurs at the egress node of the LSP, the ingress node
will update its ring map according to the recei ved RPS nessages; it
will also determine that the egress node is not reachable after the
failure, thus it will not send traffic to either the working or the
protection tunnel, and a traffic | oop can be avoi ded.
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4.4. Interconnected Ring Protection
4.4.1. Interconnected Ring Topol ogy

Interconnected ring topology is widely used in MPLS-TP networks. For
a given ring, the interconnection node acts as the egress node for
that ring, neaning that all LSPs using the interconnection node as an
egress fromone specific ring to another will use the sane group of
ring tunnels within the ring. This docunent will discuss two typica
i nterconnected ring topol ogi es:

1. Single-node interconnected rings

I n single-node interconnected rings, the connection between
the two rings is through a single node. Because the

i nterconnection node is in fact a single point of failure,
this topol ogy should be avoided in real transport networks.

Fi gure 11 shows the topol ogy of single-node interconnected
rings. Node Cis the interconnection node between Ri ngl and

Ri ng2.
+- - -+ +- - -+ +- - -+ +- - -+
| A--e--- | Bl---em e | Gl------ | HI
+---+ +---+ \ / +---+ +---+
| \ / |
| \ et |
| Ri ngl | C| Ri ng2
| [t |
| / \ |
+---+ +---+ / \ +---+ +---+
| Fl------ | El---em e | 3 0------ |1
+-- -+ +-- -+ +-- -+ +-- -+

Figure 11: Singl e-Node Interconnected Rings
2. Dual -node interconnected rings

I n dual -node interconnected rings, the connection between the
two rings is through two nodes. The two interconnection nodes
bel ong to both interconnected rings. This topol ogy can
recover fromone interconnection node failure.

Fi gure 12 shows the topol ogy of dual -node interconnected

rings. Nodes C and D are the interconnection nodes between
Ri ngl and Ri ng2.
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+- - -+ +- - -+ +- - -+ +- - -+ +- - -+
| Al------ | B------ | Cl------ | Gl------ | HI
+-- -+ +-- -+ +-- -+ +-- -+ +-- -+

| | |

| . | . |

| Ri ngl | Ri ng2 |

| | |

| | |
+-- -+ +-- -+ +-- -+ +-- -+ +-- -+
| Fl------ | El------ | D|------ | 3 ------ |1
+-- -+ +-- -+ +-- -+ +-- -+ +-- -+

Fi gure 12: Dual - Node Interconnected Rings
4.4.2. Interconnected R ng Protection Mechanisns

Interconnected rings can be treated as two i ndependent rings. The
RPS protocol operates on each ring independently. A failure that
happens in one ring only triggers protection switching in the ring
itself and does not affect the other ring, unless the failure is on
the interconnection node. 1In this way, protection swtching on each
ring is the same as the nmechani sns described in Section 4. 3.

The service LSPs that traverse the interconnected rings use the ring
tunnels in each ring; within a given ring, the tunnel is selected
using normal ring-selection procedures. The traversing LSPs are
stitched on the interconnection node. On the interconnection node,
the ring tunnel |abel of the source ring is popped, then LSP | abel is
swapped; after that, the ring tunnel |abel of the destination ring is
pushed.

In the dual -node interconnected ring scenario, the two

i nterconnecti on nodes can be managed as a virtual node group. In
addition to the ring tunnels to each physical ring node, each ring
SHOULD assign the working and protection ring tunnels to the virtua

i nterconnection node group. In addition, on both nodes in the
virtual interconnection node group, the sane LSP | abel is assigned
for each traversed LSP. This way, any interconnection node in the
virtual node group can term nate the working or protection ring
tunnel s targeted to the virtual node group and stitch the service LSP
fromthe source ring tunnel to the destination ring tunnel

When the service LSP passes through the interconnected rings, the
direction of the working ring tunnels used on both rings SHOULD be
the sanme. |n dual-node interconnected rings, this ensures that in
normal state the traffic passes only one of the two interconnection
nodes and does not pass the |link between the two interconnection
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nodes. The traffic will then only be switched to the protection path
if the interconnection node that is in working path fails. For
exanple, if the service LSP uses the cl ockwi se working ring tunnel on
Ri ngl, when the service LSP | eaves Ringl and enters Ring2, the
working ring tunnel used on Ring2 should also follow the cl ockw se

di rection.

4.4.3. Ring Tunnels in Interconnected R ngs

The sane ring tunnels as described in Section 4.1 are used in each
ring of the interconnected rings. |In addition, ring tunnels to the
virtual interconnection node group are established on each ring of
the interconnected rings, that is:

0 one clockw se working ring tunnel to the virtual interconnection
node group

0 one anticlockw se protection ring tunnel to the virtua
i nterconnecti on node group

0o one anticlockw se working ring tunnel to the virtua
i nt erconnecti on node group

0 one clockw se protection ring tunnel to the virtua
i nterconnecti on node group

The ring tunnels to the virtual interconnection node group are shared
by all LSPs that need to be forwarded to other rings. These ring
tunnels can termnate at any node in the virtual interconnection node

group.

For exanple, all the ring tunnels on Ringl in Figure 13 are
provi sioned as foll ows:

0 To Node A RIcCWA RlaWA, RlcP_A RlaP_ A

0 To Node B: RlcWB, RlawB, RlcP B, RlaP B
0 To Node C. RlcWC, RlaWwC, RicP_C RlaP_C
0 To Node D RlcWD, RlawD, RlcP_D, RlaP D
0o To Node E: RIcWE, RlaWE, RlcP_E, RlaP _E

o To Node F: RIcCWF, RlaWF, RlcP_F, RlaP_F

o To the virtual interconnection node group (including Nodes F and
A): RIcWF&A, RlaW F&A, RlcP_F&A, RlaP_F&A
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Al'l the ring tunnels on Ring2 in Figure 13 are provisioned as
fol | ows:

0 To Node A R2ZCWA, R2aWA, R2cP_A RzaP A
0 To Node F: R2cWF, R2aWF, R2cP_F, R2aP_F
0 To Node G RRCWG R2aWG R2cP_ G R2aP G
0 To Node HH R2cWH, R2aWH, R2cP_H RzaP_H
0 To Node |: RcWI, RaWl, R2cP_I, R2aP_I
0 To Node J: RcWJ, RaWJ, R2cP_J, RzaP_J

0 To the virtual interconnection node group (including Nodes F and
A): R2ZcWF&A, R2aW F&A, R2cP_F&A, R2aP_F&A
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Figure 13: Ring Tunnels for the Interconnected Ri ngs

4.4. 4.
As shown in Figure 13

and | eaves Ring2 at Node |
descri bed as bel ow
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for the service LSP1 that enters Ringl at Node
D and | eaves Ringl at Node F and continues to enter Ring2 at Node F

t he short-wapping protection schene is
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In normal state, LSP1 follows RICWF&A in Ringl and RRcWI in Ring2.
At the interconnection Node F, the |abel used for the working ring
tunnel RICWF&A in Ringl is popped, the LSP |l abel is swapped, and the
| abel used for the working ring tunnel R2cWI in Ring2 will be pushed
based on the inner LSP | abel |ookup. The working path that the
service LSP1 follows is: LSPl->RlcW F&A

(D >E->F) ->RRcW I (F->G >H >| ) - >LSP1.

In case of link failure, for exanmple, when a failure occurs on the
Iink between Nodes F and E, Node E will detect the failure and
execute protection switching as described in Section 4.3.2. The path
that the service LSP1 follows after swi tching change to: LSP1->RlcWF
&A( D >E) - >RlaP_F&A( E- >D- >C- >B- >A) - >R2cW | (A- >F->G >H >1) - >LSP1.

In case of a non-interconnection node failure, for exanple, when the
failure occurs at Node E in Ringl, Node Dwll detect the failure and
execute protection switching as described in Section 4.3.2. The path
that the service LSP1 follows after sw tching becones:

LSP1- >RlaP_F&A(D- >C- >B- >A) - >R2cW | (A- >F->G >H>I ) - >LSP1.

In case of an interconnection node failure, for exanple, when the
failure occurs at the interconnection Node F, Node Ein Ringl will
detect the failure and execute protection switching as described in
Section 4.3.2. Node Ain Rng2 will also detect the failure and
execute protection switching as described in Section 4.3.2. The path
that the service traffic LSP1 follows after switching is:

LSP1- >R1cW F&A( D- >E) - >RlaP_F&A( E- >D- >C- >B- >A) - >R2aP_| (A->J->1) - >LSP1.

4.4.5. Interconnected R ng Detection Mechani sm

As shown in Figure 13, in nornal state, the service traffic LSPl
traverses D->E->F in Ringl and F->G->H >l in Ring2. Nodes A and F
are the interconnection nodes. Wen both |inks between Nodes F and G
and between Nodes F and A fail, the ring tunnel from Node F to Node |
in Ring2 beconmes unreachable. However, the other interconnection
Node A is still available, and LSP1 can still reach Node | via Node
A

In order to achieve this, the interconnection nodes need to know the
ring topology of each ring so that they can judge whether a node is
reachable. This judgment is based on the know edge of the ring map
and the fault location. The ring map can be obtained fromthe

Net wor k Managenent System (NWVB) or topol ogy di scovery nechani sns.
The fault location can be obtained by transnmitting the fault

i nformati on around the ring. The nodes that detect the failure wll
transmit the fault information in the opposite direction hop by hop
using the RPS protocol nessage. Wien the interconnection node

recei ves the nessage that inforns the failure, it will calculate the
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5.

5.

| ocation of the fault according to the topology information that is
mai nt ai ned by itself and determnines whether the LSPs entering the

ring at itself can reach the destination. |If the destination node is
reachable, the LSP will |eave the source ring and enter the
destination ring. |If the destination node is not reachable, the LSP

will switch to the anticl ockwi se protection ring tunnel

In Figure 13, Node F determines that the ring tunnel to Node | is

unr eachabl e; the service LSP1 for which the destination node on Ri ng2
is Node I MJST switch to the protection ring tunnel (RlaP_F&A), and
consequently, the service traffic LSP1 traverses the interconnected
rings at Node A Node Awll pop the ring tunnel |abel of Ringl and
push the ring tunnel |abel of Ring2 and send the traffic to Node

via the ring tunnel (R2aWl).

Ri ng Protection Coordination Protoco
1. RPS and PSC Conparison on Ring Topol ogy

Thi s section provides conparison between RPS and Protection State
Coordi nation (PSC) [ RFC6378] [RFC6974] on ring topologies. This can
be hel pful to explain the reason of defining a new protocol for ring
protection sw tching.

The PSC protocol [RFC6378] is designed for point-to-point LSPs, on
whi ch the protection sw tching can only be perfornmed on one or both
of the endpoints of the LSP. The RPS protocol is designed for ring
tunnel s, which consist of multiple ring nodes, and the failure could
happen on any segnent of the ring; thus, RPS is capable of
identifying and handling the different failures on the ring and
coordi nating the protection-sw tching behavior of all the nodes on
the ring. As will be specified in the follow ng sections, this is
achieved with the introduction of the "pass-through" state for the
ring nodes, and the |ocation of the protection request is identified
via the node IDs in the RPS request nessage.

Taking a ring topology with N nodes as an exanpl e:

Wth the mechani smspecified in [ RFC6974], on every ring node, a
linear protection configuration has to be provisioned with every

other node in the ring, i.e., with (N-1) other nodes. This neans
that on every ring node there will be (N-1) instances of the PSC
protocol. And in order to detect faults and to transport the PSC

nmessage, each instance shall have a MEP on the working path and a MEP
on the protection path, respectively. This nmeans that every node on
the ring needs to be configured with (N-1) * 2 MEPs.
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5.

2.

Wth the mechani smdefined in this docunment, on every ring node there

will only be a single instance of the RPS protocol. In order to
detect faults and to transport the RPS nessage, each node only needs
to have a MEP on the section to its adjacent nodes, respectively. In

this way, every ring node only needs to be configured with 2 NMEPs.

As shown in the above exanmple, RPS is designed for ring topol ogies
and can achieve ring protection efficiently with mnimum protection

i nstances and CAM entities, which nmeets the requirenents on topol ogy-
specific recovery mechani sns as specified in [ RFC5654] .

RPS Prot oco

The RPS protocol defined in this section is used to coordinate the
protection-switching action of all the ring nodes in the sane ring.

The protection operation of the ring tunnels is controlled with the
hel p of the RPS protocol. The RPS processes in each of the

i ndi vidual ring nodes that formthe ring MUST comuni cate using the
Ceneric Associated Channel (G ACh). The RPS protocol is applicable
to all the three ring protection nodes. This section takes the
short -w appi ng nmechani sm described in Section 4.3.2 as an exanpl e.

The RPS protocol is used to distribute the ring status information
and RPS requests to all the ring nodes. Changes in the ring status
i nformati on and RPS requests can be initiated automatically based on
link status or caused by external conmands.

Each node on the ring is uniquely identified by assigning it a node
ID. The node I D MJUST be uni que on each ring. The naxi num nunber of
nodes on the ring supported by the RPS protocol is 127. The node ID
SHOULD be i ndependent of the order in which the nodes appear on the
ring. The node IDis used to identify the source and destination
nodes of each RPS request.

Every node obtains the ring topology either by configuration or via
sonme topol ogy discovery nmechanism The ring map consists of the ring
topol ogy information, and connectivity status (Intact or Severed)

bet ween the adj acent ring nodes, which is determ ned via the QAM
message exchanged between the adjacent nodes. The ring map is used
by every ring node to determne the sw tchover behavior of the ring

t unnel s.
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As shown in Figure 14, when no protection switching is active on the
ring, each node MJST send RPS requests with No Request (NR) to its
two adj acent nodes periodically. The transm ssion interval of RPS
requests is specified in Section 5.2.1.

+---+ A->B(NR) +---+ B->C(NR) +---+ G >D(NR)
------- N O T B Rl o EEEEEEE
(NR) F<- A +---+ (NR)A<-B +---+ (NR)B<-C +---+

Fi gure 14: RPS Communi cation between the Ring Nodes in
Case of No Failure in the R ng

As shown in Figure 15, when a node detects a failure and determ nes
that protection switching is required, it MJST send the appropriate
RPS request in both directions to the destination node. The
destination node is the other node that is adjacent to the identified
failure. Wien a node that is not the destinati on node receives an
RPS request and it has no higher-priority local request, it MJST
transfer in the same direction the RPS request as received. 1In this
way, the swi tching nodes can nmaintain RPS protocol conmunication in
the ring. The RPS request MJST be terninated by the destination node
of the message. |If an RPS request with the node itself set as the
source node is received, this nessage MJUST be dropped and not be
forwarded to the next node.

+---+ C>B(SF) +---+ B->C(SF) +---+ C>B(SF)
------- | AJ-------------] B|]----- X -----] C|-------
(SF)C<-B +---+ (SF)C<-B +---+ (SF)B<-C +---+

Fi gure 15: RPS Communi cation between the Ring Nodes in
Case of Failure between Nodes B and C

Note that in the case of a bidirectional failure such as a cable cut,
the two adj acent nodes detect the failure and send each other an RPS
request in opposite directions.

0o Inrings utilizing the wapping protection, each node detects the
failure or receives the RPS request as the destinati on node MJST
performthe switch fromto the working ring tunnels to/fromthe
protection ring tunnels if it has no higher-priority active RPS
request.

0 Inrings utilizing the short-w apping protection, each node
detects the failure or receives the RPS request as the destination
node MJST performthe switch only fromthe working ring tunnels to
the protection ring tunnels.
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0 Inrings utilizing the steering protection, when a ring switch is
requi red, any node MJST performthe switches if its added/dropped
traffic is affected by the failure. Deternination of the affected
traffic MJUST be perfornmed by exanining the RPS requests
(indicating the nodes adjacent to the failure or failures) and the
stored ring map (indicating the relative position of the failure
and the added traffic destined towards that failure).

When the failure has cleared and the Wait-to-Restore (WIR) tiner has
expired, the nodes that generate the RPS requests MJST drop their
respective switches and MJST generate an RPS request carrying the NR
code. The node receiving such an RPS request from both directions
MUST drop its protection switches.

A protection switch MIST be initiated by one of the criteria
specified in Section 5.3. A failure of the RPS protocol or
controller MUST NOT trigger a protection switch

Ring switches MJST be preenpted by higher-priority RPS requests. For
exanpl e, consider a protection switch that is active due to a nanual
switch request on the given Iink, and another protection switch is
required due to a failure on another link. Then an RPS request MJST
be generated, the former protection switch MIST be dropped, and the
|atter protection switch established.

The MPLS-TP Shared-Ring Protection nechani sm supports nultiple
protection switches in the ring, resulting in the ring being
segnmented into two or nore separate segnents. This rmay happen when
several RPS requests of the sane priority exist in the ring due to
multiple failures or external sw tch commands

Proper operation of the MSRP nechanismrelies on all nodes using
their ring map to deternmine the state of the ring (nodes and |inks).
In order to acconmodate ring state know edge, the RPS requests MJST
be sent in both directions during a protection switch

5.2.1. Transnission and Acceptance of RPS Requests

A new RPS request MJST be transnitted i nmedi ately when a change in
the transmtted status occurs.

The first three RPS protocol nessages carrying a new RPS request MJST
be transmtted as fast as possible. For fast protection swtching
within 50 ms, the interval of the first three RPS protocol nessages
SHOULD be 3.3 ns. The successive RPS requests SHOULD be transnitted
with the interval of 5 seconds. A ring node that is not the
destination of the received RPS nessage MJIST forward it to the next
node along the ring i medi ately.
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5.2.2. RPS Protocol Data Unit (PDU) Fornat

Figure 16 depicts the format of an RPS packet that is sent on the
G ACh. The Channel Type field is set to indicate that the nessage is
an RPS nessage.

0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

|0 O O 1] Versi on| Reserved | RPS Channel Type (0x002A) |
B T e o i S I i i S S N iy St S I S S
| Dest Node ID | Src Node ID | Request | M| Reserved |

B R e i s T e e e S S T s sl i I SR S S S S S S S
Fi gure 16: G ACh RPS Packet For mat
The following fields MJST be provided:

0 Destination Node ID: The destination node I D MUST al ways be set to
the value of the node ID of the adjacent node. The node | D MJST
be uni que on each ring. Valid destination node ID values are
1-127.

0 Source Node ID: The source node I D MIST al ways be set to the ID
val ue of the node generating the RPS request. The node |ID MJST be
uni que on each ring. Valid source node |ID values are 1-127.

0 Protection-Switching Mbode (M: This 2-bit field indicates the
protection-sw tching node used by the sendi ng node of the RPS
message. This can be used to check that the ring nodes on the
same ring use the sane protection-sw tching mechanism The
defined values of the Mfield are listed as bel ow

e o m e e e e e e e e e e e mea - +
| Bits (MSB - LSB) | Protection-Sw tching Mde |
Fom e e e oo oo o e e e e e e e e e e e e +
| 00 | Reser ved |
| 01 | W appi ng |
| 10 | Short - W appi ng |
| 11 | St eering |
Fom e e e e e o o e e e e e e e e e e - +
Not e:

MSB = nost significant bit

LSB = | east significant bit
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0 RPS Request Code: A code consisting of 8 bits as specified bel ow

| Bits | Condition, State, | Priority |
| (MSB - LSB) | or External Request | |

| Lockout of Protection (LP) |
| Forced Switch (FS) |
| Signal Fail (SF) |
| Manual Switch (M) |
| WVait-to-Restore (WR) |
| Exercise (EXER |
| Reverse Request (RR) |
| No Request (NR) |

5.2.3. R ng Node RPS States

Idle state: A node is in the idle state when it has no RPS request
and is sending and receiving an NR code to/from both directions.

Switching state: A node not in the idle or pass-through states is in
the switching state.

Pass-through state: A node is in the pass-through state when its
hi ghest priority RPS request is a request not destined to it or
generated by it. The pass-through is bidirectional.

5.2.3.1. lIdle State

A node in the idle state MJST generate the NR request in both
directions.

A node in the idle state MIUST term nate RPS requests that flowin
both directions.

A node in the idle state MJUST block the traffic flow on protection
ring tunnels in both directions.

5.2.3.2. Switching State
A node in the switching state MJUST generate an RPS request to its

adj acent node with its highest RPS request code in both directions
when it detects a failure or receives an external command.

Cheng, et al. St andards Track [ Page 32]



RFC 8227 MSRP Protection Mechani smfor Ri ng Topol ogy August 2017

In a bidirectional failure condition, both of the nodes adjacent to
the failure detect the failure and send the RPS request in both
directions with the destination set to each other; while each node
can only receive the RPS request via the I ong path, the nessage sent
via the short path will get |lost due to the bidirectional failure.
Here, the short path refers to the shorter path on the ring between
the source and destination node of the RPS request, and the |long path
refers to the longer path on the ring between the source and
destination node of the RPS request. Upon receipt of the RPS request
on the long path, the destination node of the RPS request MJST send
an RPS request with its highest request code periodically along the
Il ong path to the other node adjacent to the failure.

In a unidirectional failure condition, the node that detects the
failure MIST send the RPS request in both directions with the
destination node set to the other node adjacent to the failure. The
destination node of the RPS request cannot detect the failure itself
but will receive an RPS request fromboth the short path and the |ong
path. The destinati on node MUST acknow edge the recei ved RPS
requests by replying with an RPS request with the RR code on the
short path and an RPS request with the received RPS request code on
the I ong path. Accordingly, when the node that detects the failure
receives the RPS request with RR code on the short path, then the RPS
request received fromthe sane node al ong the |ong path SHOULD be

i gnor ed.

A node in the switching state MJUST termi nate the received RPS
requests in both directions and not forward it further along the
ring.

The following switches as defined in Section 5.3.1 MJST be allowed to
coexi st

o LP and LP

o FS and FS

o SF and SF

o FS and SF

When multiple M5 RPS requests exist at the sane tine addressing
different links and there is no higher-priority request on the ring,
no switch SHOULD be executed and existing switches MIST be dropped.
The nodes MUST still signal an RPS request with the M5 code.

Mul tiple EXER requests MIST be allowed to coexist in the ring.
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A node in aring-switching state that receives the external command
LP for the affected link MJUST drop its switch and MJUST signal NR for
the locked link if there is no other RPS request on another |ink

The node still SHOULD signal a rel evant RPS request for another |ink

5.2.3.3. Pass-Through State

When a node is in a pass-through state, it MJST transfer the received
RPS request unchanged in the sane direction

When a node is in a pass-through state, it MJST enable the traffic
flow on protection ring tunnels in both directions.

5.2.4. RPS State Transitions

Al'l state transitions are triggered by an incomnm ng RPS request
change, a WIR expiration, an externally initiated command, or locally
detected MPLS-TP section failure conditions.

RPS requests due to a locally detected failure, an externally
initiated command, or a received RPS request shall preenpt existing
RPS requests in the prioritized order given in Section 5.2.2, unless
the requests are allowed to coexist.

5.2.4.1. Transitions between Idl e and Pass- Through States

The transition fromthe idle state to pass-through state MJST be
triggered by a valid RPS request change, in any direction, fromthe
NR code to any other code, as long as the new request is not destined
to the node itself. Both directions nove then into a pass-through
state, so that traffic entering the node through the protection ring
tunnel s are transferred transparently through the node.

A node MIST revert from pass-through state to the idle state when an
RPS request with an NR code is received in both directions. Then
both directions revert sinultaneously fromthe pass-through state to
the idle state.

5.2.4.2. Transitions between Idle and Switching States

Transition of a node fromthe idle state to the switching state MJST
be triggered by one of the follow ng conditions:

o Avalid RPS request change fromthe NR code to any code received
on either the long or the short path and is destined to this node

0 An externally initiated command for this node
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0 The detection of an MPLS-TP section-layer failure at this node

Actions taken at a node in the idle state upon transition to the
switching state are

o For all protection-switch requests, except EXER and LP, the node
MJUST execute the switch

0 For EXER, and LP, the node MUST signal the appropriate request but
not execute the switch

In one of the following conditions, transition fromthe swi tching
state to the idle state MJST be triggered:

0 On the node that triggers the protection swtching, when the WIR
time expires or an externally initiated command is cleared, the
node MJST transit fromswitching state to Idle State and signa
the NR code using RPS nessage in both directions.

0 On the node that enters the switching state due to the received
RPS request: upon reception of the NR code fromboth directions,
t he head-end node MJUST drop its switch, transition to idle state,
and signal the NR code in both directions.

5.2.4.3. Transitions between Swi tching States
Wien a node that is currently executing any protection swtch
receives a higher-priority RPS request (due to a locally detected
failure, an externally initiated command, or a ring protection swtch
request destined to it) for the same link, it MJST update the
priority of the switch it is executing to the priority of the
recei ved RPS request.
When a failure condition clears at a node, the node MJST enter WIR
condition and remain in it for the appropriate tinme-out interval
unl ess:

o Adifferent RPS request with a higher priority than WIR i s
recei ved

0 Another failure is detected
0 An externally initiated comand becones active

The node MJUST send out a WIR code on both the Iong and short paths.
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When a node that is executing a switch in response to an inconing SF
RPS request (not due to a locally detected failure) receives a WIR
code (unidirectional failure case), it MJST send out the RR code on
the short path and the WIR on the | ong path.

5.2.4.4. Transitions between Sw tching and Pass- Through States
When a node that is currently executing a switch receives an RPS
request for a non-adjacent |ink of higher priority than the switch it
is executing, it MJST drop its switch inmedi ately and enter the pass-
t hrough state.

The transition of a node from pass-through to switching state MJST be
triggered by:

0 An equal priority, a higher priority, or an all owed coexisting
externally initiated command

0 The detection of an equal priority, a higher priority, or an
al | owed coexisting automatic initiated conmand

0 The receipt of an equal, a higher priority, or an all owed
coexi sting RPS request destined to this node

5.3. RPS State Machine

5.3.1. Switch Initiation Criteria

5.3.1.1. Adnministrative Commands
Admi ni strative conmands can be initiated by the network operator
t hrough t he Network Management System (NWVS). The operator conmand
may be transmitted to the appropriate node via the MPLS-TP RPS
nessage
The foll owi ng commands can be transferred by the RPS nessage:
0 Lockout of Protection (LP): This conmand prevents any protection

activity and prevents using ring switches anywhere in the ring.

If any ring switches exist in the ring, this conmmand causes the
swi tches to drop
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o0 Forced Switch (FS) to protection: This command perforns the ring
switch of normal traffic fromthe working entity to the protection
entity for the Iink between the node at which the command is
initiated and the adjacent node to which the conmand is directed.
This switch occurs regardl ess of the state of the MPLS-TP section
for the requested link, unless a higher-priority switch request
exi sts.

o Manual Switch (M5) to protection: This command perforns the ring
switch of the normal traffic fromthe working entity to the
protection entity for the Iink between the node at which the
command is initiated and the adjacent node to which the command is
directed. This occurs if the MPLS-TP section for the requested
link is not satisfying an equal or higher priority switch request.

0 Exercise (EXER): This conmmand exercises ring protection swtching
on the addressed |ink wi thout conpleting the actual switch. The
command is issued and the responses (RRs) are checked, but no
normal traffic is affected.

The followi ng conmands are not transferred by the RPS nessage:

0 Cear: This command clears the administrative conmand and WIR
tinmer at the node to which the command was addressed. The
node-to-node signaling after the renoval of the externally
initiated commands is perforned using the NR code.

0 Lockout of Working (LW: This conmmand prevents the normal traffic
transported over the addressed link frombeing switched to the
protection entity by disabling the node’s capability of requesting
a switch for this link in case of failure. |If any nornal traffic
is already switched on the protection entity, the switch is
dropped. If no other switch requests are active on the ring, the
NR code is transnmitted. This command has no inpact on any other
link. If the node receives the switch request fromthe adjacent
node fromany side, it will performthe requested switch. |[If the
node receives the switch request addressed to the other node, it
will enter the pass-through state.

5.3.1.2. Automatically Initiated Comrands

Automatically initiated comands can be initiated based on MPLS- TP
section-layer OAM i ndication and the received switch requests.

The node can initiate the followi ng switch requests automatically:

o Signal Fail (SF): This command is issued when the MPLS-TP secti on-
| ayer OAM detects a signal failure condition
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Cheng,

Wait-to-Restore (WIR): This command is issued when the MPLS-TP
section detects that the SF condition has cleared. It is used to
mai ntain the state during the WIR period unless it is preenpted by
a higher-priority switch request. The WIR time may be confi gured
by the operator in 1 mnute steps between 0 and 12 minutes; the
default value is 5 minutes.

Reverse Request (RR): This conmand is transmitted to the source

node of the received RPS nessage over the short path as an
acknow edgnment for receiving the switch request.
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t he

correspondi ng action of the working and protection ring tunnels on
and the RPS request that should be generated in that state.

t he node,
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I dl e
Wor ki ng: no
Pr ot ecti on:

Pass-t hrough
Wor ki ng: no
Protection:

Swi tching -
Wor ki ng: no
Protection:

ldle - LW
Wor ki ng: no
Pr ot ecti on:

Swi tching -
Wor ki ng:  swi
Protection:

Swi tching -
Wor ki ng: swi
Protection:

Swi tching -
Wor ki ng: sw
Protection:

Swi tching -
Wor ki ng:  swi
Protection:

Swi tching -

Wor ki ng: no
Protection:

St an

switch
no swtch

sw tch
pass-t hrough

LP
switch
no switch

switch
no swtch

FS
t ched
swi t ched

SF
t ched
swi t ched

VS
t ched
swi t ched

W'R
t ched
swi t ched

EXER

switch
no switch

dards Track

----- +
| Signal ed RPS
----- +
| NR |
| |
| |
----- +
| NA |
| |
| |
----- +
| LP |
| |
| |
----- +
| NR |
| |
| |
----- +
| FS |
| |
| |
----- +
| Sk |
| |
| |
----- +
| M |
| |
| |
----- +
| WR |
| |
| |
----- +
| EXER |
| |
| |
----- +
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5.3.3. State Transitions Wien Local Request |Is Applied
In the state description below, 'O neans that a new | ocal request
will be rejected because of an existing request.
Initial state New r equest New state
A (ldle) LP C (Switching - LP)
LW D (lIdle - LW
FS E (Switching - FS)
SF F (Switching - SF)
Recover from SF N A
\%S3 G (Switching - M)
C ear N A
WIR expires N A
EXER I (Switching - EXER
Initial state New r equest New state
B (Pass-through) LP C (Switching - LP)
LW B (Pass-through)
FS O- if current state is due to
LP sent by another node
E (Switching - FS) - otherwi se
SF O- if current state is due to
LP sent by another node
F (Switching - SF) - otherw se
Recover from SF N A
VB O- if current state is due to
LP, SF, or FS sent by
anot her node
G (Switching - MS) - otherw se
d ear N A
WIR expires N A
EXER (0]
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Initial state New r equest New state
C (Switching - LP) LP N A
LW (0]
FS (0]
SF (0]
Recover from SF N A
M5 0]
d ear A (lIdle) - if there is no
failure in the ring
F (Switching - SF) - if there
is afailure at this node
B (Pass-through) - if there is
a failure at another node
WIR expires N A
EXER (0]
Initial state New r equest New state
D (Idle - LW LP C (Switching - LP)
LW NA - if on the sane link
D(ldle - LW - if on another
link
FS O- if on the sanme link
E (Switching - FS) - if on
anot her 1ink
SF O- if on the addressed link
F (Switching - SF) - if on
anot her 1ink
Recover from SF N A
M5 O- if on the sanme link
G (Switching - M5) - if on
anot her 1ink
d ear A (lIdle) - if there is no
failure on addressed |ink
F (Switching - SF) - if there
is a failure on this link
WIR expires N A
EXER (0]
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Initial state New r equest New state
E (Switching - FS) LP C (Switching - LP)
LW O - if on another |ink
D(ldle - LW - if on the sane
link
FS NA - if on the sane |ink

E (Switching - FS) - if on
anot her |ink
SF O- if on the addressed |ink
E (Switching - FS) - if on
anot her |ink
Recover from SF N A
VS (@]
d ear A (lIdle) - if there is no
failure in the ring
F (Switching - SF) - if there
is a failure at this node

B (Pass-through) - if there is
a failure at another node
WIR expires N A
EXER (0]
Initial state New r equest New state
F (Switching - SF) LP C (Switching - LP)
LW O- if on another |ink
D(ldle - LW - if on the sane
link
FS E (Switching - FS)
SF NA - if on the sane |ink

F (Switching - SF) - if on
anot her 1ink
Recover from SF H(Switching - WIR)

VS o]
Cl ear N A
WIR expires N A
EXER O
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Initial state New r equest New state
G (Switching - M) LP C (Switching - LP)
LW O - if on another |ink
D(ldle - LW - if on the sane
link
FS E (Switching - FS)
SF F (Switching - SF)
Recover from SF N A
M5 NA - if on the sane |ink
G (Switching - M5) - if on
anot her link, release the
swi tches but signal M
C ear A
WIR expires N A
EXER (0]
Initial state New r equest New state
H(Switching - WIR) LP C (Switching - LP)
LW D (ldle - W
FS E (Switching - FS)
SF F (Switching - SF)
Recover from SF N A
\%S3 G (Switching - M)
C ear A
WIR expires A
EXER (0]
Initial state New r equest New state
I (Switching - EXER) LP C (Switching - LP)
LW D (ldle - W
FS E (Switching - FS)
SF F (Switching - SF)
Recover from SF N A
\%S3 G (Switching - M)
C ear A
WIR expires N A
EXER NA - if on the sane |ink
I (Switching - EXER)
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5.3.4. State Transitions Wien Renote Request is Applied

The priority of a renote request does not depend on the side from
whi ch the request is received.

Initial state New r equest New state
A (ldle) LP C (Switching - LP)

FS E (Switching - FS)

SF F (Switching - SF)

VB G (Switching - M)

WIR N A

EXER | (Switching - EXER)

RR N A

NR A (ldle)

Initial state New r equest New state
B (Pass-through) LP C (Switching - LP)

FS N A - cannot happen when there
is an LP request in the
ring

E (Switching - FS) - otherwi se

SF N A - cannot happen when there
is an LP request in the
ring

F (Switching - SF) - otherw se
1S3 N A - cannot happen when there

is an LP, FS, or SF
request in the ring
G (Switching - MS) - otherw se
WR N A - cannot happen when there
is an LP, FS, SF, or M5
request in the ring
EXER N A - cannot happen when there
is an LP, FS, SF, Ms, or
a WIR request in the

ring
I (Switching - EXER) -
ot herw se
RR N A
NR A (Idle) - if received from
bot h si des
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Initial state New r equest New state
C (Switching - LP) LP C (Switching - LP)

FS N A - cannot happen when there
is an LP request in the
ring

SF N A - cannot happen when there
is an LP request in the
ring

VB N A - cannot happen when there
is an LP request in the
ring

WIR N A

EXER N A - cannot happen when there
is an LP request in the
ring

RR C (Switching - LP)

NR N A

Initial state New r equest New st ate
D(ldle - LW LP C (Switching - LP)

FS E (Switching - FS)

SF F (Switching - SF)

\%S3 G (Switching - M)

WIR N A

EXER I (Switching - EXER

RR N A

NR D (lIdle - LW

Initial state New r equest New state
E (Switching - FS) LP C (Switching - LP)

FS E (Switching - FS)

SF E (Switching - FS)

VB N A - cannot happen when there
is an FS request in the
ring

WIR N A

EXER N A - cannot happen when there
is an FS request in the
ring

RR E (Switching - FS)

NR N A
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Initial state

F (Switching - SF) LP

New r equest

C (Switching - LP)

G (Switching - M) LP

FS F (Switching - SF)

SF F (Switching - SF)

VB N A - cannot happen when there
is an SF request in the
ring

WIR N A

EXER N A - cannot happen when there
is an SF request in the
ring

RR F (Switching - SF)

NR N A

Initial state New r equest New state

C (Switching - LP)

FS E (Switching - FS)
SF F (Switching - SF)
VB G (Switching - M5) - release
the switches but signal M
WIR N A
EXER N A - cannot happen when there
is an M5 request in the
ring
RR G (Switching - M)
NR N A
Initial state New r equest New state

H(Switching - WIR) LP C (Switching - LP)

FS E (Switching - FS)

SF F (Switching - SF)

VB G (Switching - M)

WIR H(Switching - WIR)

EXER N A - cannot happen when there
is a WIR request in the
ring

RR H(Switching - WR)

NR N A
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Initial state New r equest New state
I (Switching - EXER) LP C (Switching - LP)
FS E (Switching - FS)
SF F (Switching - SF)
VB G (Switching - M)
W'R N A
EXER I (Switching - EXER)
RR I (Switching - EXER
NR N A
5.3.5. State Transitions Wien Request Addresses to Another Node is

Recei ved

The priority of a renpte request does not depend

whi ch t he request

is received

on

the side from

Initial state

A (1dle)

Cheng,

et al.

New r equest New state

LP
FS
SF
WS
WR
EXER
RR
NR

B (Pass-through)
B (Pass-through)
B (Pass-through)
B (Pass-through)
B (Pass-through)
B (Pass-through)

N A
N A
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Initial state

New r equest

B (Pass-through) LP B (Pass-through)

FS N A - cannot happen when there
is an LP request in the
ring

B (Pass-t hrough) - otherw se

SF N A - cannot happen when there
is an LP request in the
ring

B (Pass-t hrough) - otherw se

VB N A - cannot happen when there
is an LP, FS, or SF
request in the ring

B (Pass-t hrough) - otherw se

WR N A - cannot happen when there
is an LP, FS, SF, or MS
request in the ring

B (Pass-t hrough) - otherw se

EXER N A - cannot happen when there
is an LP, FS, SF, Ms, or
a WIR request in the
ring

B (Pass-t hrough) - otherw se

RR N A

NR N A

Initial state New r equest New state

C (Switching -

Cheng,

et al.

LP)

LP
FS

SF

EXER

RR
NR

St andards Track

C (Switching - LP)

N A - cannot happen when there
is an LP request in the
ring

N A - cannot happen when there
is an LP request in the
ring

N A - cannot happen when there
is an LP request in the
ring

N A - cannot happen when there
is an LP request in the
ring

N A - cannot happen when there
is an LP request in the
ring

N A

N A
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Initial state New r equest New state
D(ldle - LW LP B (Pass-through)

FS B (Pass-through)

SF B (Pass-through)

VB B (Pass-through)

WIR B (Pass-through)

EXER B (Pass-through)

RR N A

NR N A

Initial state New r equest New state
E (Switching - FS) LP B (Pass-through)

FS E (Switching - FS)

SF E (Switching - FS)

VB N A - cannot happen when there
is an FS request in the
ring

WR N A - cannot happen when there
is an FS request in the
ring

EXER N A - cannot happen when there
is an FS request in the
ring

RR N A

NR N A

Initial state New r equest New state
F (Switching - SF) LP B (Pass-through)

FS F (Switching - SF)

SF F (Switching - SF)

1S3 N A - cannot happen when there
is an SF request in the
ring

WR N A - cannot happen when there
is an SF request in the
ring

EXER N A - cannot happen when there
is an SF request in the
ring

RR N A

NR N A
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Initial state

New r equest

G (Switching - M) LP B (Pass-through)
FS B (Pass-through)
SF B (Pass-through)
VB G (Switching - MS) - release
the switches but signal M
WR N A - cannot happen when there
is an M5 request in the
ring
EXER N A - cannot happen when there
is an M5 request in the
ring
RR N A
NR N A
Initial state New r equest New state

H(Switching - WIR) LP B (Pass-through)
FS B (Pass-through)
SF B (Pass-through)
1S3 B (Pass-through)
WIR N A
EXER N A - cannot happen when there
is a WIR request in the
ring
RR N A
NR N A
Initial state New r equest New state

I (Switching - EXER)

B (Pass-through)

B (Pass-through)

B (Pass-through)

B (Pass-through)

N A

I (Switching - EXER)
N A

N A

Cheng, et al.
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6. | ANA Consi derations
| ANA has assigned the values listed in the sections bel ow
6.1. G ACh Channel Type

The Channel Types for G ACh are allocated fromthe PW Associ at ed
Channel Type registry defined in [ RFC4446] and updated by [ RFC5586].

| ANA has all ocated the foll owi ng new G ACh Channel Type in the "MPLS
Ceneral i zed Associ ated Channel (G ACh) Types (including Pseudow re
Associ at ed Channel Types)" registry:

Val ue | Descri ption | Reference

0x002A | Ring Protection Switching (RPS) | this docunent

| Protocol |
6.2. RPS Request Codes

| ANA has created the subregistry "MPLS RPS Request Code Registry"
under the "Generic Associ ated Channel (G ACh) Paraneters” registry.
Al'l code points within this registry shall be allocated according to
the "Specification Required" procedure as specified in [ RFC8126].

The RPS request field is 8 bits; the allocated values are as foll ows:

Val ue Descri ption Ref er ence
0 No Request (NR) this docunent
1 Reverse Request (RR) this docunent
2 Unassi gned
3 Exerci se (EXER thi s docunent
4 Unassi gned
5 Wi t-to-Restore (WR) this docunent
6 Manual Switch (MB) this docunent
7-10 Unassi gned
11 Signal Fail (SF) t hi s docunent
12 Unassi gned
13 Forced Switch (FS) thi s docunent
14 Unassi gned
15 Lockout of Protection (LP) this docunent

16- 254 Unassi gned
255 Reserved
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7.

Oper ati onal Consi derations

Thi s docunent describes three protection nodes of the RPS protocol
Operators could choose the appropriate protection node according to
their network and service requiremnent.

W appi ng node provides a ring protection nmechanismin which the
protected traffic will reach every node of the ring and is applicable
to protect both the point-to-point LSPs and LSPs that need to be
dropped in several ring nodes, i.e., the point-to-nmultipoint
applications. Wen protection is inactive, the protected traffic is
switched (wapped) to/fromthe protection ring tunnel at both sides
of the defective |ink/node. Due to the wapping, the additiona
propagati on del ay and bandw dth consunption of the protection tunne
are considerable. For bidirectional LSPs, the protected traffic in
both directions is co-routed.

Short -w appi ng node provides a ring protection nechanismthat can be
used to protect only point-to-point LSPs. When protection is

i nactive, the protected traffic is wapped to the protection ring
tunnel at the defective |ink/node and | eaves the ring when the
protection ring tunnel reaches the egress node. Conpared with the
wr appi ng node, short-w apping can reduce the propagation | atency and
bandwi dt h consunption of the protection tunnel. However, the two
directions of a protected bidirectional LSP are not totally co-

rout ed.

Steering node provides a ring protection nmechanismthat can be used
to protect only point-to-point LSPs. Wen protection is inactive,
the protected traffic is switched to the protection ring tunnel at
the ingress node and | eaves the ring when the protection ring tunne
reaches the egress node. The steering node has the | east propagation
del ay and bandwi dth consunption of the three nodes, and the two
directions of a protected bidirectional LSP can be kept co-routed.

Note that only one protection node can be provisioned in the whole
ring for all protected traffic.

Security Considerations

MPLS-TP is a subset of MPLS, thus it builds upon many of the aspects
of the security nodel of MPLS. Please refer to [ RFC5920] for generic
MPLS security issues and nmethods for securing traffic privacy and
integrity.

The RPS nessage defined in this docunent is used for protection
coordination on the ring; if it is injected or nodified by an
attacker, the ring nodes night not agree on the protection action,
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9.

9.

and the inproper protection-switching action may cause a tenporary
break to services traversing the ring. It is inmportant that the RPS
nmessage is used within a trusted MPLS-TP network domain as descri bed
in [ RFC6941] .

The RPS nessage is carried in the G ACh [ RFC5586], so it is dependent
on the security of the GACh itself. The G ACh is a generalization

of the Associated Channel defined in [RFC4385]. Thus, this docunent
relies on the security nechani sns provided for the Associated Channel
as described in those two docunents.

As described in the security considerations of [RFC6378], the G ACh
is essentially connection oriented, so injection or nodification of
control nessages requires the subversion of a transit node. Such
subversion is generally considered hard in connection-oriented MPLS
net wor ks and i nmpossible to protect against at the protocol |evel
Managenent -1 evel techniques are nore appropriate. The procedures and
protocol extensions defined in this docunent do not affect the
security nodel of MPLS-TP linear protection as defined in [ RFC6378].
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