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Abst r act

In certain networks, such as, but not linmted to, financial

i nformati on networks (e.g., stock market data providers), network
performance criteria (e.g., latency) are becoming as critical to data
path sel ection as other netrics and constraints. These netrics are
associated with the Service Level Agreenent (SLA) between custoners
and service providers. The link bandwidth utilization (the tota
bandwi dth of a link in actual use for the forwarding) is another

i mportant factor to consider during path conputation

IGP Traffic Engineering (TE) Metric Extensions describe mechani sns

wi th which network performance information is distributed via OSPF
and IS 1S, respectively. The Path Conputation El enent Conmuni cation
Prot ocol (PCEP) provides nechani sns for Path Conputation El enents
(PCEs) to performpath conputations in response to Path Conputation
Aient (PCC requests. This docunent describes the extension to PCEP
to carry latency, delay variation, packet |oss, and |link bandw dth
utilization as constraints for end-to-end path conputation

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtained at
https://ww. rfc-editor.org/info/rfc8233
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1. Introduction

Real -time network performance information is becoming critical in the
path conputation in sonme networks. Mechanisns to neasure |atency,
del ay variation, and packet loss in an MPLS network are described in
[RFC6374]. It is inportant that |latency, delay variation, and packet
| oss are considered during the path sel ection process, even before
the Label Switched Path (LSP) is set up

Li nk bandwi dth utilization based on real-tine traffic along the path
is also beconming critical during path conputation in sone networKks.
Thus, it is inportant that the link bandwi dth utilization is factored
in during the path conputation

The Traffic Engi neering Database (TED) is popul ated with network
performance information like link | atency, delay variation, packet

|l oss, as well as paranmeters related to bandwi dth (residual bandw dth
avai |l abl e bandwi dth, and utilized bandwi dth) via TE Metric Extensions
in OSPF [ RFC7471] or 1S-1S [RFC7810] or via a nmanagenent system

[ RFC7823] describes how a Path Conputation El ement (PCE) [ RFC4655]
can use that information for path selection for explicitly routed
LSPs.
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A Path Conputation Cient (PCC) can request a PCE to provide a path
nmeeting end-to-end network performance criteria. This docunent
extends the Path Conputation El ement Communi cation Protocol (PCEP)

[ RFC5440] to handl e network performance constraints that include any
conmbi nation of |atency, delay variation, packet |oss, and bandw dth
utilization constraints.

[ RFC7471] and [ RFC7810] describe various considerations regarding:
0 Announcenent thresholds and filters
0 Announcenent suppression
0 Announcenent periodicity and network stability
The first two provide configurable nmechani sms to bound the nunber of
re-advertisenents in IGP. The third provides a way to throttle
announcenents. Section 1.2 of [RFC7823] al so describes the
oscillation and stability considerations while advertising and
consi dering service-aware information.

1.1. Requirenments Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "NOT RECOMMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
14 [ RFC2119] [RFC8174] when, and only when, they appear in all
capitals, as shown here

2. Term nol ogy
The following term nology is used in this docunent.
| GP: Interior Gateway Protocol; either of the two routing

protocol s, Open Shortest Path First (OSPF) or Internediate
Systemto Internediate System (1S-19S)

IS 1S Internediate Systemto Internediate System

LBU: Li nk Bandwi dth Utilization (see Section 3.2.1)

LRBU: Li nk Reserved Bandwi dth Utilization (see Section 3.2.2)
VPLP: M ni mum Packet Loss Path (see Section 3.3)

VRUP: Maxi mum Reserved Under-Utilized Path (see Section 3.3)
MUP: Maxi mum Under-UWilized Path (see Section 3.3)
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OF: bj ective Function; a set of one or nore optim zation
criteria used for the conputation of a single path (e.g.
path cost minimization) or for the synchronized conputation
of a set of paths (e.g., aggregate bandw dth consunption
mnimzation, etc.). (See [RFC5541].)

OSPF: Open Shortest Path First

PCC. Path Computation Cient; any client application requesting
a path conputation to be performed by a Path Conputation
El enent .

PCE: Pat h Conmputation Elenment; an entity (conponent,

application, or network node) that is capable of conputing
a network path or route based on a network graph and
appl yi ng conput ati onal constraints.

RSVP: Resource Reservation Protoco
TE: Traffic Engi neering
TED: Traf fic Engi neeri ng Dat abase

3. PCEP Extensions
This section defines PCEP extensions (see [ RFC5440]) for requirements
outlined in Appendi x A. The proposed solution is used to support
net wor k performance and service-aware path conputation

3.1. Extensions to METRIC Obj ect
The METRIC object is defined in Section 7.8 of [RFC5440], conprising
nmetric-value and netric-type (T field), and a flags field, conprising
a nunber of bit flags (B bit and P bit). This docunent defines the
followi ng types for the METRI C object.
0 T=12: Path Delay netric (Section 3.1.1)
0 T=13: Path Delay Variation netric (Section 3.1.2)
0 T=14: Path Loss netric (Section 3.1.3)
o T=15: P2MP Path Delay netric (Section 3.1.6.1)
0o T=16: P2WP Path Delay Variation netric (Section 3.1.6.2)

o T=17: P2MP Path Loss netric (Section 3.1.6.3)
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The following term nology is used and expanded al ong the way.
o0 A network conprises of a set of Nlinks {Li, (i=1...N)}.

o A path_P of a point-to-point (P2P) LSP is a list of K links
{Lpi, (i=1...K}.

3.1.1. Path Delay Metric

The Link Delay nmetric is defined in [RFC7471] and [ RFC7810] as
"Unidirectional Link Delay". The Path Delay netric type of the
METRI C obj ect in PCEP represents the sumof the Link Delay netric of
all links along a P2P path. Specifically, extending on the above-
nmenti oned terninol ogy:

0 A Link Delay nmetric of link L is denoted D(L).
0 A Path Delay nmetric for the P2P path P = Sum {D(Lpi), (i=1...K}.

This is as per the sum of nmeans conposition function (Section 4.2.5
of [RFC6049]). Section 1.2 of [RFC7823] describes oscillation and
stability considerations, and Section 2.1 of [RFC7823] describes the
calculation of the end-to-end Path Delay metric. Further

Section 4.2.9 of [RFC6049] states when this conposition function nmay
fail

Metric Type T=12: Path Delay netric
A PCC MAY use the Path Delay netric in a Path Conputati on Request
(PCReq) nessage to request a path neeting the end-to-end | atency

requirenent. |In this case, the B bit MJST be set to suggest a bound
(a maximum) for the Path Delay netric that nmust not be exceeded for
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the PCC to consider the conputed path as acceptable. The Path Del ay
metric nust be less than or equal to the value specified in the
metric-value field.

A PCC can also use this netric to ask PCE to optimnmze the path del ay
during path conputation. 1In this case, the B bit MJST be cl eared.

A PCE MAY use the Path Delay netric in a Path Conputation Reply
(PCRep) message along with a NO PATH object in the case where the PCE
cannot conpute a path neeting this constraint. A PCE can al so use
this metric to send the conputed Path Delay netric to the PCC

3.1.1.1. Path Delay Metric Val ue

[ RFC7471] and [ RFC7810] define "Unidirectional Link Delay Sub-TLV' to
advertise the link delay in microseconds in a 24-bit field.

[ RFC5440] defines the METRIC object with a 32-bit netric val ue
encoded in | EEE floating point format (see [|EEE. 754]).

Consequently, the encoding for the Path Delay netric value is
quantified in units of microseconds and encoded in | EEE fl oating
point format. The conversion from24-bit integer to 32-bit |EEE
floating point could introduce some |oss of precision.

3.1.2. Path Delay Variation Metric

The Link Delay Variation nmetric is defined in [RFC7471] and [ RFC7810]

as "Unidirectional Delay Variation". The Path Delay Variation netric
type of the METRIC object in PCEP encodes the sum of the Link Delay
Variation netric of all links along the path. Specifically,

ext endi ng on the above-nentioned termn nol ogy:

0 A delay variation of link L is denoted DV(L) (average del ay
variation for link L).

o A Path Delay Variation netric for the P2P path P = Sum {DV(Lpi),
(i=1...K}.

Section 1.2 of [RFC7823] describes oscillation and stability

consi derations, and Section 2.1 of [RFC7823] describes the
calculation of the end-to-end Path Delay Variation netric. Further,
Section 4.2.9 of [RFC6049] states when this conposition function may
fail

Note that the | GP advertisement for link attributes includes the
average delay variation over a period of tine. An inplenentation

t herefore, MAY use the sum of the average delay variation of |inks
along a path to derive the delay variation of the path. An
end-to-end bound on delay variation is typically used as constraint

Dhody, et al. St andards Track [ Page 7]



RFC 8233 Servi ce- Awar e LSPs Sept enber 2017

in the path conmputation. An inplenentation MAY al so use sone
enhanced conposition function for conputing the delay variation of a
path with better accuracy.

Metric Type T=13: Path Delay Variation netric

A PCC MAY use the Path Delay Variation nmetric in a PCReq nessage to
request a path neeting the path delay variation requirenent. In this
case, the B bit MJST be set to suggest a bound (a maxi nun) for the
Path Delay Variation netric that nmust not be exceeded for the PCCto
consi der the conmputed path as acceptable. The path delay variation
nmust be less than or equal to the value specified in the netric-val ue
field.

A PCC can also use this netric to ask the PCE to optinize the path
del ay variation during path conputation. |In this case, the B flag
MUST be cl ear ed.

A PCE MAY use the Path Delay Variation netric in a PCRep nessage
along with a NO PATH object in the case where the PCE cannot conpute
a path neeting this constraint. A PCE can also use this nmetric to
send the conputed end-to-end Path Delay Variation nmetric to the PCC

3.1.2.1. Path Delay Variation Metric Val ue

[ RFC7471] and [ RFC7810] define "Unidirectional Delay Variation

Sub- TLV" to advertise the link delay variation in nmicroseconds in a
24-bit field. [RFC5440] defines the METRIC object with a 32-bit
metric val ue encoded in | EEE floating point format (see [|EEE 754]).
Consequently, the encoding for the Path Delay Variation netric val ue
is quantified in units of mcroseconds and encoded in | EEE fl oati ng
point format. The conversion from24-bit integer to 32-bit |EEE
floating point could introduce sone | oss of precision

3.1.3. Path Loss Metric
[ RFC7471] and [ RFC7810] define "Unidirectional Link Loss". The Path
Loss (as a packet percentage) netric type of the METRI C object in
PCEP encodes a function of the unidirectional |oss netrics of al
links along a P2P path. The end-to-end packet | oss for the path is

represented by this netric. Specifically, extending on the above
ment i oned termn nol ogy:

0 The percentage link loss of link L is denoted PL(L).

o The fractional link loss of link L is denoted FL(L) = PL(L)/2100.
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0 The percentage Path Loss nmetric for the P2P path P = (1 -
((2-FL(Lp1l)) * (1-FL(Lp2)) * .. * (1-FL(LpK)))) * 100 for a path P
with Iinks Lpl to LpK

This is as per the conposition function described in Section 5.1.5 of
[ RFC6049] .

Metric Type T=14: Path Loss netric

A PCC MAY use the Path Loss nmetric in a PCReq nessage to request a
path neeting the end-to-end packet loss requirenment. In this case,
the B bit MJST be set to suggest a bound (a maxi nun) for the Path
Loss netric that nmust not be exceeded for the PCC to consider the
comput ed path as acceptable. The Path Loss netric nust be I ess than
or equal to the value specified in the netric-value field.

A PCC can also use this netric to ask the PCE to optimize the path
| oss during path conputation. 1In this case, the B flag MJST be
cl ear ed.

A PCE MAY use the Path Loss nmetric in a PCRep nessage along with a
NO PATH obj ect in the case where the PCE cannot conpute a path
meeting this constraint. A PCE can also use this netric to send the
conput ed end-to-end Path Loss netric to the PCC

3.1.3.1. Path Loss Metric Val ue

[ RFC7471] and [ RFC7810] define "Unidirectional Link Loss Sub-TLV' to
advertise the link loss in percentage in a 24-bit field. [RFC5440]
defines the METRIC object with a 32-bit netric val ue encoded in | EEE
floating point format (see [IEEE. 754]). Consequently, the encoding
for the Path Loss nmetric value is quantified as a percentage and
encoded in | EEE floating point fornat.

3.1.4. Non-Understanding / Non-Support of Service-Aware Path
Conput ati on

If a PCE receives a PCReq nessage containing a METRIC object with a
type defined in this docunment, and the PCE does not understand or
support that netric type, and the P bit is clear in the METRI C obj ect
header, then the PCE SHOULD sinply ignore the METRI C object as per

t he processing specified in [ RFC5440].

If the PCE does not understand the new METRIC type, and the P bit is
set in the METRI C object header, then the PCE MJUST send a PCEP Error
(PCErr) message containing a PCEP- ERROR hject with Error-Type = 4
(Not supported object) and Error-value = 4 (Unsupported paraneter)

[ RFC5440] [ RFC5441] .
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I f the PCE understands but does not support the new METRIC type, and
the P bit is set in the METRI C obj ect header, then the PCE MJST send
a PCErr nmessage containing a PCEP-ERROR Cbject with Error-Type = 4
(Not supported object) with Error-value = 5 (Unsupported network
performance constraint). The path conputation request MJST then be
cancel ed.

If the PCE understands the new METRIC type, but the local policy has
been configured on the PCE to not all ow network performance
constraint, and the P bit is set in the METRI C object header, then
the PCE MIUST send a PCErr nessage containing a PCEP- ERROR Object with
Error-Type = 5 (Policy violation) with Error-value = 8 (Not all owed
networ k performance constraint). The path conputation request MJST

t hen be cancel ed.

3.1.5. Mode of Cperation

As explained in [ RFC5440], the METRIC object is optional and can be
used for several purposes. In a PCReq nessage, a PCC MAY insert one
or nmore METRI C objects:

o To indicate the nmetric that MJST be optim zed by the path
conmput ation al gorithm (path delay, path delay variation, or path
| oss).

0 To indicate a bound on the METRIC (path del ay, path del ay
variation, or path loss) that MJST NOT be exceeded for the path to
be consi dered as acceptabl e by the PCC

In a PCRep nessage, the PCE MAY insert the METRIC object with an
Explicit Route Object (ERO so as to provide the METRI C (path del ay,
path delay variation, or path loss) for the conputed path. The PCE
MAY al so insert the METRIC object with a NO PATH object to indicate
that the nmetric constraint could not be satisfied.

The path conputation algorithmc aspects used by the PCE to optinize
a path with respect to a specific netric are outside the scope of
this docunent.

Al'l the rules of processing the METRI C object as explained in
[ RFC5440] are applicable to the new netric types as well.
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3.1.5.1. Exanples

If a PCC sends a path conputation request to a PCE where the netric
to optimze is the path delay and the path | oss nust not exceed the
value of M then two METRI C objects are inserted in the PCReq
nessage:

o First METRIC object with B=0, T=12, C=1, netri c-val ue=0x0000
0 Second METRIC object with B=1, T=14, netric-val ue=M

As per [RFC5440], if a path satisfying the set of constraints can be
found by the PCE and there is no policy that prevents the return of
the conputed netric, then the PCE inserts one METRI C object with B=0,
T=12, netric-value= conputed path delay. Additionally, the PCE MAY
insert a second METRIC object with B=1, T=14, netric-val ue=conputed
pat h | oss.

3.1.6. Point-to-Miltipoint (P2MP)

This section defines the followi ng types for the METRI C object to be
used for the P2MP TE LSPs.

3.1.6.1. P2WP Path Delay Metric

The P2\MP Path Delay netric type of the METRI C object in PCEP encodes
the Path Delay nmetric for the destination that observes the worst
delay netric anong all destinations of the P2MP tree. Specifically,
ext endi ng on the above-nenti oned termn nol ogy:

0 A P2WP tree T conprises a set of Mdestinations {Dest_j,
(i=1...M}.

o0 The P2P Path Delay netric of the path to destination Dest_j is
denoted by PDM Dest_j).

o The P2MP Pgth Dgalay metric for the P2MP tree T = Maxi num
{PDM Dest _j), (j=1...M}.

The value for the P2MP Path Delay netric type (T) 15.
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3.1.6.2. P2MWP Path Delay Variation Metric

The P2\MP Path Delay Variation nmetric type of the METRIC object in
PCEP encodes the Path Delay Variation netric for the destination that
observes the worst delay variation netric anong all destinations of
the P2IWP tree. Specifically, extending on the above-nentioned

t er m nol ogy:

0 A P2WP tree T conprises a set of Mdestinations {Dest_j,
(i=1...M}.

0 The P2P Path Delay Variation netric of the path to the destination
Dest j is denoted by PDVM Dest j).

o0 The P2MP Path Delay Variation netric for the P2MP tree T = Maxi mum
{PDVM Dest j), (j=1...M}.

The value for the P2MP Path Delay Variation netric type (T)

16.
3.1.6.3. P2MP Path Loss Metric

The P2\MP Path Loss netric type of the METRI C object in PCEP encodes
the path packet loss netric for the destination that observes the
wor st packet loss netric anong all destinations of the P2MP tree.
Specifically, extending on the above-nentioned ternmn nol ogy:

0 A P2W tree T conprises of a set of Mdestinations {Dest_j,
(i=1...M}.

0 The P2P Path Loss netric of the path to destination Dest j is
denoted by PLM Dest j).

o The P2MP Path Loss netric for the P2MP tree T = Maxi mum
{PLMDest j), (j=1...M}.

The val ue for the P2MP Path Loss netric type (T)

17.

3.2. Bandwidth Utilization

3.2.1. Link Bandwidth UWilization (LBU)
The LBU on a link, forwardi ng adjacency, or bundled link is popul at ed
in the TED ("Unidirectional Utilized Bandwi dth Sub-TLV' in [ RFC7471]
and [RFC7810]). For a link or forwarding adjacency, the bandw dth

utilization represents the actual utilization of the link (i.e., as
measured in the router). For a bundled link, the bandw dth
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utilization is defined to be the sumof the conponent |ink bandw dth
utilization. This includes traffic for both RSVP-TE and non- RSVP-TE
| abel switched path packets.

The LBU in percentage is described as the (utilized bandwi dth /
maxi mum bandwi dt h) * 100.

The "maxi mrum bandwi dth" is defined in [ RFC3630] and [ RFC5305] and
"utilized bandwi dth" in [RFC7471] and [ RFC7810].

3.2.2. Link Reserved Bandwi dth Utilization (LRBU)

The LRBU on a link, forwarding adjacency, or bundled Iink can be
calculated fromthe TED. The utilized bandwi dth includes traffic for
bot h RSVP-TE and non- RSVP-TE LSPs; the reserved bandwi dth utilization
considers only the RSVP-TE LSPs.

The reserved bandwi dth utilization can be cal cul ated by using the
resi dual bandw dt h, avail abl e bandwi dth, and utilized bandw dth
described in [RFC7471] and [ RFC7810]. The actual bandw dth by

non- RSVP-TE traffic can be cal cul ated by subtracting the avail able
bandwi dth fromthe residual bandw dth ([ RFC7471] and [ RFC7810]),
which is further deducted fromutilized bandwidth to get the reserved
bandwi dth utilization. Thus,

reserved bandwi dth utilization = utilized bandwi dth - (residual
bandwi dt h - avail abl e bandwi dt h)

The LRBU in percentage is described as the (reserved bandw dth
utilization / maxi numreservabl e bandw dth) * 100.

The "maxi mum reservabl e bandwi dth" is defined in [ RFC3630] and

[ RFC5305]. The "utilized bandw dth", "residual bandw dth", and

"avail abl e bandwi dth" are defined in [ RFC7471] and [ RFC7810].
3.2.3. Bandwidth Wilization (BU) Object

The BU object is used to indicate the upper linmt of the acceptable
link bandwi dth utilization percentage.

The BU object MAY be carried within the PCReq nmessage and PCRep
nessages.

BU Object-C ass is 35.

BU Obj ect-Type is 1.
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The format of the BU object body is as follows:

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| Reserved | Type

i S i i S it St Ui S S S S S S S S St SH U S e S
| Bandwi dth Utilization

I I S i i i S i i N S it Sl I S S

BU Obj ect Body For mat

Reserved (24 bits): This field MJST be set to zero on transm ssion
and MJST be ignored on receipt.

Type (8 bits): Represents the bandwidth utilization type. Two
val ues are currently defined.

* Type 1 is LBU (Link Bandwidth Wilization)
* Type 2 is LRBU (Link Residual Bandwi dth Wilization)

Bandwi dth Utilization (32 bits): Represents the bandw dth
utilization quantified as a percentage (as described in Sections
3.2.1 and 3.2.2) and encoded in | EEE floating point format (see
[ | EEE. 754]) .

The BU object body has a fixed length of 8 bytes.
3.2.3.1. Elenents of Procedure

A PCC that wants the PCE to factor in the bandwi dth utilization
during path conputation includes a BU object in the PCReq nessage. A
PCE that supports this object MIST ensure that no Iink on the

comput ed path has the LBU or LRBU percentage exceeding the given

val ue.

A PCReq or PCRep message MAY contain nultiple BU objects so |long as
each is for a different bandwidth utilization type. |If a nmessage
contains nore than one BU object with the same bandwi dth utilization
type, the first MJST be processed by the receiver and subsequent

i nstances MJUST be i gnored.

If the BU object is unknown/unsupported, the PCE is expected to
follow procedures defined in [RFC5440]. That is, if the Pbit is
set, the PCE sends a PCErr nessage with error type 3 or 4 (Unknown /
Not supported object) and error value 1 or 2 (unknown / unsupported
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object class / object type), and the related path conputation request
will be discarded. |If the P bit is cleared, the PCEis free to
i gnore the object.

If the PCE understands but does not support path conputation requests
using the BU object, and the P bit is set in the BU object header,
then the PCE MJUST send a PCErr nessage with a PCEP- ERROR bj ect
Error-Type = 4 (Not supported object) with Error-value = 5
(Unsupported network performance constraint), and the related path
conmput ati on request MJST be di scarded.

I f the PCE understands the BU object but the I ocal policy has been
configured on the PCE to not all ow network perfornmance constraint,
and the P bit is set in the BU object header, then the PCE MJST send
a PCErr nmessage with a PCEP- ERROR (bject Error-Type =5 (Policy
violation) with Error-value = 8 (Not all owed network performance
constraint). The path conputation request MJST then be cancel ed.

If path conputation is unsuccessful, then a PCE MAY insert a BU
obj ect (along with a NO PATH object) into a PCRep nessage to indicate
the constraints that could not be satisfied.

Usage of the BU object for P2MP LSPs is outside the scope of this
docunent .

3.3. (bjective Functions
[ RFC5541] defines a nechanismto specify an objective function that
is used by a PCE when it conputes a path. The new netric types for
path delay and path delay variation can continue to use the existing
obj ective function -- Mninmum Cost Path (MCP) [ RFC5541]. For path
| oss, the followi ng new OF is defined.
0 A network conprises a set of Nlinks {Li, (i=1...N}.
o Apath Pis alist of Klinks {Lpi,(i=1...K}.
0 The percentage link loss of link L is denoted PL(L).
o The fractional link loss of link L is denoted FL(L) = PL(L) / 100.

0 The percentage path |l oss of a path P is denoted PL(P), where PL(P)
= (1 - ((1-FL(Lpl)) * (1-FL(Lp2)) * .. * (1-FL(LpK)))) * 100.

bj ective Function Code: 9

Name: M ni num Packet Loss Path (MPLP)
Description: Find a path P such that PL(P) is mnimzed.
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Two additional objective functions -- nanely, the Maxinum Under -
Utilized Path (MJP) and the Maxi num Reserved Under-Utilized Path
(MRUP) are needed to optinize bandwi dth utilization. These two new
obj ective function codes are defined bel ow

These objective functions are fornul ated using the foll ow ng
addi ti onal term nol ogy:

0 The bandwidth utilization on link L is denoted u(L).

0 The reserved bandwidth utilization on link L is denoted ru(L).
0 The maxi mum bandwidth on Iink L is denoted ML).

0 The maxi mumreservabl e bandwidth on Iink L is denoted R(L).
The description of the two new objective functions is as foll ows.

bj ective Function Code: 10

Name: Maxi mum Under-Utilized Path (MJP)

Description: Find a path P such that (Mn {(MLpi)- u(Lpi))
/ MLpi), i=1...K} ) is maxim zed.

bj ective Function Code: 11

Nanme: Maxi mum Reserved Under-Utilized Path (MRUP)
Description: Find a path P such that (Mn {(R(Lpi)- ru(Lpi))
/ R(Lpi), i=1...K} ) is nmaximzed.

These new obj ective functions are used to optim ze paths based on the
bandwi dth utilization as the optim zation criteria.

If the objective functions defined in this docunent are unknown/
unsupported by a PCE, then the procedure as defined in Section 3.1.1
of [RFC5541] is followed.

4, Stateful PCE and PCE Initiated LSPs

[ RFC8231] specifies a set of extensions to PCEP to enable statefu
control of MPLS-TE and GWLS LSPs via PCEP and the maintaini ng of
these LSPs at the stateful PCE. It further distinguishes between an
active and a passive stateful PCE. A passive stateful PCE uses LSP
state information |l earned from PCCs to optim ze path conputations but
does not actively update LSP state. In contrast, an active statefu
PCE utilizes the LSP del egati on mechanismto update LSP paraneters in
those PCCs that del egated control over their LSPs to the PCE

[ PCE- I NI TI ATED] descri bes the setup, maintenance, and teardown of
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PCE-initiated LSPs under the stateful PCE nodel. The docunent
defines the PClnitiate nmessage that is used by a PCE to request a PCC
to set up a new LSP.

The new netric type and objective functions defined in this docunent
can al so be used with the stateful PCE extensions. The format of
PCEP nessages described in [ RFC8231] and [PCE-I N TI ATED] uses
<intended-attribute-list> and <attribute-list> respectively, (where
the <intended-attribute-list>is the attribute-list defined in
Section 6.5 of [RFC5440] and extended in Section 5.2 of this
docunent) for the purpose of including the service-aware paraneters.
The stateful PCE inplenentation MAY use the extension of PCReq and
PCRep messages as defined in Sections 5.1 and 5.2 to enable the use
of service-aware paraneters during passive stateful operations.

5. PCEP Message Extension

Message formats in this docunment are expressed using Routing Backus-
Naur Form (RBNF) as used in [ RFC5440] and defined in [RFC5511].

5.1. The PCReq Message
The extensions to the PCReq nessage are:
0 new netric types using existing METRI C obj ect
0 a new optional BU object

0 new objective functions using existing OF obj ect [ RFC5541]
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The format of the PCReq nessage (with [ RFC5541] and [ RFC8231] as a
base) is updated as foll ows:

<PCReq Message> ::= <Common Header >
[ <svec-list>]
<request-1list>

wher e:

<svec-list> ::= <SVEC

[ <OF>]
[<netric-list>]
[ <svec-list>]

<request-list> ::= <request> [<request-list>]

<request> ::= <RP>
<END- POl NTS>
[ <LSP>]
[ <LSPA>]
[ <BANDW DTH>]
[ <bu-1i st >]
[<metric-1ist>]
[ <OF>]
[ <RRC>[ <BANDW DTH>] |
[ <I RO>]
[ <LOAD- BALANCI NG>]

and where:
<bu- i st>::=<BU>[ <bu-1i st >]
<netric-list> ::= <METRIC>[<netric-1|ist>]
5.2. The PCRep Message
The extensions to the PCRep nessage are:

0 new netric types using existing METRI C obj ect

0 a new optional BU object (during unsuccessful path conputation, to
i ndi cate the bandwidth utilization as a reason for failure)

0 new objective functions using existing OF object [RFC5541]
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The format of the PCRep nessage (with [ RFC5541] and [ RFC8231] as a
base) is updated as foll ows:

<PCRep Message> ::= <Common Header >
[ <svec-list>]
<response-|ist>

wher e:
<svec-list> ::= <SVEC

[ <OF>]

[<netric-list>]

[ <svec-1list>]
<response-list> ::= <response> [<response-|ist>]
<response> ::= <RP>

[ <LSP>]

[ <NO PATH>]

[<attribute-list>]

[ <pat h-1ist>]
<path-list> ::= <path> [<path-Ilist>]
<pat h> ::= <ERC>

<attribute-list>
and where:
<attribute-list> ::= [<OF>]

[ <LSPA>]

[ <BANDW DTH>]

[ <bu-1ist>]
[<netric-list>]
[ <I RO>]

<bu- i st>;:=<BU>[ <bu-1i st >]
<metric-list> ::= <METRIC> [<metric-1ist>]

5.3. The PCRpt Message

A Path Conputation LSP State Report nessage (also referred to as
PCRpt message) is a PCEP nessage sent by a PCCto a PCE to report the
current state or delegate control of an LSP. The BU object in a
PCRpt message specifies the upper limt set at the PCC at the tinme of
LSP del egation to an active stateful PCE
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6.

6.

6.

6.

The format of the PCRpt nessage is described in [ RFC8231], which uses
the <intended-attribute-list> which is the attribute-list defined in
Section 6.5 of [RFC5440] and extended by PCEP extensions.

The PCRpt nessage can use the updated <attribute-list> (as extended
in Section 5.2) for the purpose of including the BU object.

O her Consi derations
1. Inter-domain Path Conputation

[ RFC5441] describes the Backward Recursive PCE-Based Conputation
(BRPC) procedure to conpute an end-to-end optim zed inter-donmain path
by cooperating PCEs. The new netric types defined in this docunent
can be applied to end-to-end path conmputation, in a simlar manner to
the existing |GP or TE netrics. The new BU object defined in this
docunent can be applied to end-to-end path conputation, in a simlar
manner to a METRIC object with its B bit set to 1.

Al'l donai ns shoul d have the sanme understandi ng of the METRIC (path
del ay variation, etc.) and the BU object for end-to-end inter-donain
path conputation to nmake sense. O herw se, sone formof netric
normal i zati on as described in [ RFC5441] MJST be appli ed.

1.1. Inter-AS Links

The 1 GP in each nei ghbor domain can advertise its inter-domain TE
link capabilities. This has been described in [RFC5316] (I1S-1S) and
[ RFC5392] (OSPF). The network performance |ink properties are
described in [RFC7471] and [ RFC7810]. The sane properties nust be
advertised using the nechani smdescribed in [RFC5392] (OSPF) and

[ RFC5316] (IS 19).

1.2. Inter-Layer Path Conputation

[ RFC5623] provides a framework for PCE-based inter-layer MPLS and
GWLS traffic engineering. Lower-layer LSPs that are advertised as
TE links into the higher-layer network forma Virtual Network

Topol ogy (VNT). The advertisenment into the higher-layer network
shoul d i ncl ude network performance |ink properties based on the
end-to-end nmetric of the lower-layer LSP. Note that the new netrics
defined in this docunent are applied to end-to-end path conputation
even though the path may cross nultiple | ayers.
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6.2. Reoptinizing Paths

7.

7.

[ RFC6374] defines the nmeasurenment of |oss, delay, and related netrics
over LSPs. A PCC can utilize these neasurenent techniques. |In case
it detects a degradation of network performance paranmeters relative
to the value of the constraint it gave when the path was set up, or
relative to an inplenentation-specific threshold, it MAY ask the PCE
to reoptinize the path by sending a PCReq with the R bit set in the
RP obj ect, as per [RFC5440].

A PCC may al so detect the degradation of an LSP wi t hout making any

di rect nmeasurenents, by nonitoring the TED (as popul ated by the |1 GP)
for changes in the network performance paraneters of the links that
carry its LSPs. The PCC can issue a reoptimnization request for any

i npacted LSPs. For exanple, a PCC can nonitor the |ink bandw dth
utilization along the path by nmonitoring changes in the bandw dth
utilization parameters of one or nore links on the path in the TED

If the bandwidth utilization percentage of any of the links in the
path changes to a value |less than that required when the path was set
up, or otherwi se less than an i nplenmentation-specific threshold, then
the PCC can issue a reoptimzation request to a PCE

A stateful PCE can al so determ ne which LSPs should be reoptinzed
based on network events or triggers fromexternal nonitoring systens.
For exanple, when a particular link deteriorates and its | oss

i ncreases, this can trigger the stateful PCE to automatically
determi ne which LSPs are inpacted and should be reoptim zed.

| ANA Consi derations
1. METRIC Types

| ANA nai ntains the "Path Conputation El ement Protocol (PCEP) Nunbers"
registry at <http://ww.iana.org/assignnments/pcep> Wthin this
registry, IANA naintains a subregistry for "METRIC Cbject T Field"
Six new netric types are defined in this docunent for the METRI C

obj ect (specified in [RFC5440]).

| ANA has nmade the followi ng allocations:

Val ue Descri ption Ref er ence
12 Path Delay netric RFC 8233
13 Path Delay Variation metric RFC 8233
14 Path Loss netric RFC 8233
15 P2MP Path Delay netric RFC 8233
16 P2MP Path Del ay variation netric RFC 8233
17 P2MP Path Loss nmetric RFC 8233
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7.

7.

7.

2.

3.

4.

New PCEP bj ect

| ANA mai ntai ns Cbj ect-Types within the "PCEP Objects" registry. |ANA
has made the follow ng allocation:

bj ect bj ect Narme Ref er ence
d ass Type
35 0 Reserved RFC 8233
1 BU RFC 8233
BU Obj ect

| ANA has created a new subregistry, named "BU Cbject Type Field",
within the "Path Conputation El enment Protocol (PCEP) Nunbers"
registry to manage the Type field of the BU object. New values are
to be assigned by Standards Action [RFC8126]. Each val ue should be
tracked with the following qualities:

o Type

o0 Nane

0 Reference

The foll owi ng values are defined in this docunent:

Type Nare Ref er ence
0  Reserved  RC8233
1 LBU (Link Bandwi dth Utilization) RFC 8233

2 LRBU (Li nk Residual Bandwidth Utilization) RFC 8233
O~ Codes

| ANA mai ntains the "Cbjective Function" subregistry (described in

[ RFC5541]) within the "Path Conputation El ement Protocol (PCEP)
Numbers" registry. Three new objective functions have been defined
in this docunent.
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7.

5.

| ANA has nade the followi ng allocations:

Code Nanme Ref erence
Poi nt

9 MnimmPacket Loss Path (MPLF)  RFC 8233
10 Maxi mum Under-UWilized Path (MJP) RFC 8233
11 Maxi mum Reserved Under-Utilized Path (MRUP) RFC 8233

New Error - Val ues

| ANA mai ntains a registry of Error-Types and Error-values for use in
PCEP nmessages. This is naintained as the "PCEP- ERROR Obj ect Error
Types and Val ues" subregistry of the "Path Conputation El enent
Protocol (PCEP) Nunbers" registry.

| ANA has nade the followi ng allocations:

Two new Error-values are defined for the Error-Type "Not supported
object” (type 4) and "Policy violation" (type 5).

Error-Type Meani ng and error val ues Ref er ence

4 Not supported object

Error-val ue
5: Unsupported network RFC 8233
perfornmance constraint

5 Policy violation

Error-val ue
8: Not all owed network RFC 8233
perfornmance constraint

Security Considerations

Thi s docunent defines new METRI C types, a new BU object, and new OF
codes that do not add any new security concerns beyond those

di scussed in [RFC5440] and [ RFC5541] in itself. Sone depl oynents may
find the service-aware infornmation |ike delay and packet |oss to be
extra sensitive and could be used to influence path conputation and
setup with adverse effect. Additionally, snooping of PCEP nessages
wi th such data or using PCEP nessages for network reconnai ssance may
give an attacker sensitive information about the operations of the
network. Thus, such depl oynent shoul d enpl oy suitable PCEP security
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mechani sns |i ke TCP Aut hentication Option (TCP-AO [ RFC5925] or

[ PCEPS]. The procedure based on Transport Layer Security (TLS) in
[PCEPS] is considered a security enhancement and thus is nmuch better
suited for the sensitive service-aware information

9. Manageability Considerations

9.1. Control of Function and Policy
The only configurable itemis the support of the new constraints on a
PCE, which MAY be controlled by a policy nodul e on an individua
basis. If the new constraint is not supported/allowed on a PCE, it
MUST send a PCErr nessage accordingly.

9.2. Information and Data Model s

[ RFC7420] describes the PCEP M B. There are no new M B (bjects for
thi s docunent.

9.3. Liveness Detection and Monitoring
The mechani snms defined in this docunent do not inply any new |iveness
detection and nonitoring requirenments in addition to those already
listed in [ RFC5440].

9.4. Verify Correct Operations
The mechani sms defined in this docunent do not inply any new
operation verification requirenents in addition to those already
listed in [ RFC5440].

9.5. Requirements on G her Protocols
The PCE requires the TED to be popul ated with network performance
information like link |latency, delay variation, packet |oss, and
utilized bandwi dth. This nmechanismis described in [ RFC7471] and
[ RFC7810] .

9.6. Inpact on Network Operations

The mechani snms defined in this docunent do not have any inpact on
network operations in addition to those already listed in [ RFC5440].
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Appendi x A, PCEP Requi renents

End-to-end service optimzation based on | atency, delay variation,
packet |oss, and link bandwidth utilization are key requirenents for
service providers. The follow ng associ ated key requirenents are
identified for PCEP:

1. A PCE supporting this specification MIST have the capability to
comput e end-to-end paths with | atency, delay variation, packet

| oss, and bandwi dth utilization constraints. It MJST al so
support the conbi nation of network performance constraints
(latency, delay variation, loss,...) with existing constraints
(cost, hop-limt,...).

2. A PCC MJST be able to specify any network performance constraint
in a PCReq nessage to be applied during the path conputation

3. A PCC MIST be able to request that a PCE optinizes a path using
any network performance criteria.

4. A PCE that supports this specification is not required to provide
service-aware path conputation to any PCC at any tine.

Therefore, it MJIST be possible for a PCE to rej ect a PCReq
message with a reason code that indicates service-aware path
conputation is not supported. Furthernore, a PCE that does not
support this specification will either ignore or reject such
requests using pre-existing nechanisns; therefore, the requests
MUST be identifiable to | egacy PCEs, and rejections by |egacy
PCEs MUST be acceptable within this specification

5. A PCE SHOULD be able to return end-to-end network performance
i nformati on of the conmputed path in a PCRep nessage

6. A PCE SHOULD be able to conpute multi-domain (e.g., Inter-AS
Inter-Area, or Milti-Layer) service-aware paths.

Such constraints are only neaningful if used consistently: for
instance, if the delay of a conputed path segnment is exchanged
between two PCEs residing in different donmains, a consistent way of
defining the delay nmust be used.
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