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[ The purpose of this note is to describe the CRONUS Virtual
Local Network, especially the addressing related features.
These features include a nethod for mappi ng between I nternet
Addresses and Local Network addresses. This is a topic of
current concern in the ARPA Internet comunity. This note is

intended to stinulate discussion. This is not a specification
of an Internet Standard.]

1 Purpose and Scope

This note defines the Cronus (1) Virtual Local Network
(VLN), a facility which provides interhost nmessage transport to
the Cronus Distributed Qperating System The VLN consists of a
"client interface specification’ and an 'inplenentation’; the
client interface is expected to be available on every Cronus
host. dient processes can send and receive datagrans using
specific, broadcast, or nulticast addressing as defined in the

i nterface specification.

(1) The Cronus Distributed OQperating Systemis being designed by
Bolt Beranek and Newran Inc., as a conponent of the Distributed
Systenms Technol ogy Program sponsored by Rome Air Devel opnent
Center. This work is supported by the DOS Design/lnplenmentation
contract, F30602-81-C-0132.
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Fromthe vi ewpoi nt of other Cronus system software and
application programs, the VLN stands in place of a direct
interface to the physical local network (PLN). This additiona
| evel of abstraction is defined to neet two naj or system
obj ecti ves:

*  COWPATIBILITY. The VLN defines a comunication facility
which is conpatible with the Internet Protocol (IP)

devel oped by DARPA; by inplication the VLN is conpatible

with higher-level protocols such as the Transnission Contro

Protocol (TCP) based on IP

*  SUBSTI TUTABI LITY. Cronus software built above the VLN is
dependent only upon the VLN interface and not its

i mpl ementation. It is possible to substitute one physica

| ocal network for another in the VLN inplenentation

provided that the VLN interface semantics are naintai ned.

(This note assunes the reader is famliar with the concepts
and termni nol ogy of the DARPA Internet Program reference [6] is a
conpilation of the inportant protocol specifications and ot her

docunents. Docunents in [6] of special significance here are [5]

and [4].)

The conpatibility goal is notivated by factors relating to
the Cronus design and its devel opnment environnent. A |large body
of software has evolved, and continues to evolve, in the internet

community fostered by DARPA. For exanple, the conpatibility goa
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pernmits the Cronus design to assimlate existing software
components providing electronic mail, renote term nal access, and
file transfer in a straightforward nanner. |n addition to the
rol es of such services in the Cronus system they are needed as
support for the design and devel opnent process. The prototype
Cronus cluster, called the Advanced Devel opnent Mbdel (ADM, will
be connected to the ARPANET, and it is inportant that the ADM
conformto the standards and conventi ons of the DARPA i nternet

conmmuni ty.

The substitutability goal reflects the belief that different
i nstances of the Cronus cluster will utilize different physica
| ocal networks. Substitution may be desirable for reasons of
cost, performance, or other properties of the physical |oca
networ k such as mechani cal and el ectrical ruggedness. The
exi stence of the VLN interface definition suggests a procedure
for physical l|ocal network substitution, nanely, re-
i npl ementation of the VLN interface on each Cronus host. The
i mpl enentations will be functionally equival ent but can be
expected to differ along dinensions not specified by the VLN

interface definition. Since different physical |ocal networks
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are often quite simlar, the task of "re-inplenenting"” the VLN is
probably much less difficult than building the first
i npl enentation; small nodifications to an existing, exenplary

i mpl ement ati on may suffice.

The concepts of the Cronus VLN, and in particular the VLN
i mpl enent ati on based on Ethernet described in Section 4, have
significance beyond their application in the Cronus system Many
organi zati ons are now beginning to install |ocal networks and
i medi ately confront the conpatibility issue. For a nunber of
universities, for exanple, the conpatibility problemis precisely
the interoperability of the Ethernet and the DARPA internet.
Al t hough perhaps | ess i mediate, the substitutability issue wll
al so be faced by other organi zations as | ocal network technol ogy
advances, and the transfer of existing systemand application
software to a new physical |ocal network base becones an econonic

necessity.

Figure 1 shows the position of the VLN in the |owest |ayers
of the Cronus protocol hierarchy. The VLN interface
specification given in the next section is actually a neta-

specification, like the specifications of IP and TCP, in that the
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programming details of the interface are host-dependent and
unspecified. The precise representation of the VLN data
structures and operations can be expected to vary from nmachine to
machi ne, but the functional capabilities of the interface are the

sanme regardl ess of the host.

| Transmission | User | |
| Control | Datagram | ... |
| Protocol | Protocol | |

| I nt ernet Protocol |

I (1P) I

| Virtual Local Network |
I (VLN I

| Physi cal Local Network |
| (PLN, e.g. Ethernet) |

Figure 1 . Cronus Protocol Layering

The VLN is conpletely conpatible with the Internet Protocol

as defined in [5], i.e., no changes or extensions to IP are
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required to inplement |P above the VLN. In fact, this was a
requi renent on the VLN design; a consequence was the tinely
conpl etion of the VLN design and avoi dance of the |engthy del ays
whi ch often acconpany attenpts to change or extend a wi dely-

accept ed standard.

The followi ng sections define the VLN client interface and
illustrate how the VLN inplenentation m ght be organized for an

Et her net PLN

2 The VLN-to-Client Interface

The VLN | ayer provides a datagramtransport service anong
hosts in a Cronus 'cluster’, and between these hosts and ot her
hosts in the DARPA internet. The hosts belonging to a cluster
are directly attached to the same physical |ocal network, but the
VLN hi des the peculiarities of the PLN from ot her Cronus
software. Communi cation with hosts outside the cluster is
achi eved through sonme nunber of 'internet gateways’, shown in

Figure 2, connected to the cluster. The VLN layer is responsible
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for routing datagrans to a gateway if they are addressed to hosts
outside the cluster, and for delivering incom ng datagrans to the
appropriate VLN host. A VLN is viewed as a network in the

internet, and thus has an internet network nunber. (2)

(2) The PLN coul d possess its own network nunber, different from
the network number of the VLN it inplements, or the network
nunbers could be the sane. Different nunbers would conplicate
the gateways somewhat, but are consistent wth the VLN and
i nternet nodels.
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to internet

networ k X
|
|
| host 1] | gt wA]| | host 2| | host 3|
| | | |
| | | |
| host 4| | host 5] | gt wB| | host 6

to internet
network Y

Figure 2 . A Virtual Local Network C uster

The VLN interface will have one client process on each host,
normally the host’s IP inplenentation. The one "client process”
may, in fact, be conposed of several host processes; but the VLN
layer will not distinguish anong them i.e., it perforns no

mul ti pl exi ng/ denul ti pl exing function. (3)

(3) In the Cronus system nmultiplexing/denultiplexing of the
datagram stream w Il be perfornmed above the IP level, prinarily
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The structure of messages which pass through the VLN
i nterface between client processes and the VLN inplenmentation is
identical to the structure of internet datagrans constructed in
accordance with the Internet Protocol. Any representation for
internet datagrams is also a satisfactory representation for VLN
datagrans, and in practice this representation will vary from
host to host. The VLN definition nmerely asserts that there is
ONE wel | -defined representation for internet datagrams, and thus
VLN dat agrans, on any host supporting the VLN interface. The
argunent nanme "Datagrani in the VLN operation definitions bel ow
refers to this well-defined but host-dependent datagram

representation.

The VLN guarantees that a datagram of 576 or fewer octets
(i.e., the Total Length field of its internet header is |less than
or equal to 576) can be transferred between any two VLN clients.
Larger datagrams nmay be transferred between sone client pairs.
Cients should generally avoid sending dat agrans exceedi ng 576
octets unless there is clear need to do so, and the sender is

certain that all hosts involved can process the outsize

in conjunction with Cronus object managenent.
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dat agr ans.

The representation of an VLN datagramis unconstrai ned by
the VLN specification, and the VLN inpl enentor has nany
reasonabl e alternatives. Perhaps the sinplest representation is
a contiguous bl ock of nenory |ocations, either passed by
reference or copied across the VLN-to-client interface. It may
be beneficial to represent a datagramas a linked |list instead,
however, in order to reduce the nunber of times datagramtext is
copi ed as the datagram passes through the protocol hierarchy at
the sending and receiving hosts. Wen a nessage i s passing down
(towards the physical layer) it is successively "wapped" by the
protocol layers. Addition of the "wapper"--header and trailer
fields--can be done w thout copying the nessage text if the
header and trailer can be linked into the nmessage representation
In the particular, when an IP inplenmentation is the client of the
VLN layer a linked structure is also desirable to pernit
"reassenbly’ of datagrans (the nmerger of several ’'fragnent
datagrans into one |arger datagran) inside the IP layer wthout
copying data repeatedly. |f properly designed, one linked Iist

structure can speed up both w appi ng/ unw appi ng and dat agr am

10
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reassenbly in the | P |ayer.

Al t hough the structure of internet and VLN datagrans is
identical, the VLN-to-client interface places its own
interpretation on internet header fields, and differs fromthe
IP-to-client interface in significant respects:

1. The VLN layer utilizes only the Source Address, Destination
Address, Total Length, and Header Checksum fields in the
i nternet datagram other fields are accurately transnitted
fromthe sending to the receiving client.

2. Internet datagram fragnentation and reassenbly is not
perfornmed in the VLN | ayer, nor does the VLN | ayer
i mpl enent any aspect of internet datagram option
processi ng.

3. At the VLN interface, a special interpretation is placed
upon the Destination Address in the internet header, which
al l ows VLN broadcast and nulticast addresses to be encoded
in the internet address structure.

4. Wth high probability, duplicate delivery of datagranms sent
bet ween hosts on the sane VLN does not occur

5. Between two VLN clients S and Rin the same Cronus cluster
t he sequence of datagrans received by Ris a subsequence of
the sequence sent by Sto R a stronger sequencing property
hol ds for broadcast and multicast addressing.

11



DCOS- 26 Rev A Virtual Local Network
RFC 824

2.1 VLN Addressing

In the DARPA internet an 'internet address’ is defined to be
a 32 bit quantity which is partitioned into two fields, a network
number and a 'l ocal address’. VLN addresses share this basic
structure, and are perceived by hosts outside the Cronus system
as ordinary internet addresses. A sender outside a Cronus
cluster may direct an internet datagraminto the cluster by
speci fying the VLN network nunber in the network nunber field of
the destination address; senders in the cluster nay transnit
nmessages to internet hosts outside the cluster in a similar way.
The VLN in a Cronus cluster, however, attaches special neaning to

the | ocal address field of a VLN address, as expl ai ned bel ow.

Each network in the internet community is assigned a
"class’, either A, B, or C, and a network number in its class.
The partitioning of the 32 bit internet address into network
nunber and | ocal address fields is a function of the class of the

net work nunber, as foll ows:

12
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W dt h of W dt h of

Net wor k Nunber Local Address
Class A 7 bits 24 bits
Class B 14 bits 16 bits
Class C 21 bits 8 bits

Table 1. Internet Address Formats

The bits not included in the network nunber or |ocal address
fields encode the network class, e.g., a 3 bit prefix of 110

designates a class C address (see [4]).

The interpretation of the local address field of an internet
address is the responsibility of the network designated in the
network nunber field. 1In the ARPANET (a class A network, with
networ k nunber 10) the |ocal address refers to a specific
physi cal host; this is the nost common use of the | ocal address
field. VLN addresses, in contrast, nmay refer to all hosts
(broadcast) or groups of hosts (multicast) in a Cronus cluster
as well as specific hosts inside or outside of the Custer.

Specific, broadcast, and nulticast addresses are all encoded in

13
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the VLN | ocal address field. (4)

The meaning of the |ocal address field of a VLN address is

defined in the table bel ow

ADDRESS MODES VLN LOCAL ADDRESS VALUES
Speci fi ¢ Host 0 to 1,023
Mul ti cast 1,024 to 65,534
Br oadcast 65, 535

Tabl e 2. VLN Local Address Mdes

In order to represent the full range of specific, broadcast, and
mul ti cast addresses in the local address field, a VLN network
should be either class Aor class B. If a VLNis a class A

i nternet network, a VLN | ocal address occupies the | ow order 16
bits of the 24 bit internet |ocal address field, and the upper 8

bits of the internet |ocal address are zero. |If a VLN is a class

(4) The ability of hosts outside a Cronus cluster to transmt
datagrans with VLN broadcast or nulticast destination addresses
into the cluster may be restricted by the cluster gateway(s), for
reasons of system security.

14
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B network, the internet |ocal address field is fully utilized by

the VLN | ocal address.

2.2 VLN Operations

There are seven operations defined at the VLN interface and
available to the VLN client on each host. An inplenentation of
the VLN interface has wide lattitude in the presentation of these
operations to the client; for exanple, the operations nay or nay

not return error codes.

A VLN i npl enentati on may define the operations to occur
synchronously or asynchronously with respect to the client’'s
conmputation. W expect that the Reset VLN nterface, M/VLNAddress,
SendVLNDat agr am Pur geMAddr esses, AttendMAddress, and
| gnor eMAddr ess operations will usually be synchronous wth
respect to the client, but ReceiveVLNDatagramw || usually be
asynchronous, i.e., the client may initiate the operation,
continue to conpute, and at sone later tinme be notified that a

datagramis available. (The alternatives to asynchronous

15
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Recei veVLNDat agram are A) a bl ocking receive operation; and B) a
non- bl ocki ng but synchronous receive operation, which returns a
failure code inmmediately if a datagramis not available. Either
alternative nmay satisfy particular requirements, but an
asynchronous receive subsunmes these and is nore generally
useful.) At a mininum the client nust have fully synchronous
access to each of the operations; nore el aborate nmechani snms nay

be provided at the option of the VLN inplenentation

VLN OPERATI ONS

Reset VLNl nt er f ace

The VLN layer for this host is reset (e.g., for the

Et hernet VLN i npl enentation the operation C earVPMap is
performed, and a frane of type "Cronus VLN' and subtype
"Mappi ng Update" is broadcast; see Section 4.2). This
operation does not affect the set of attended VLN
nmul ti cast addresses.

function MyVLNAddress()

Returns the specific VLN address of this host; this can
al ways be done without conmunication with any other host.

SendVLNDat agr an( Dat agr anm
When this operation conpletes, the VLN | ayer has copied
the Datagramand it is either "in transm ssion" or

"delivered", i.e., the transmtting process cannot assumne
that the nmessage has been delivered when SendVLNDat agr am

16
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conpl et es.

Recei veVLNDat agr am( Dat agr am
When this operation conpletes, Datagramis a
representation of a VLN datagram sent by a VLN client and
not previously received by the client invoking
Recei veVLNDat agr am

Pur geMAddr esses()

When this operation conpletes, no VLN nmulticast addresses
are registered with the |Iocal VLN conponent.

function AttendMAddr ess(MAddr ess)
If this operation returns True then MAddress, which nust
be a VLN nmulticast address, is registered as an "alias"
for this host, and nessages addressed to MAddress by VLN
clients will be delivered to the client on this host.
| gnor eMAddr ess( MAddr ess)
When this operation conpletes, MAddress is not registered
as a multicast address for the client on this host.
Whenever a Cronus host comes up, ResetVLN nterface and
Pur geMAddr esses are perforned inplicitly by the VLN | ayer before
it will accept a request fromthe client or incoming traffic from
the PLN. They nmay al so be invoked by the client during normal
operation. As described in Section 4.2 below, a VLN conmponent

may depend upon state information obtained dynamically from ot her

hosts, and there is a possibility that incorrect information

17
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nm ght enter a conponent’s state tables. (This m ght happen, for
exanple, if the PLN address of a Cronus host were changed but its
VLN address preserved--the old VLN-to-PLN address nappi ngs held
by other hosts would then be incorrect.) A cautious VLN client
could call ResetVLNI nterface at periodic intervals (every hour,
say) to force the VLN conponent to reconstitute its dynanic

t abl es.

A VLN conponent will place a limt on the nunber of
mul ticast addresses to which it will sinultaneously "attend"; if
the client attenpts to register nore addresses than this,
AttendMAddress will return False with no other effect. The
actual limt will vary anmong VLN conponents, but it will usually
be between 10 and 100 rulticast addresses. Conponents may
inplement limts as large as the entire nulticast address space

(64,511 addresses).

The VLN | ayer does not guarantee any m ni mum anount of
buffering for datagrans, at either the sending or receiving
host(s). It does guarantee, however, that a SendVLNDat agram
operation invoked by a VLN client will eventually conmplete; this

inmplies that datagrans nay be lost if buffering is insufficient

18
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and receiving clients are too slow. The VLN layer will do its

best to discard packets for this reason very infrequently.

2.3 Reliability Guarantees

Quarantees are never absolute--there is always sone
probability, however renote, that a catastrophe will occur and a
proni se be broken. Neverthel ess, the concept of a guarantee is
still valuable, because the inprobability of a catastrophic
failure influences the design and cost of the recovery nmechanisns
needed to overcone it. In this spirit, the word "guarantee" as
used here inplies only that the alternatives to correct function

(i.e., catastrophic failures) are extrenely rare events.

The VLN does not attenpt to guarantee reliable delivery of
dat agrans, nor does it provide negative acknow egenents of
damaged or discarded datagrans. It does guarantee that received

datagrans are accurate representations of transnitted datagrans.

The VLN al so guarantees that datagranms will not "replicate"

during transnission, i.e., for each intended receiver, a given

19
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datagramis received once or not at all. (5)

Between two VLN clients S and Rin the same cluster, the
sequence of datagrans received by Ris a subsequence of the
sequence sent by Sto R i.e., datagrans are received in order

possi bly with om ssions.

A stronger sequencing property holds for broadcast and
mul ticast transmissions. |If receivers RL and R2 both receive
broadcast or nulticast datagrans D1 and D2, either they both

receive D1 before D2, or they both receive D2 before D1.

3 Desirable Characteristics of a Physical Local Network

While it is conceivable that a VLN could be inplenented on a
| ong-haul or virtual-circuit-oriented PLN, these networks are
generally ill-suited to the task. The ARPANET, for exanple, does

not support broadcast or nulticast addressing nodes, nor does it

(5) A protocol operating above the VLN layer (e.g., TCP) nmay
enploy a retransm ssion strategy; the VLN | ayer does nothing to
filter duplicates arising in this way.

20
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provide the VLN sequencing guarantees. |f the ARPANET were the
base for a VLN i npl enentation, broadcast and nulticast woul d have
to be constructed fromspecific addressing, and a network-w de
synchroni zati on mechani smwoul d be required to inplenment the
sequenci ng guarantees. Although the conpatibility and
substitutability benefits might still be achieved, the

i mpl enent ati on woul d be costly, and performance poor

A good inplementation base for a Cronus VLN would be a
hi gh- bandwi dth | ocal network with all or nobst of these
characteristics:

1. The ability to encapsulate a VLN datagramin a single PLN
dat agram

2. An efficient broadcast addressi ng node.

3. Natural resistance to datagramreplication during
transm ssi on.

4. Sequencing guarantees |like those of the VLN interface.
5. A strong error-detecting code (datagram checksunj.
Good candi dates include Ethernet, the Flexible Intraconnect, and

Pronet, anong ot hers.

21
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4 A VLN I npl enentati on Based on Et hernet

The Ethernet |ocal network specification is the result of a
col l aborative effort by Digital Equiprment Corp., Intel Corp., and
Xerox Corp. The Version 1.0 specification [3] was released in
Sept ember, 1980. Useful background information on the Ethernet

i nternetworking nodel is suppliedin [2].

The Ethernet VLN inplenentation begins with the assunption
in accordance with the nodel developed in [2], that the addresses
of specific Ethernet hosts are arbitrary, 48 bit quantities, not
under the control of DOS Design/lnplenmentation Project. The VLN
i mpl enentation nust, therefore, develop a strategy to map VLN

addresses to specific Ethernet addresses.

A second inportant assunption is that the VLN address-to-
Et her net - addr ess nmappi ng shoul d not be nmaintained nanually in
each VLN host. Manual procedures are too cunbersome and error-
prone when a |l ocal network may consist of hundreds of hosts, and
hosts nmay join and | eave the network frequently. A protocol is
descri bed bel ow which allows hosts to dynamically construct the

mappi ng, beginning only with know edge of their own VLN and

22
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Et her net host addresses.

The succeedi ng sections discuss the VLN i npl enentation based
on the Ethernet PLN in detail, as designed for the Cronus
prototype currently being assenbled by Bolt Beranek and Newran

I nc.

4.1 Dat agram Encapsul ati on

An internet datagramis encapsulated in an Ethernet franme by
pl acing the internet datagramin the Ethernet frane data field,

and setting the Ethernet type field to "DoD | P".

To guarant ee agreenment by the sending and receiving VLN
components on the ordering of internet datagramoctets w thin an
encapsul ati ng Ethernet frane, the Ethernet octet ordering is
required to be consistent with the IP octet ordering.
Specifically, if IP(i) and IP(j) are internet datagramoctets and
i<j, and EF(k) and EF(l) are the Ethernet frane octets which

represent IP(i) and IP(j) once encapsul ated, then k<lI. Bit

23
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orderings within octets nust al so be consistent. (6)

4.2 VLN Specific Addressi ng Mde

Each VLN conponent mmintains a virtual -to-physical address
map (the VPMap) which translates a 32 bit specific VLN host
address (7) in this cluster to a 48 bit Ethernet address. (8)
The VPMap data structure and the operations on it can be
efficiently inplenented using standard hashing techniques. Only
three operations defined on the VPMap are discussed in this note:

O ear VPMap, Transl ateVtoP, and StoreVPPair.

Each host has an Ethernet host address (EHA) to which its
controller will respond, deternined by Xerox and the controller

manuf acturer (see Section 4.5.2). At host initialization tine,

(6) See [1] for a lively discussion of the problens arising from
the failure of communi cants to agree upon consistent orderings.
(7) Since the high-order 22 bits of the address are constant for
all specific host addresses in a cluster, only the | oworder 10
bits of the address are significant.

(8) The least significant bit of the first octet of the Ethernet
address is always 0, since these are not broadcast or nulticast
addr esses.
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the |l ocal VLN conmponent establishes a second host address, the
mul ti cast host address (MHA), constructed fromthe host’s VLN
address. Represented as a sequence of octets in hexadecinmal, the

MHA has the form

A B C D E F
09- 00- 08- 00- hh- hh
Ais the first octet transmtted, and F the last. The two octets

E and F contain the host |ocal address:

E F
000000hh  hhhhhhhh
N N

V5B LSB

When the VLN client invokes SendVLNDatagramto send a
specifically addressed datagram the |local VLN conponent
encapsul ates the datagramin an Ethernet frame and transmits it
wi t hout delay. The Source Address in the Ethernet frame is the
EHA of the sending host. The Ethernet Destination Address is
fornmed fromthe destination VLN address in the datagram and is

ei t her:
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- the EHA of the destination host, if the Transl ateVtoP
operation on the VPMap succeeds,

or

- the MHA forned fromthe host nunber in the destination VLN

address, as described above.

When a VLN conponent receives an Ethernet frame with type
"DoD I P*, it decapsulates the internet datagram and delivers it
toits client. |If the frame was addressed to the EHA of the
receiving host, no further action is taken, but if the franme was
addressed to the MHA of the receiving host the VLN conponent will
broadcast an update for the VPMaps of the other hosts. This will
permt the other hosts to use the EHA of this host for future
traffic. The type field of the Ethernet franme containing the
update is "Cronus VLN', and the format of the data octets in the

frame is:

1 2 3
1234567890123456789012345678901
B s T S e S e T i i TR R S S S S e e o ok s S S
Subt ype (" Mappi ng Update") | Host VLN Address |
B i I e R R e s ol I T S e S S e il i I S S e
Host VLN Address (contd.) |
B s s o I S N S S S S

When a | ocal VLN conponent receives an Ethernet frame with type
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"Cronus VLN' and subtype "Mapping Update", it perforns a
St oreVPPai r operation using the Ethernet Source Address field and

t he host VLN address sent as frane data.

This multicast mechani smcould be extended to perform other
address mappi ng functions, for exanple, to discover the addresses
of a cluster’'s gateways. Suppose all gateways regi ster the same
Mil ticast Gateway Address (MGA, anal ogous to MHA) with their
Et hernet controllers; the M3A then becones a "l ogi cal nanme" for
the gateway function in a Cronus cluster. |If a host needs to
send a datagram out of the cluster and doesn’t know what specific
gat eway address to use, the host can nulticast the datagramto
all gateways by sending to MGA. One or nore of the gateways can
forward the datagram and transnit a "Gateway Mappi ng Update"
(containing the gateway’s specific Ethernet address) back to the
originating host. Specific gateway addresses could be cached in
a structure simlar to the VPMap, keyed to the destination

net wor k nunber. (9)

(9) Because the Cronus Advanced Devel opnent Model will contain
only one gateway, a sinpler nmechanism wll be inplenented
initially; the specific Ethernet address of the gateway wll be

"wel | -known" to all VLN conponents.
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The approach just outlined suggests that all know edge of
t he existence and connectivity of gateways would be isolated in
the VLN | ayer of cluster hosts. Oher nechanisns, e.g., based on
the | CWP conponent of the Internet Protocol, could be used
instead to dissem nate information about gateways to cluster
hosts (see [7]). These would require, however, specific Ethernet
addresses to be visible above the VLN | ayer, a situation the

current design avoids.

4.3 VLN Broadcast and Milticast Addressing Mddes

A VLN datagramw ||l be transmitted in broadcast node if the
argunent to SendVLNDat agram specifies the VLN broadcast address
(l ocal address = 65,535, decimal) as the destination. Broadcast
is inplemented in the nost straightforward way: the VLN datagram
is encapsulated in an Ethernet frame with type "DoD IP", and the
frane destination address is set to the Ethernet broadcast
address. The receiving VLN conponent nerely decapsul ates and

delivers the VLN datagram
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The inplenentation of the VLN nulticast addressing node is
nore conpl ex, for several reasons. Typically, each VLN host will
define a constant called Max_Attended, equal to the maxi num
nunber of VLN multicast addresses which can be sinultaneously
"attended" by this host. Max_Attended should not be a function
of the particular Ethernet controller(s) the host may be using,
but only of the software resources (buffer space and processor
tinme) that the host dedicates to VLN nulticast processing. The
protocol below pernits a host to attend any nunber of VLN
mul ti cast addresses, fromO to 64,511 (the entire VLN nulticast

address space), independent of the controller in use.

Under st andi ng of the VLN nulticast protocol requires sone
know edge of the behavior of existing Ethernet controllers. The
Et her net specification does not specify whether a controller nust
performmulti cast address recognition, or if it does, how nmany
mul ticast addresses it nust be prepared to recognize. As a
result Ethernet controller designs vary widely in their behavior
For exanple, the 3COM Model 3C400 controller follows the first
pattern and perfornms no nulticast address recognition, instead

passing all nulticast frames to the host for further processing.
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The Intel Mdel iSBC 550 controller pernmits the host to register
a maxi mum of 8 multicast addresses with the controller, and the
Interl an Model NMLO controller pernits a maxi num of 63 registered

addr esses.

It would be possible to inplenent the VLN nulticast node
using only the Ethernet broadcast nmechanism This would inply,
however, that every VLN host would receive and process every VLN
mul ticast, often only to discard the datagram because it is
m saddressed. Mre efficient operation is possible if at |east
sone Ethernet nulticast addresses are used, since Ethernet
controllers with nulticast recognition can discard ni saddressed
franmes nore rapidly than their hosts, reducing both the processor

time and buffer space denands upon the host.

The protocol specified bel ow satisfies the design

constraints and is especially sinple.

A VLN-wi de constant, Mn_Attendable, is equal to the
smal | est nunber of Ethernet nulticast addresses that can be
simul taneously attended by any host in the VLN, or 64,511

whi chever is smaller. A network conmposed of hosts with the Intel
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and Interlan controllers nentioned above, for exanple, would have
M n_Attendable equal to 7; (10) a network conposed only of hosts
wi th 3COM Mbdel 3C400 controllers would have M n_Attendabl e equa
to 64,511, since the controller itself does not restrict the
nunber of Ethernet mnulticast addresses to which a host may

attend. (11)

The local address field of a VLN nulticast address can be

represented in two octets, in hexadeci mal

From Table 1, mm nmm considered as a decimal integer Mis in the
range 1,024 to 65,534. Wen SendVLNDatagramis invoked with a
VLN mul ti cast datagram there are two cases
1. (M- 1,023) <= Mn_Attendable. 1In this case, the datagram
is encapsulated in a "DoD I P" Ethernet frane, and nul ticast
with the Ethernet address

09- 00- 08- 00- MM MM

A VLN conponent which attends VLN nulticast addresses in

(10) Mn_Attendable is 7, rather than 8, because one nulticast
slot in the controller nust be reserved for the host’'s MHA, as
described in Section 4.2.

(11) For the Cronus Advanced Devel opnent Model, M n_Attendable is
currently defined to be 60.
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this range should receive Ethernet nulticast addresses in
this format, if necessary by registering the addresses with
its Ethernet controller.
2. (M- 1,023) > Mn_Attendable. The datagramis encapsul ated
ina "DoD IP" Ethernet frame, and transnmitted to the
Et hernet broadcast address. A VLN conponent which attends
VLN mul ti cast addresses in this range nust receive al
broadcast franes, and filter themon the basis of frane
type and VLN destination address (found in the IP
destination address field).

There are two drawbacks to this protocol that mnight induce a
nmore conpl ex design: 1) because Mn_Attendable is the "Il owest
common denomi nator" for the ability of Ethernet controllers to
recogni ze nulticast addresses, sone controller capabilities my
be wasted; 2) snmall VLN addresses (less than Max_Attendable +
1,024) will probably be handled nore efficiently than |arge VLN
mul ti cast addresses. The second factor conplicates the

assignnent of VLN nulticast addresses to functions, since the

particul ar assignnent affects nulticast perfornance.
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4.4 Reliability Guarantees

Del i vered datagrans are accurate copies of transmtted
dat agrans because VLN conponents do not deliver inconing
datagrans with invalid Frame Check Sequences. The 32 bit CRC
error detecting code applied to Ethernet frames is very powerful,
and the probability of an undetected error occuring "on the wre"
is very small. The probability of an error being introduced
before the checksumis conputed or after it is checked is
conparable to the probability of an error in a disk subsystem
before a wite operation or after a read; often, but not always,

it can be ignored.

Dat agram dupl i cati on does not occur because the VLN | ayer
does not perform datagramretransni ssions, the primary source of
duplicates in other networks. Ethernet controllers do perform
retransm ssion as a result of "collisions" on the channel, but
the "collision enforcenent” or "jam' assures that no controller

receives a valid frane if a collision occurs.

The sequenci ng guarantees hol d because nutual Iy exclusive

access to the transm ssion nediumdefines a total ordering on
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Et hernet transm ssions, and because a VLN conponent buffers al

datagrams in FIFO order, if it buffers nore than one datagram

4.5 Use of Assigned Numbers

On a phil osophical note, protocols such as IP and TCP exi st
to provi de comruni cation services to extensible sets of clients;
new clients and usages continue to energe over the life of a
protocol. Because a protocol inplenentation nust have sone
unambi guous knowl edge of the "nanmes" of the clients, sockets,
hosts, networks, etc., with which it interacts, a need arises for
the continuing adm nistration of the 'assigned nunbers’ related
to the protocol. Typically the organization which declares a
protocol to be a standard al so becones the adm nistrator for its
assigned nunbers. The organi zation will designate an office to
assign nunbers to the clients, sockets, hosts, networks, etc.
that energe over tine. The office will also prepare |ists of
nurmber assignments that are distributed to protocol users; the

reference [4] is a list of this kind.
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There are three organizations responsi ble for number
assignnent related to the Ethernet-based VLN i npl enentati on:
DARPA, Xerox, and the DOS Design/lnplenentation Project; their

respective roles are described bel ow.

4.5.1 DARPA

DARPA admini sters the internet network nunber and internet
protocol nunber assignments. The Ethernet-based VLN
i mpl enent ati on does not invol ve DARPA assi gned nunbers, but any
particular 'instance’ of a Cronus VLN is expected to have a cl ass
A or B internet network nunber assigned by DARPA. For exanpl e,
the prototype Cronus system (the Advanced Devel oprment Model)
bei ng constructed at Bolt Beranek and Newman, Inc., has class B

net work nunber 128.011.XXX.XXX.

Protocols built above the VLN will make use of other DARPA
assi gned nunbers, e.g., the Cronus object-operation protoco

requi res an internet protocol nunber.
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4.5.2 The Xerox Ethernet Address Adm nistration Ofice

The Ethernet Address Administration Ofice at Xerox Corp
adm ni sters Ethernet specific and nulticast address assignnments,

and Ethernet frame type assignnents.

It is the intent of the Xerox internetworking nodel that
every Et hernet host have a distinct specific address, and that
t he address space be | arge enough to acconodate a very |arge
popul ati on of inexpensive hosts (e.g., personal workstations).
They have therefore chosen to delegate the authority to assign
specific addresses to the manufacturers of Ethernet controllers,
by granting them | arge bl ocks of addresses on request.
Manuf acturers are expected to assign specific addresses from
t hese bl ocks densely, e.g., sequentially, one per controller, and

to consune all of them before requesting another bl ock

The precedi ng paragraph explains the Xerox address
assi gnnent policy not because the DOS Design/lnpl enentation
Project intends to manufacture Ethernet controllers (!), but
because Xerox has chosen to couple the assignment of specific and

mul ti cast Ethernet addresses. An assigned block is defined by a
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23-bit constant, which specifies the contents of the first three
octets of an Ethernet address, except for the broadcast/nulticast
bit (the least significant bit of the first octet). The
possessor of an assigned block thus has in hand 2**24 specific
addresses and 2**24 nulticast addresses, to parcel out as

necessary.

The bl ock assigned for use in the Cronus systemis defined
by the octets 08-00-08 (hex). The specific addresses in this
bl ock range from 08-00-08-00-00-00 to 08-00-08- FF- FF-FF (hex),
and the multicast addresses range from 09-00-08-00-00-00 to 09-
00- 08- FF- FF-FF (hex). Only a fraction of the nulticast addresses

are actually utilized, as explained in Sections 4.2 and 4. 3.

The Ethernet Address Administration Ofice has designated a
public frane type, "DoD I P', 08-00 (hex), to be used for
encapsul ated internet protocol datagrans. The Ethernet VLN
i npl enment ation uses this frane type exclusively for datagram
encapsul ation. In addition, the Cronus systemuses two private
Et hernet frane types, assigned by the Ethernet Address

Adm ni stration Ofice:
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NAME TYPE

Cronus VLN 80-03
Cronus Direct 80- 04

(The use of the "Cronus Direct" frame type is not described in

this note.)

The sane Ethernet address and franme type assignnents will be
used by every instance of a Cronus VLN, no further assignnents

fromthe Ethernet Address Administration Office are anticipated

4.5.3 The DCS Design/lnpl enentation Project

The DOS Design/ |l npl ementation Project assunes responsibility
for the assignnent of subtypes of the Ethernet frane type "Cronus
VLN'. No assignnents of subtypes for purposes unrelated to the
Cronus system design are expected, nor are assignments to other

organi zations. The subtypes currently assigned are:

39



DCOS- 26 Rev A Virtual Local Network
RFC 824

NAME SUBTYPE

Mappi ng Update 00-01
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