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Abstract

The Path Conputation Elenent (PCE) is a core conponent of Software-
Defi ned Networking (SDN) systens. |t can conpute optinmal paths for
traffic across a network and can al so update the paths to reflect
changes in the network or traffic demands.

PCE was devel oped to derive paths for MPLS Label Swi tched Pat hs
(LSPs), which are supplied to the head end of the LSP using the Path
Conput ati on El ement Conmuni cation Protocol (PCEP).

SDN has a broader applicability than signaled MPLS traffic-engi neered
(TE) networks, and the PCE may be used to determine paths in a range
of use cases including static LSPs, segnment routing, Service Function
Chai ning (SFC), and nost forns of a routed or switched network. It
is, therefore, reasonable to consider PCEP as a control protocol for
use in these environnents to allow the PCE to be fully enabled as a
central controller.

This docunment briefly introduces the architecture for PCE as a
central controller, exam nes the notivations and applicability for
PCEP as a control protocol in this environnent, and introduces the
implications for the protocol. A PCE-based central controller can
sinplify the processing of a distributed control plane by blending it
with el enents of SDN and w thout necessarily conpletely replacing it.

Thi s docunent does not describe use cases in detail and does not
define protocol extensions: that work is left for other docunents.
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Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nay be obtained at
https://wwv. rfc-editor.org/info/rfc8283

Copyright Notice

Copyright (c) 2017 | ETF Trust and the persons identified as the
document authors. All rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(https://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunent rnust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

The Pat h Conputation El enent (PCE) [ RFC4655] was devel oped to of fl oad
pat h conputation function fromrouters in an MPLS traffic-engi neered
network. Since then, the role and function of the PCE has grown to
cover a nunber of other uses (such as GWLS [ RFC7025]) and to al |l ow
del egated control [RFC8231] and PCE-initiated use of network
resources [ RFC8281].

According to [ RFC7399], Software-Defined Networking (SDN) refers to a
separation between the control elenents and the forwardi ng conponents
so that software running in a centralized system called a
controller, can act to programthe devices in the network to behave
in specific ways. A required element in an SDN architecture is a
conmponent that plans how the network resources will be used and how
the devices will be programmed. It is possible to viewthis
conponent as perform ng specific conputations to place traffic flows
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within the network given know edge of the availability of network
resources, how other forwarding devices are programed, and the way
that other flows are routed. This is the function and purpose of a
PCE, and the way that a PCE integrates into a wi der network control
system (i ncluding an SDN systen) is presented in [RFC7491].

In early PCE inplenentations, where the PCE was used to derive paths
for MPLS Label Switched Paths (LSPs), paths were requested by network
el ements (known as Path Conputation Clients (PCCs)), and the results
of the path conputations were supplied to network el ements using the
Pat h Conmput ati on El ement Communi cati on Protocol (PCEP) [RFC5440].
This protocol was |later extended to allow a PCE to send unsolicited
requests to the network for LSP establishnent [RFC8281].

SDN has a far broader applicability than just signaled MPLS or GWLS
traffic-engi neered networks. The PCE conponent in an SDN system may
be used to determ ne paths in a wi de range of use cases including
static LSPs, segment routing [SR-ARCH , SFC [ RFC7665], and indeed any
formof routed or switched network. It is, therefore, reasonable to
consi der PCEP as a general southbound control protocol (i.e., a
control protocol for communicating fromthe central controller to
network el ements) for use in these environments to allow the PCE to
be fully enabled as a central controller

Thi s docunent introduces the architecture for PCE as a centra
controller as an extension of the architecture described in [ RFC4655]
and assunes the continued use of PCEP as the protocol used between
PCE and PCC. This docunent al so exam nes the notivations and
applicability for PCEP as a Sout hbound Interface (SBlI) and introduces
the inplications for the protocol used in this way. A PCE-based
central controller can sinplify the processing of a distributed
control plane by blending it with el ements of SDN and wi t hout
necessarily conpletely replacing it.

Thi s docunent does not describe use cases in detail and does not
define protocol extensions: that work is left for other docunents.
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2.

Architecture

The architecture for the use of PCE within centralized control of a
network i s based on the understanding that a PCE can determ ne how
connections should be placed and how resources should be used within
the network, and that the PCE can then cause those connections to be
established. Figure 1 shows how this control relationship works in a
network with an active control plane. This is a famliar view for

t hose who have read and understood [ RFC4655] and [ RFC8281].

In this node of operation, the central controller is asked to create
connectivity by a network orchestrator, a service nmanager, an
Qperations Support System (0OSS), a Network Managenent Station (NVS),
or some other application. The PCE-based controller conputes paths
wi th awareness of the network topol ogy, the avail able resources, and
the other services supported in the network. This information is
held in the Traffic Engineering Database (TED) and ot her databases
available to the PCE. Then the PCE sends a request using PCEP to one
of the Network Elenents (NEs), and that NE uses a control plane to
establish the requested connections and reserve the network

resour ces

Not e that ot her databases (such as an LSP Database (LSP-DB)) mi ght
al so be used, but for sinplicity of illustration, just the TED is
shown.

| Orchestrator / Service Manager / OSS / NM5

%
| I
| PCE-Based |<---| TED
| Controller |  -----
| |
OUREREEREE
PCEP|
%
| NE |<--------- > NE |<---> NE |<---> NE
---- Signaling ~---- ---- ----
Pr ot ocol

Figure 1: Architecture for the Central Controller wth
a Control Plane
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Al t hough the architecture shown in Figure 1 represents a form of SDN
one objective of SDN in sone environments is to renove the dependency
on a control plane. A transition architecture toward this goal is
presented in [RFC7491] and is shown in Figure 2. 1In this case,
services are still requested in the sane way, and the PCE-based
controller still requests use of the network using PCEP. The nmain
difference is that the consuner of the PCEP nmessages is a network
controller that provisions the resources and instructs the data pl ane
using an SBlI that provides an interface to each NE

| Ochestrator / Service Manager / OSS / NVS

%
| |-
| PCE-Based |<---| TED
| Controller |  -----
I I
_____ R
| PCEP
%
| Network
| Controller |
I LT \
SBlI / A A
/ | | \
/ % % \
R S S \oo--
| NE | | NE | | NE| | NE

Figure 2: Architecture Including a Network Controll er

The approach in Figure 2 delivers the SDN functionality but is overly
conmplicated and insufficiently flexible.

0 The conplication is created by the use of two controllers in a
hi erarchi cal organi zation and the resultant use of two protocols
in a southbound direction.

o0 The lack of flexibility arises fromthe assumed or required | ack
of a control plane.
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Thi s docunent describes an architecture that reduces the nunber of
components and is flexible to a nunber of deploynent nodels and use
cases. In this hybrid approach (shown in Figure 3), the network
controller is PCE enabl ed and can al so speak PCEP as the SBI (i.e.
it can comunicate with each node al ong the path using PCEP). That
neans that the controller can conmunicate with a conventiona
control - pl ane- enabl ed NE usi ng PCEP and can al so use the sane
protocol to programindividual NEs. |In this way, the PCE-based
controller can control a w der range of networks and deliver many
different functions as described in Section 3.

There will be a trade-off in different application scenarios. In
sone cases, the use of a control plane will sinplify deploynent (for
exanpl e, by distributing recovery actions), and in other cases, a
control plane may add operational conplexity.

PCEP is essentially already capable of acting as an SBI and only
smal |, use-case-specific nodifications to the protocol are needed to
support this architecture. The inplications for the protocol are

di scussed further in Section 4.

| Orchestrator / Service Manager / OSS / NM5

v
| | e
| PCE-Based |<---| TED
| Controller |  -----
| |
G \

PCEP / N A
/ | | \
/ % % \
/ .- .- \
/ | NE | | NE | \
oo - - \o---
| NE | | NE
N - - - - - - N
e > NE|...] NE|<....

Si gnaling Protocol ---- -

Figure 3: Architecture for Node-by-Node Central Contro
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2.1. Resilience and Scaling

Systems with central controllers are vulnerable to two probl ens:
failure of the controller or overload of the controller. These
concerns are not unique to the use of a PCE-based controller, but
they need to be addressed in this docunent before the PCE-based
controller architecture can be considered for use in all but the
smal | est networks.

There are three architectural nechanisnms that can be applied to
address these issues. The nechanisns are described separately for
clarity, but a deploynent nay use any conbi nation of the approaches.

For sinplicity of illustration, these three approaches are shown in

the sections that follow without a control plane. However, the
general, hybrid approach of Figure 3 is applicable in each case.
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2.1.1. Partitioned Network

The first and sinplest approach to handling controller overload or
scalability is to use nultiple controllers, each responsible for a
part of the network. W can call the resultant areas of contro
"domai ns" [ RFC4655].

Thi s approach is shown in Figure 4. It can clearly address sonme of
the scaling and overl oad concerns since each controller now only has
responsibility for a subset of the network elenents. But this cones
at a cost because end-to-end connections require coordination between
the controllers. Furthernore, this techni que does not renove the
concern about a single point-of-failure even if it does reduce the

i mpact on the network of the failure of a single controller

Note that PCEP is designed to work as a PCE-to-PCE protocol as wel
as a PCE-to-PCC protocol, so it should be possible to use it to
coordi nate between PCE-based controllers in this nodel.

| Orchestrator / Service Manager / OSS / NM5

N N
| |
% %
------------ Coor di - e
----- | | nation | | R
| TED |--->| PCE-Based |<-------- >| PCE-Based |<---| TED
————— | Controller | | Controller | -----
| | s | |
I T L \
/ N N s N N \
/ | | - | | \
| | | s | | |
% % % e % % %
| NE| | NE| | NE|] = | NE| | NE| | Ne

Domain 1 ;; Domain 2

Figure 4: Multiple Controllers on a Partitioned Network
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2.1.2. Miltiple Parallel Controllers

Multiple controllers nmay be depl oyed where each controller is capable
of controlling all of the network el ements. Thus, the failure of any
one controller will not |eave the network unmanageabl e and, in nornal
circunstances, the load can be distributed across the controllers.

Multiple parallel controllers nmay be depl oyed as shown in Figure 5.
Each controller is capable of controlling all of the network

el ements; thus, the failure of any one controller will not |eave the
net wor k unnmanageabl e, and in normal circunstances, the | oad can be
di stributed across the controllers. In this nodel, the orchestrator

(or any requester) nust select a controller to consune its request.

| Orchestrator / Service Manager / OSS / NM5

N N

I B I

| | Synchronization | |

vV Vv % %
| | e | |
| PCE-Based |<---| TED |--->| PCE-Based
| Controller |  ----- | Controller
| | |

------------ Vo B

A N T n n

| | .....:\v N\

I | S W

| ... - | |

I I I I

VARY \VARY \VARY \VARY

| NE | | Ne| | NE| | NE|

Figure 5. Miltiple Redundant Controllers
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An alternate approach is to present the controllers as a "cluster"
that represents itself externally as a single controller as in

Figure 3 but that is actually conprised of multiple controllers. The
size of the cluster may be varied according to the load in the manner
of Network Functions Virtualization (NFV), and the cluster is
responsi ble for sharing | oad anong the nenbers of the cluster. This
approach is shown in Figure 6.

| Orchestrator / Service Manager / OSS / NM5

N
|
__________________________ U,
| Controller |
| Custer | | |
| | | |
| | | Synchronization | |
| % % % % |
| eeseeeeeee e oo |
| | PCE-Based |<---| TED |--->| PCE-Based |
| | Controller |  ----- | Controller | |
| | I'nstance | | I'nstance | |
| |
| n n |
| | | |
| | |
__________________________ o e e e e e e e e e e e e e e e e — ==
|
| | | |
% % % %
| NE | | NE| | NE| | NE|

Figure 6: Multiple Controllers Presented as a Custer

To achieve full redundancy and to be able to continue to provide ful
function in the event of a controller failure, the controllers nust
synchroni ze with each other. This is nomnally a sinple task if
there are just two controllers but can actually be quite complex if
state changes in the network are not to be lost. Furthernore, if
there are nore than two controllers, the synchronization between
controll ers can becone a hard problem
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Synchroni zation i ssues are often off-|oaded as "database
synchroni zati on" probl ens, because distributed database packages have
al ready had to address these chall enges, or by using a shared

dat abase. I n networking, the problem may al so be addressed by
collecting the state fromthe network (effectively using the network
as a database) using normal routing protocols such as OSPF, |IS-1S
and BGP. It should be noted that addressing the synchronization
probl emt hrough a shared database may be hiding the issues of
congestion and of a single point of failure: while the controllers
may have been nmade resilient by all ow ng redundancy, the shared

dat abase is still a problem so the whole systemis still wvul nerable.

2.1.3. Hierarchical Controllers

Figure 7 shows an approach with hierarchical controllers. This
approach was devel oped for PCEs in [ RFC6805] and appears in various
SDN architectures where a "parent PCE', an "orchestrator”, or a
"super controller" takes responsibility for a high-level view of the
network before distributing tasks to | ower-level PCEs or controllers.

On its own, this approach does little to protect against the failure

of a controller, but it can make significant inprovenents in |oading

and scaling of the individual controllers. It also offers a good way
to support end-to-end connectivity across nultiple adninistrative or

t echnol ogy- speci fi ¢ domai ns.

Note that this nodel can be arbitrarily recursive with a PCE-based

controller being the child of one parent PCE-based controller while
acting as the parent of another set of PCE-based controllers.
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| Orchestrator / Service Manager / OSS / NMB

| Parent | = -----
| PCE-Based |<---| TED
| Controller |  -----
|

N N
| |
% s %

----- | | o |
| TED |---> PCE-Based | :: | PCE-Based |<---| TED
————— | Controller | :: | Controller | -----
I | I\
T e \

/ A A s A A \

/ | | D | | \

/ | | e | | \
| | | P | | |
% % % s % % %
| NE| | NE|] | NE|] :: | NE|] | NE]|] | NE

Domain 1 ;; Domai n 2

Figure 7: Hierarchical Controllers
3. Applicability

This section gives a very high-level introduction to the
applicability of a PCE-based centralized controller. There is no
attenpt to explain each use case in detail, and the inclusion of a
use case is not intended to suggest that deploying a PCE-based
controller is a mandatory or reconmended approach. The sections

bel ow are provided as a stinmulus to the discussion of the
applicability of a PCE-based controller, and it is expected that
separate docunments will be witten to devel op the use cases in which
there is interest for inplenentation and deploynent. As described in

Farrel, et al. I nf or mat i onal [ Page 13]



RFC 8283 PCE- CC Architecture Decenber 2017

3.

3.

3.

1

1

1

Section 4, specific enhancenents to PCEP nay be needed for sone of
these use cases, and it is expected that the docunents that devel op
each use case will also address any extensions to PCEP

The rest of this section is divided into two sub-sections. The first
approaches the question of applicability froma consideration of the
networ k technol ogy. The second | ooks at the high-level functions
that can be delivered by using a PCE-based controller

As previously nentioned, this section is intended to just nake
suggestions. Thus, the material supplied is very brief. The

om ssion of a use case is in no way neant to inply sone limt on the
applicability of PCE-based control

Technol ogy-Oriented Applicability

This section provides a |list of use cases based on network
t echnol ogy.

1. Applicability to Control-Plane Operated Networks

This nmode of operation is the conmon approach for an active, statefu
PCE to control a traffic-engineered MPLS or GWLS network [ RFC8231].
Note that the PCE-based controller determ nes what LSPs are needed
and where to place them PCEP is used to instruct the head end of
each LSP, and the head end signals in the control plane to set up the
LSP.

In this node of operation, the PCE may construct its TED in a nunber
of ways as described in [ RFC4655], including (but not Iimted to)
participating in the 1G or receiving information froma network

el ement via BGP-LS [ RFC7752].

2. Static LSPs in MPLS

Static LSPs are provisioned without the use of a control plane. This
means that they are established using a managenent plane or "manual "
configuration.

Static LSPs can be provisioned as explicit |abel instructions at each
hop on the end-to-end path LSP. Each router along the path nmust be
told what |abel-forwarding instructions to program and what resources
to reserve. The PCE-based controller keeps a view of the network and
determ nes the paths of the end-to-end LSPs just as it does for the
use case described in Section 3.1.1, but the controller uses PCEP to
communi cate with each router along the path of the end-to-end LSP

In this case, the PCE-based controller will take responsibility for
managi ng sone part of the MPLS | abel space for each of the routers
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that it controls, and it nmay taker wi der responsibility for
partitioning the | abel space for each router and allocating different
parts for different uses, conmunicating the ranges to the router
usi ng PCEP.

3.1.3. MPLS Miulticast

Mul ticast LSPs may be provisioned with a control plane or as static
LSPs. No extra considerations apply above those described in
Sections 3.1.1 and 3.1.2 except, of course, to note that the PCE nust
al so include the instructions about where the LSP branches, i.e.
wher e packets nust be copied

3.1.4. Transport SDN

Transport SDN (T-SDN) is the application of SDN techniques to
transport networks. In this respect, a transport network is a
network built fromany technol ogy below the I P | ayer and designed to
carry traffic transparently in a connection-oriented way. Thus, an
MPLS traffic-engineered network is a transport network, although it
is nmore conmon to consider technol ogi es such as Tinme Division

Mul tiplexing (TDM and Optical Transport Networks (OINs) to be
transport networKks.

Transport networks nay be operated with or without a control plane
and nay have point-to-point or point-to-nultipoint connections.

Thus, all of the considerations in Sections 3.1.1, 3.1.2, and 3.1.3
apply so that the norrmal PCEP nessage all ows a PCE-based centra
controller to provision a transport network. It is usually the case
that additional technol ogy-specific paraneters are needed to
configure the NEs or LSPs in transport networks, such as optica
characteristic. Such paraneters will need to be carried in the PCEP
nmessages: new protocol extensions may be needed, as described, for
exanpl e, in [ PCEP- WsON- RWA] .

3.1.5. Segnent Routing

Segrment routing is described in [SRRARCH]. It relies on a series of
forwardi ng instructions being placed in the header of a packet. At
each hop in the network, a router |looks at the first instruction and
may: continue to forward the packet unchanged; strip the top
instruction and forward the packet; or strip the top instruction
insert sonme additional instructions, and forward t he packet.

The segnment routing architecture supports operations that can be used
to steer packet flows in a network, thus providing a formof traffic
engi neering. A PCE-based controller can be responsible for computing
the paths for packet flows in a segnent routing network, configuring
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the forwarding actions on the routers, and telling the edge routers
what instructions to attach to packets as they enter the network.
These | ast two operations can be achi eved using PCEP, and the

PCE- based controller will assume responsibility for managi ng the
space of labels or path identifiers used to determ ne how packets are
f or war ded

3.1.6. Service Function Chaining

SFC is described in [RFC7665]. It is the process of directing
traffic in a network such that it passes through specific hardware
devi ces or virtual machines (known as service function nodes) that
can performparticular desired functions on the traffic. The set of
functions to be perforned and the order in which they are to be
performed is known as a service function chain. The chainis
enhanced with the | ocations at which the service functions are to be
performed to derive a Service Function Path (SFP). Each packet is
mar ked as belonging to a specific SFP, and that nmarking lets each
successi ve service function node know which functions to perform and
to which service function node to send the packet next.

To operate an SFC network, the service function nodes nust be
configured to understand the packet markings, and the edge nodes nust
be told how to nark packets entering the network. Additionally, it
may be necessary to establish tunnels between service function nodes
to carry the traffic.

Pl anni ng an SFC network requires |oad bal anci ng bet ween service
function nodes and traffic engineering across the network that
connects them These are operations that can be perforned by a

PCE- based controller, and that controller can use PCEP to programthe
network and install the service function chains and any required
tunnel s.

3.2. High-Level Applicability

This section provides a |list of the high-level functions that can be
delivered by using a PCE-based controller

3.2.1. Traffic Engineering

According to [ RFC2702], TE is concerned wi th perfornmance optim zation
of operational networks. |n general, it enconpasses the application
of technology and scientific principles to the neasurenent, nodeling,
characterization, control of Internet traffic, and application of
such know edge and techni ques to achi eve specific performance

obj ecti ves.
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From a practical point of view, this involves having an understanding
of the topology of the network, the characteristics of the nodes and
links in the network, and the traffic demands and fl ows across the
network. It also requires that actions can be taken to ensure that
traffic foll ows specific paths through the network.

PCE was specifically devel oped to address TE in an MPLS network, so a
PCE- based controller is well suited to analyze TE probl ens and supply
answers that can be installed in the network using PCEP. PCEP can be
responsible for initiating paths across the network through a contro
pl ane or for installing state in the network node by node such as in
a segnent-routed network (see Section 3.1.5) or by configuring | GP
netrics.

3.2.2. Traffic Cassification

Traffic classification is an inportant part of traffic engineering.
It is the process of looking at a packet to determine how it should
be treated as it is forwarded through the network. It applies in
many scenarios including MPLS traffic engineering (where it
determines what traffic is forwarded onto which LSPs); segnent
routing (where it is used to select which set of forwarding
instructions to add to a packet); and SFC (where it indicates al ong
whi ch service function path a packet should be forwarded). In
conjunction with traffic engineering, traffic classification is an
i mportant enabler for |oad bal anci ng.

Traffic classification is closely linked to the conputationa

el ements of planning for the network functions just |isted because it
determnes how traffic | oad is balanced and distributed through the
network. Therefore, selecting what traffic classification should be
performed by a router is an inportant part of the work done by a

PCE- based controller.

Instructions can be passed fromthe controller to the routers using
PCEP. These instructions tell the routers howto nap traffic to
pat hs or connecti ons.

3.2.3. Service Delivery

Various network services may be offered over a network. These

i nclude protection services (including end-to-end protection

[ RFC4427], restoration after failure, and fast reroute [ RFC4090]);
Virtual Private Network (VPN) services (such as Layer 3 VPNs

[ RFC4364] or Ethernet VPNs [RFC7432]); or Pseudow res [ RFC3985].
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Del i vering services over a network in an optinal way requires
coordination in the way that network resources are allocated to
support the services. A PCE-based central controller can consider
the whol e network and all conponents of a service at once when

pl anning how to deliver the service. It can then use PCEP to manage
the network resources and to install the necessary associ ations

bet ween t hose resources.

4. Protocol Inplications / Cuidance for Solution Devel opers

PCEP is a push-pull protocol that is designed to nove requests and
responses between a server (the PCE) and clients (the PCCs, i.e., the
network elenents). In particular, it has a nessage (the LSP Initiate
Request (PClnitiate); see [ RFC8281]) that can be sent by the PCE to
install state or cause actions at the PCC and a response nessage
(Path Computation State Report (PCRpt)) that is used to confirmthe
request.

As such, there is an expectation that only relatively mnor changes
to PCEP are required to support the concept of a PCE-based
controller. The only work expected to be needed is extensions to
exi sting PCEP nessages to carry additional or specific information
el ements for the individual use cases, which nmaintain backward
conpatibility and do not inpact existing PCEP depl oynents. [RFC5440]
al ready describes how | egacy inpl enentati ons handl e unknown protoco
ext ensi ons and how to use the PCEP Open nessage to indicate support
for PCEP features. Were possible, consistent with the genera
principles of how protocols are extended, any additions to the
protocol should be nmade in a generic way such that they are open to
use in a range of applications.

It is anticipated that new documents (such as [PCEP- CONTROLLER]) will
be produced for each use case dependent on support and denmand. Such
docunents will explain the use case and define the necessary protoco
ext ensi ons.

Pr ot ocol extensions could have inpact on existing PCEP depl oynents
and the interoperability between different inplenentations. It is
anticipated that changes of the PCEP protocol or addition of

i nformati on el enents could require additional testing to ensure
interoperability between different PCEP inpl enmentations.

It is reasonable to expect that inplenentations are able to select a
subset or profile of the protocol extensions and PCEP features that
are relevant for the application scenario in which they will be

depl oyed. ldentification of these profiles should formpart of the
protocol itself so that interoperability can be easily determ ned and
testing can be limted to the specific profiles.
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Not e that protocol mechani sns to handl e synchroni zation of state in
paral | el PCE-based controllers will also be required if parallel
controllers are used as described in Section 2.1.2. |n [RFC8231],
there is a discussion of mechanisnms to achi eve PCE state
synchroni zati on.

5. Security Considerations

Security considerations for a PCE-based controller are little
different fromthose for any other PCE system That is, the
operation relies heavily on the use and security of PCEP, so

consi deration should be given to the security features discussed in
[ RFC5440] and the additional mechani sns described in [ RFC8253].

It should be observed that the trust nodel of a network that operates
wi thout a control plane is different fromone with a control plane.
The conventional "chain of trust" used with a control plane is

repl aced by individual trust relationships between the controller and
each individual NE. This nodel may be considerably easier to nanage
so it is nore likely to be operated with a high |level of security.

However, an architecture with a central controller has a centra
point of failure, and this is also a security weakness since the
network can be vul nerable to denial -of-service attacks on the
controller. Simlarly, the central controller provides a focus for
i nterception and nodification of nessages sent to individual NEs. In
short, while the interactions with a PCE-based controller are not
substantially different to those in any other SDN architecture, the
security inplications of SDN have not been fully di scussed or

descri bed. Therefore, protocol and applicability work-around
solutions for this architecture nust take proper account of these
concerns.

It is expected that each new document that is produced for a specific
use case will also include considerations of the security inpacts of
the use of a PCE-based central controller on the network type and
servi ces bei ng managed.

6. Manageability Considerations

The architecture described in this docunent is a nmanagenent
architecture: the PCE-based controller is a nmanagenent conponent that
controls the network through a southbound control protocol (PCEP)

An inplementation of a PCE-based controller will require access to

i nformati on about the state of the network, its nodes, and its |inks.
Some of this will be the TED as is normal for a PCE and can be
col l ected using the mechanisns already in place (such as listening to
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the 1 GPs, using BGP-LS [RFC7752], or northbound export of

YANG- encoded data [ YANG TE] fromthe network el ements to the
controller). Mre information may be collected in the LSP database
for stateful PCEs as described in [RFC7399] and [ RFC8231].

Addi tional information may be needed for other specific use cases and
will need to be collected and passed to the controller. This may
require protocol extensions for the nechanisns listed in this

par agr aph.

The use of different PCEP options and protocol extensions nmay have an
i mpact on interoperability, which is a managenent issue. As noted in
Section 4, protocol extensions should be done in a way that nakes it
possible to identify profiles of PCEP to aid interoperability, and
this will aid deployment and nanageability.

[ RFC5440] contains a substantive Manageability Considerations section
t hat exam nes how a PCE-based system and a PCE-enabl ed system nmay be
managed. A M B nodul e for PCEP was published as [ RFC7420], and a
YANG nodul e for PCEP has al so been proposed [ YANG PCEP].

7. | ANA Consi derations

Thi s docunent does not require any | ANA acti ons.
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