I nt ernet Engi neering Task Force (I ETF) I . Johansson

Request for Comments: 8298 Z. Sarker
Cat egory: Experi nental Eri csson AB
| SSN: 2070-1721 Decenber 2017
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Abstract

This meno describes a rate adaptation algorithmfor conversationa
nmedi a services such as interactive video. The solution conforms to
t he packet conservation principle and uses a hybrid | oss-and-del ay-
based congestion control algorithm The algorithmis eval uated over
both sinulated Internet bottl eneck scenarios as well as in a Long
Term Evol ution (LTE) systemsinulator and is shown to achieve both

| ow | atency and hi gh video throughput in these scenari os.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exami nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
community. This docunment is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
community. 1t has received public review and has been approved for
publication by the Internet Engineering Steering G oup (IESG. Not
all docunents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
https://ww.rfc-editor.org/info/rfc8298
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1. Introduction

Congestion in the Internet occurs when the transnitted bitrate is

hi gher than the avail abl e capacity over a given transm ssion path.
Applications that are deployed in the Internet have to enpl oy
congestion control to achieve robust perfornance and to avoid
congestion collapse in the Internet. Interactive real-tine

communi cati on i nposes a | ot of requirenents on the transport;
therefore, a robust, efficient rate adaptation for all access types
is an inportant part of interactive real-tinme comunications, as the
transm ssi on channel bandw dth can vary over tine. Wreless access
such as LTE, which is an integral part of the current Internet,

i ncreases the inportance of rate adaptation as the channel bandw dth
of a default LTE bearer [QoS-3GPP] can change considerably in a very
short time frane. Thus, a rate adaptation solution for interactive
real -tine nedia, such as WbRTC [ RFC7478], should be both quick and
be able to operate over a large range in channel capacity. This nmeno
descri bes Sel f-Cl ocked Rate Adaptation for Miltinedia (SCReAM, a
solution that inplenents congestion control for RTP streans

[ RFC3550]. While SCReAM was originally devised for WebRTC, it can

al so be used for other applications where congestion control of RTP
streams is necessary. SCReAMis based on the self-clocking principle
of TCP and uses techniques simlar to what is used in the rate
adaptation algorithm based on Low Extra Del ay Background Transport
(LEDBAT) [RFC6817]. SCReAMis not entirely self-clocked as it
augrments sel f-clocking with pacing and a mini num send rate. SCReAM
can take advantage of Explicit Congestion Notification (ECN) in cases
where ECN i s supported by the network and the hosts. However, ECN is
not required for the basic congestion control functionality in
SCReAM

1.1. Wreless (LTE) Access Properties

[ W RELESS- TESTS] descri bes the conplications that can be observed in
W rel ess environnents. Wreless access such as LTE typically cannot
guarantee a given bandwidth; this is true especially for default
bearers. The network throughput can vary considerably, for instance,
in cases where the wireless terninal is noving around. Even though
LTE can support bitrates well above 100 Mips, there are cases when
the available bitrate can be nuch | ower; exanples are situations with
hi gh network | oad and poor coverage. An additional conplication is
that the network throughput can drop for short tine intervals (e.g.
at handover); these short glitches are initially very difficult to

di stinguish fromnore permanent reductions in throughput.

Unlike wireline bottlenecks with large statistical multiplexing, it

is not possible to try to maintain a given bitrate when congestion is
detected with the hope that other flows will yield. This is because
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there are generally few other flows conpeting for the same

bottl eneck. Each user gets its own variable throughput bottleneck
where the throughput depends on factors Iike channel quality, network
| oad, and historical throughput. The bottomline is, if the

t hr oughput drops, the sender has no other option than to reduce the
bitrate. Once the radio schedul er has reduced the resource

all ocation for a bearer, a flow (which is using RTP Medi a Congestion
Avoi dance Techni ques (RMCAT)) in that bearer ainms to reduce the
sending rate quite quickly (within one RTT) in order to avoid
excessi ve queui ng del ay or packet |oss.

1.2. Wiy is it a self-clocked al gorithn?

Sel f-cl ocked congestion control algorithns provide a benefit over
their rate-based counterparts in that the forner consists of two
adapt ati on mechani sns:

0 A congestion w ndow conputation that evol ves over a |onger
timescal e (several RTTs) especially when the congestion w ndow
evolution is dictated by estimated delay (to mninize
vul nerability to, e.g., short-termdelay variations).

o A fine-grained congestion control given by the self-clocking; it
operates on a shorter tinme scale (1 RTT). The benefits of self-
clocking are al so el aborated upon in [ TFW].

A rate-based congestion control algorithmtypically adjusts the rate
based on delay and |l oss. The congestion detection needs to be done
with a certain time lag to avoid overreaction to spurious congestion
events such as delay spikes. Despite the fact that there are two or
nore congestion indications, the outcone is that there is still only
one mechanismto adjust the sending rate. This makes it difficult to
reach the goals of high throughput and pronpt reaction to congestion

2. Requirenments Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB8174] when, and only when, they appear in all
capitals, as shown here
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3.

Overvi ew of SCReAM Al gorit hm

The core SCReAM al gorithmhas similarities to the concepts of self-
cl ocking used in TCP-friendly wi ndow based congestion control [TFW
and foll ows the packet conservation principle. The packet
conservation principle is described as a key factor behind the
protection of networks from congestion [Packet-conservation].

In SCReAM the receiver of the nmedia echoes a list of received RTP
packets and the timestanp of the RTP packet wi th the highest sequence
nunber back to the sender in feedback packets. The sender keeps a
list of transmtted packets, their respective sizes, and the tine
they were transmitted. This information is used to determ ne the
nunber of bytes that can be transnmitted at any given tine instant. A
congesti on wi ndow puts an upper linit on how many bytes can be in
flight, i.e., transnitted but not yet acknow edged.

The congestion window is determned in a way simlar to LEDBAT

[ RFC6817]. LEDBAT is a congestion control algorithmthat uses send
and receive tinestanps to estinate the queuing delay (from now on
denoted "qdel ay") along the transnission path. This information is
used to adjust the congestion wi ndow The use of LEDBAT ensures that
the end-to-end latency is kept |ow. [LEDBAT-del ay-inpact] shows that
LEDBAT has certain inherent issues that nake it counteract its

pur pose of achieving | ow delay. The general problemdescribed in the
paper is that the base delay is offset by LEDBAT' s own queue buil dup
The big difference with using LEDBAT in the SCReAM context lies in
the facts that the source is rate linmted and that the RTP queue nust
be kept short (preferably enpty). |In addition, the output froma

vi deo encoder is rarely constant bitrate; static content (talking
heads, for instance) gives al nost zero video bitrate. This yields
two useful properties when LEDBAT is used with SCReAM they help to
avoi d the issues described in [ LEDBAT-del ay-i npact]:

1. There is always a certain probability that SCReAMis short of
data to transnit; this neans that the network queue wll becone
enpty every once in a while.

2. The max video bitrate can be lower than the link capacity. |If
the max video bitrate is 5 Mips and the capacity is 10 Mps, then
the network queue will becone enpty.

It is sufficient that any of the two conditions above is fulfilled to
make t he base del ay update properly. Furthernore,

[ LEDBAT- del ay-i npact] describes an issue with short-Iived conpeting
flows. In SCReAM these short-lived flows will cause the self-

cl ocking to sl ow down, thereby building up the RTP queue; in turn,
this results in a reduced nedia video bitrate. Thus, SCReAM sl ows
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the bitrate nore when there are conpeting short-lived flows than the
traditional use of LEDBAT does. The basic functionality in the use

of LEDBAT in SCReAM is quite sinple; however, there are a few steps

in order to nmake the concept work with conversational nedia:

0 Congestion wi ndow validation techniques. These are sinmlar to the
met hod described in [ RFC7661]. Congestion wi ndow validation
ensures that the congestion windowis linited by the actual nunber
bytes in flight; this is inportant especially in the context of
rate-limted sources such as video. Lack of congestion w ndow
validation would lead to a slow reaction to congestion as the
congesti on wi ndow does not properly reflect the congestion state
in the network. The allowed idle period in this neno is shorter
than in [RFC7661]; this to avoid excessive delays in the cases
where, e.g., wireless throughput has decreased during a period
where the output bitrate fromthe nedia coder has been |ow (for
i nstance, due to inactivity). Furthernore, this neno allows for
nore rel axed rules for when the congestion windowis allowed to
grow, this is necessary as the variable output bitrate generally
means that the congestion windowis often underutilized.

o0 Fast increase node nakes the bitrate increase faster when no
congestion is detected. It makes the nedia bitrate ranp up within
5 to 10 seconds. The behavior is sinmlar to TCP slowstart. Fast
i ncrease node is exited when congestion is detected. However,
fast increase node can resune if the congestion level is low this
enabl es a reasonably quick rate increase in case |ink throughput
i ncreases.

0 A qgdelay trend is conputed for earlier detection of incipient
congestion; as a result, it reduces jitter.

o Addition of a nedia rate control function

o0 Use of inflection points in the nedia rate calculation to achi eve
reduced jitter.

0o Adjustnent of qdelay target for better perfornance when conpeting
wi th other | oss-based congestion-controlled flows.

The above-nentioned features will be described in nbore detail in
Sections 3.1 to 3.3. The full details are described in Section 4.
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Fi gure 1: SCReAM Sender Functional View

The SCReAM al gorithm consists of three main parts: network congestion
control, sender transmission control, and nedia rate control. Al of
these parts reside at the sender side. Figure 1 shows the functiona
overvi ew of a SCReAM sender. The receiver-side algorithmis very
sinmple in conparison, as it only generates feedback contai ning

acknow edgenents of received RTP packets and an ECN count.

3.1. Network Congestion Contro
The networ k congestion control sets an upper limt on how nuch data

can be in the network (bytes in flight); this limt is called CWD
(congestion window) and is used in the sender transm ssion control
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The SCReAM congestion control nethod uses techniques simlar to
LEDBAT [ RFC6817] to nmeasure the qdelay. As is the case with LEDBAT
it is not necessary to use synchronized clocks in the sender and
receiver in order to conpute the qdelay. However, it is necessary
that they use the same cl ock frequency, or that the clock frequency
at the receiver can be inferred reliably by the sender. Failure to
meet this requirenent leads to nalfunction in the SCReAM congesti on
control algorithmdue to incorrect estimation of the network queue
del ay.

The SCReAM sender cal cul ates the congesti on wi ndow based on the
feedback fromthe SCReAM receiver. The congestion windowis allowed
to increase if the qdelay is below a predefined qdel ay target;

ot herwi se, the congestion w ndow decreases. The qdelay target is
typically set to 50-100 nms. This ensures that the queuing delay is
kept low. The reaction to loss or ECN events | eads to an instant
reduction of CWND. Note that the source rate-limted nature of real-
tinme nmedia, such as video, typically neans that the queuing del ay
will nmostly be below the given delay target. This is contrary to the
case where large files are transmitted usi ng LEDBAT congesti on
control and the queuing delay will stay close to the delay target.

3.2. Sender Transm ssion Contro

The sender transmi ssion control limts the output of data, given by
the rel ati on between the nunber of bytes in flight and the congestion
wi ndow. Packet pacing is used to nmtigate issues with ACK
conpression that MAY cause increased jitter and/ or packet loss in the
media traffic. Packet pacing limts the packet transmi ssion rate
given by the estinmated |link throughput. Even if the send w ndow

all ows for the transm ssion of a nunber of packets, these packets are
not transmtted i mediately; rather, they are transnmitted in
interval s given by the packet size and the estinmated |ink throughput.

3. 3. Medi a Rate Contro

The nmedia rate control serves to adjust the nedia bitrate to ranp up
qui ckly enough to get a fair share of the systemresources when |ink
t hr oughput i ncreases.

The reaction to reduced throughput MJUST be pronpt in order to avoid
getting too nuch data queued in the RTP packet queue(s) in the
sender. The nedia bitrate is decreased if the RTP queue size exceeds
a threshol d.

In cases where the sender’s frane queues increase rapidly, such as in

the case of a Radi o Access Type (RAT) handover, the SCReAM sender MNAY
i mpl enent addi tional actions, such as discarding of encoded nedi a
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4.

4,

4.

franes or frame skipping in order to ensure that the RTP queues are
drai ned quickly. Frame skipping results in the frame rate being
tenporarily reduced. Wich nmethod to use is a design choice and is
out side the scope of this algorithmdescription

Detai |l ed Description of SCReAM
1. SCReAM Sender

This section describes the sender-side algorithmin nore detail. It
is split between the network congestion control, sender transm ssion
control, and nedia rate control

A SCReAM sender inplenents nedia rate control and an RTP queue for
each nmedia type or source, where RTP packets containing encoded nedia
franes are tenporarily stored for transmission. Figure 1 shows the
details when a single nedia source (or stream) is used. A

transm ssion scheduler (not shown in the figure) is added to support
multiple streams. The transni ssion schedul er can enforce differing
priorities between the streans and act |ike a coupl ed congestion
controller for multiple flows. Support for multiple streams is

i npl emented in [ SCReAM CPP-i npl enent ati on] .

Media franes are encoded and forwarded to the RTP queue (1) in

Figure 1. The nedia rate adaptation adapts to the size of the RTP
queue (2) and provides a target rate for the nmedia encoder (3). The
RTP packets are picked fromthe RTP queue (4), for multiple flows
from each RTP queue based on sonme defined priority order or sinply in
a round-robin fashion, by the sender transmi ssion controller. The
sender transnission controller (in case of nultiple flows a

transm ssion schedul er) sends the RTP packets to the UDP socket (5).
In the general case, all nedia SHOULD go through the sender

transm ssion controller and is linmted so that the nunber of bytes in
flight is less than the congestion wi ndow. RTCP packets are received
(6) and the information about the bytes in flight and congestion

wi ndow i s exchanged between the network congestion control and the
sender transnission control (7).

1.1. Constants and Paraneter Val ues
Constants and state variables are listed in this section. Tenporary

variables are not listed; instead, they are appended with ' t’ in the
pseudocode to indicate their |ocal scope.
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4.1.1.1. Constants

The RECOMMENDED val ues, within parentheses "()", for the constants
are deduced from experinments

QDELAY_TARGET_LO (0.1 s)
Target val ue for the m ni nrum qdel ay.

QDELAY_TARGET_HI (0.4 s)
Target value for the maxi mum qdel ay. This paraneter provides an
upper limt to how nmuch the target qdelay (qdelay_target) can be
increased in order to cope with conpeting | oss-based fl ows.
However, the target qdelay does not have to be initialized to this
hi gh value, as it would increase end-to-end delay and al so nake the
rate control and congestion control |oops sl uggish.

QDELAY_WEI GHT (0.1)
Aver agi ng factor for qdelay fraction_avg.

QDELAY_TREND TH (0. 2)
Threshold for the detection of incipient congestion

M N_CWAD (3000 bytes)
M ni nrum congesti on w ndow.

MAX_BYTES | N FLI GHT_HEAD ROOM (1. 1)
Headroom for the limtation of CW\D

GAIN (1.0)
Gin factor for congestion wi ndow adj ust nent.

BETA LOSS (0. 8)
CWND scal e factor due to | oss event.

BETA ECN (0.9)
CW\D scal e factor due to ECN event.

BETA R (0.9)
Scale factor for target rate due to | oss event.

MBS (1000 byte)
Maxi nrum segnent size = Max RTP packet size.

RATE_ADJUST | NTERVAL (0.2 s)
Interval between nedia bitrate adjustnents.

TARGET_BI TRATE_M N
Mninmumtarget bitrate in bps (bits per second).
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TARGET_BI TRATE_MAX
Maxi num target bitrate in bps.

RAMP_UP_SPEED (200000 bps/s)
Maxi mum al | owed rate increase speed.

PRE_CONCGESTI ON_GUARD (0.0..1.0)
CQuard factor against early congestion onset. A higher value gives
less jitter, possibly at the expense of a lower link utilization.
Thi s val ue MAY be subject to tuning depending on e.g., nedia coder
characteristics. Experinments with H264 and VP8 indicate that 0.1
is a suitable value. See [ SCReAM CPP-inpl enentation] and
[ SCReAM i npl enent at i on- experi ence] for evaluation of a real
i mpl enent ati on.

TX_QUEUE_SI ZE_FACTOR (0.0..2.0)
Quard factor agai nst RTP queue buildup. This value MAY be subject
to tuning depending on, e.g., nedia coder characteristics.
Experiments with H264 and VP8 indicate that 1.0 is a suitable
val ue. See [ SCReAM CPP-i npl enent ati on] and
[ SCReAM i mpl enent at i on- experi ence] for evaluation of a real
i mpl enent ati on.

RTP_QDELAY_TH (0.02 s) RTP queue delay threshold for a target rate
reducti on.

TARGET_RATE_SCALE_RTP_QDELAY (0.95) Scale factor for target rate
when RTP gdel ay threshol d exceeds RTP_QDELAY_TH.

QDELAY_TREND LO (0.2) Threshold value for qdel ay_trend.

T RESUVME FAST I NCREASE (5 s) Tine span until fast increase node can
be resuned, given that the gdelay_trend is bel ow QDELAY TREND LO

RATE_PACE_M N (50000 bps) M ninum pacing rate.
4.1.1.2. State Variables
The values within parentheses "()" indicate initial values.
gdel ay_t arget (QDELAY_TARGET_LO
gdel ay target, a variable gdelay target is introduced to nanage
cases where a fixed qdelay target would ot herwi se starve the RMCAT
fl ow under such circunstances (e.g., FTP conpetes for the bandw dth

over the sanme bottleneck). The qdelay target is allowed to vary
bet ween QDELAY_TARGET_LO and QDELAY_TARGET_HI .

Johansson & Sar ker Experi ment al [ Page 12]



RFC 8298 SCReAM Decenber 2017

gdel ay_fraction_avg (0.0)
Fractional qgdelay filtered by the Exponentially Wi ghted Myving
Aver age (EVWA) .

gdel ay_fraction_hist[20] ({O,..,0})
Vector of the last 20 fractional qgdel ay sanpl es.

gdel ay_trend (0.0)
gdel ay trend; indicates incipient congestion.

gdel ay_trend_nmem (0. 0)
Low pass filtered version of qdelay_trend.

gdel ay_norm hi st[100] ({O,..,0})
Vector of the last 100 nornmalized qdel ay sanpl es.

in_fast_increase (true)
True if in fast increase node.

cwnd (M N_CWND)
Congesti on wi ndow.

bytes_newl y_acked (0)
The nunber of bytes that was acknow edged with the | ast received
acknow edgenent, i.e., bytes acknow edged since the |Iast CWD
updat e.

max_bytes_in_flight (0)
The maxi num nunber of bytes in flight over a sliding tine w ndow,
i.e., transnmtted but not yet acknow edged bytes.

send_wnd (0)
Upper lint to how many bytes can currently be transmtted.
Updat ed when cwnd i s updated and when RTP packet is transmtted.

target _bitrate (0 bps)
Media target bitrate.

target _bitrate_last_max (1 bps)
Inflection point of the nmedia target bitrate, i.e., the last known
hi ghest target _bitrate. Used to |limt bitrate increase speed close
to the last known congestion point.

rate transnit (0.0 bps)
Measured transmt bitrate.

rate_ack (0.0 bps)
Measur ed t hroughput based on recei ved acknow edgenents.
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rate_nmedia (0.0 bps)
Measured bitrate fromthe nmedi a encoder.

rate_nedi a_nedi an (0.0 bps)
Medi an val ue of rate_nedia, conputed over nore than 10 s.

s rtt (0.0s)
Snoot hed RTT (in seconds), conputed with a simlar nethod to that
described in [ RFC6298].

rtp_queue_size (0 bits)
Sum of the sizes of RTP packets in queue.

rtp_size (0 byte)
Size of the last transnitted RTP packet.

| oss_event _rate (0.0)
The estimated fraction of RTTs with | ost packets detected.

4.1.2. Network Congestion Contro

This section explains the network congestion control, which perforns
two main functions:

o Conputation of congestion wi ndow at the sender: This gives an
upper linmt to the nunber of bytes in flight.

0 Calculation of send wi ndow at the sender: RTP packets are
transmitted if allowed by the relation between the nunber of bytes
in flight and the congestion window. This is controlled by the
send wi ndow.

SCReAM i s a wi ndow based and byte-oriented congestion contro
protocol, where the number of bytes transnmitted is inferred fromthe
size of the transnmitted RTP packets. Thus, a list of transmtted RTP
packets and their respective transnmission tinmes (wall-clock tine)
MUST be kept for further cal culation

The nunber of bytes in flight (bytes_in_flight) is conputed as the
sum of the sizes of the RTP packets ranging fromthe RTP packet nost
recently transmtted, down to but not including the acknow edged
packet with the highest sequence nunber. This can be translated to
the difference between the highest transnitted byte sequence nunber
and t he highest acknow edged byte sequence nunber. As an exanple: If
an RTP packet with sequence nunber SN is transmitted and the | ast
acknow edgenent indicates SN-5 as the highest received sequence
nunber, then bytes in_flight is computed as the sum of the size of
RTP packets with sequence nunmber SN-4, SN-3, SN-2, SN-1, and SN. It
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does not matter if, for instance, the packet with sequence nunber
SN-3 was lost -- the size of RTP packet w th sequence nunmber SN-3
will still be considered in the conputation of bytes_in_flight.

Furt hernmore, a variable bytes newy acked is increnmented with a val ue
correspondi ng to how nmuch the hi ghest sequence nunber has increased
since the | ast feedback. As an exanple: If the previous

acknow edgenent indicated the hi ghest sequence nunber N and the new
acknow edgenent indicated N+3, then bytes new y_acked is incremented
by a value equal to the sum of the sizes of RTP packets with sequence
nunber N+1, N2, and N+3. Packets that are lost are al so included,
whi ch nmeans that even though, e.g., packet N+2 was lost, its size is
still included in the update of bytes newy acked. The

bytes newy acked variable is reset to zero after a CWND updat e.

The feedback fromthe receiver is assumed to consist of the follow ng
el ement s.

o A list of received RTP packets’ sequence nunbers.

o0 The wall-clock tinmestanp corresponding to the received RTP packet
wi th the highest sequence nunber.

0 The accunul at ed nunber of ECN CE-mar ked packets (n_ECN). Here
"CE" refers to "Congestion Experienced"

When the sender receives RTCP feedback, the qdelay is cal culated as
outlined in [ RFC6817]. A gdelay sanple is obtained for each received
acknow edgenment. No snoothing of the qdelay is performed; however,
sonme snoot hi ng occurs anyway because the CWND conputation is a | ow
pass filter function. A nunber of variables are updated as
illustrated by the pseudocode bel ow, tenporary vari abl es are appended
with ' t’'. As nentioned in Section 6, calculation of the proper
congestion wi ndow and nedia bitrate may benefit from additiona

optim zations to handle very high and very low bitrates, and from
addi ti onal danping to handl e periodic packet bursts. Sone such

optim zations are inplenmented in [ SCReAM CPP-i npl enent ati on], but
they do not formpart of the specification of SCReAM at this tine.
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<CODE BEG NS>
updat e_vari abl es(gdel ay):
gdel ay_fraction_t = qdelay / qdel ay_target
# Cal cul ate nmovi ng aver age
gdel ay_fraction_avg = (1 - QDELAY _WEI GHT) * gdelay_fraction_avg +
QDELAY_WVEI GHT * qdel ay_fraction_t
update_qdel ay fraction_hist(qdelay fraction_t)
# Conpute the average of the values in qdelay fraction_hist
avg_t = average(qdel ay_fraction_hist)
# Ris an autocorrelation function of qdelay_fraction_hist,
# wth the nmean (DC conponent) renoved, at |lag K
# The subtraction of the scalar avg t from
# qdelay fraction_hist is perfornmed el ement-w se
a_t = R(gdelay_fraction_hist-avg_t, 1) /
R(qdel ay_fraction_hist-avg_t, 0)
# Cal cul ate gdel ay trend
gdelay_trend = mn(1.0, max(0.0, a_t * qgdelay_fraction_avg))
# Cal cul ate a 'peak-hold qdelay trend; this gives a nenory
# of congestion in the past
gdel ay_trend_nmem = max(0.99 * qdelay_trend _nem qdelay_trend)
<CODE ENDS>

The qdelay fraction is sanpled every 50 ns, and the |ast 20 sanples
are stored in a vector (qdelay fraction hist). This vector is used
in the conputation of a gdelay trend that gives a val ue between 0.0
and 1.0 depending on the estimated congestion level. The prediction
coefficient "a_t’ has positive values if qdelay shows an increasing
or decreasing trend; thus, an indication of congestion is obtained
before the gdelay target is reached. As a side effect, if qdel ay
decreases, it's taken as a sign of congestion; however, experinents
have shown that this is beneficial, as increasing or decreasing queue
delay is an indication that the transmit rate is very close to the
pat h capacity.

The autocorrelation function 'R is defined as follows. Let x be a
vector constituting N values, the biased autocorrelation function for
a given lag=k for the vector x is given by.

n=N- k
R(x, k) = SUM x(n) * x(n + k)
n=1

The prediction coefficient is further nmultiplied with

gdel ay fraction_avg to reduce sensitivity to increasing qdel ay when
it is very small. The 50 nms sanpling is a sinplification that could
have the effect that the sane qdelay is sanpled several tines;
however, this does not pose any problem as the vector is only used
to determine if the gdelay is increasing or decreasing. The
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gdelay trend is utilized in the nedia rate control to indicate

i nci pient congestion and to determ ne when to exit fromfast increase
node. qdelay_trend_nmemis used to enforce a | ess aggressive rate

i ncrease after congestion events. The function

update_qdel ay_fraction_hist(..) renmpoves the ol dest el enent and adds
the |l atest qdelay fraction element to the qdelay fraction_hist

vector.

4.1.2.1. Reaction to Packet Loss and ECN

A loss event is indicated if one or nore RTP packets are decl ared

m ssing. The loss detection is described in Section 4.1.2.4. Once a
| oss event is detected, further detected | ost RTP packets SHOULD be
ignored for a full smoothed round-trip tinme; the intention is to
limt the congestion wi ndow decrease to at nost once per round trip.

The congestion w ndow back-off due to | oss events is deliberately a
bit less than is the case with TCP Reno, for exanple. TCP is
generally used to transmt whole files; the file is then like a
source with an infinite bitrate until the whole file has been
transmtted. SCReAM on the other hand, has a source whose rate is
limted to a value close to the available transnit rate and often

bel ow that value; the effect is that SCReAM has | ess opportunity to
grab free capacity than a TCP-based file transfer. To conpensate for
this, it is RECOWENDED to | et SCReAM reduce t he congesti on w ndow

| ess than what is the case with TCP when | oss events occur

An ECN event is detected if the n_ECN counter in the feedback report
has i ncreased since the previous received feedback. Once an ECN
event is detected, the n_ECN counter is ignored for a full snoothed
round-trip time; the intention is to limt the congestion w ndow
decrease to at nost once per round trip. The congestion w ndow back-
of f due to an ECN event MAY be smaller than if a | oss event occurs.
This is inline with the idea outlined in [ ALT- BACKOFF] to enabl e ECN
mar ki ng threshol ds | ower than the correspondi ng packet drop

t hr eshol ds.

4.1.2.2. Congestion Wndow Update
The update of the congestion wi ndow depends on if |oss, ECN marKking,

or neither of the two occurs. The pseudocode bel ow describes the
actions for each case.
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<CODE BEG NS>
on congestion event (qgdel ay):
# Either loss or ECN nmark is detected
in_fast_increase = fal se
if (is loss)
# Loss is detected
cwnd = max(M N_CWND, cwnd * BETA LOSS)
el se
# No loss, so it is then an ECN nark
cwnd = max(M N_CWND, cwnd * BETA_ECN)
end
adj ust _qdel ay_t arget (gdel ay) #conpensating for conpeting fl ows
cal cul at e_send_wi ndow( qdel ay, qdel ay_target)

# When no congestion event

on acknow edgenent (qdel ay):
updat e_bytes_newl y_acked()
updat e_cwnd(bytes_newl y_acked)
adj ust _qdel ay_target (gqdel ay) # conpensating for conpeting flows
cal cul at e_send_w ndow( qdel ay, qdel ay _target)
check_to_resune_fast _increase()

<CODE ENDS>

The met hods are described in detail bel ow
The congestion wi ndow update is based on qdel ay, except for the
occurrence of loss events (one or nore |ost RTP packets in one RTT)

or ECN events, which were described earlier.

Pseudocode for the update of the congestion wi ndow is found bel ow.
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<CODE BEG NS>
update_cwnd(bytes newl y_acked):
# In fast increase node?
if (in_fast_increase)
if (qdelay_trend >= QDELAY_TREND TH)
# I nci pi ent congestion detected; exit fast increase node
in_fast _increase = fal se
el se
# No congestion yet; increase cwnd if it
# is sufficiently used
# Additional slack of bytes newy_acked is
# added to ensure that CWND growt h occurs
# even when feedback is sparse
if (bytes_in flight * 1.5 + bytes newly acked > cwnd)
cwnd = cwnd + bytes_newl y_acked
end
return
end
end

# Not in fast increase node
# off_target calculated as with LEDBAT
off _target _t = (qdelay_target - qdelay) / qdel ay_target

gain_t = GAIN
# Adj ust congestion w ndow
cwnd_delta_t =
gain_t * off _target_t * bytes newy_acked * MSS / cwnd
if (off _target_t > 0 &&
bytes in flight * 1.25 + bytes newly_acked <= cwnd)
# No cwnd increase if windowis underutilized
# Additional slack of bytes newy acked is
# added to ensure that CAND growth occurs
# even when feedback is sparse
cwnd _delta t = 0;
end

# Apply delta
cwnd += cwnd_delta_t
#1limt cwnd to the maxi rum nunber of bytes in flight
cwnd = m n(cwnd, nmax_bytes in_flight *
MAX_BYTES_I N_FLI GHT_HEAD_ROOM
cwnd = max(cwnd, M N_CWAD)

<CODE ENDS>

Johansson & Sar ker Experi ment al [ Page 19]



RFC 8298 SCReAM Decenber 2017

CW\D i s updated differently dependi ng on whether or not the
congestion control is in fast increase node, as controlled by the
variabl e in_fast_increase.

When in fast increase node, the congestion windowis increased with
t he nunber of newly acknow edged bytes as long as the window is
sufficiently used. Sparse feedback can potentially limt congestion
wi ndow growt h; therefore, additional slack is added, given by the
nunber of newly acknow edged byt es.

The congestion wi ndow growt h when in_fast_increase is false is
dictated by the relation between qdel ay and gdel ay_target; congestion
wi ndow growth is linted if the windowis not used sufficiently.

SCReAM cal cul ates the GAINin a sinmlar way to what is specified in
[ RFC6817]. However, [RFC6817] specifies that the CWND increase is
limted by an additional function controlled by a constant

ALLONED | NCREASE. This additional limtation is renoved in this
speci fication.

Further, the CWND is limited by nmax_bytes_in_flight and M N_CAND.
The linmtation of the congestion wi ndow by the maxi mum nunber of
bytes in flight over the last 5 seconds (nmax_bytes in_flight) avoids
possi bl e overestimati on of the throughput after, for exanple, idle
peri ods. An additional MAX BYTES I N FLI GHT_HEAD ROOM provi des sl ack
to allow for a certain amount of variability in the media coder

out put rate.

4.1.2.3. Competing Fl ows Conpensation

It is likely that a flow using the SCReAM al gorithmw Il have to
share congested bottl enecks with other flows that use a nore

aggressi ve congestion control algorithm (for exanple, large FTP fl ows
usi ng | oss-based congestion control). The worst condition occurs
when the bottl eneck queues are of tail-drop type with a large buffer
size. SCReAM takes care of such situations by adjusting the

gdel ay_target when | oss-based fl ows are detected, as shown in the
pseudocode bel ow.
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<CODE BEG NS>
adj ust _qdel ay_t arget (gdel ay)
gdelay_normt = qgdelay / QDELAY_TARGET_LOW
updat e_qdel ay_norm_ hi st ory(qgdel ay_norm t)
# Conpute variance
gdel ay_norm var t = VARI ANCE(gdel ay_nor m hi st ory(200))
# Conpensation for conpeting traffic
# Conput e average
gdel ay_norm avg_t = AVERAGE(qdel ay_norm hi st ory(50))
# Conpute upper limt to target delay
new target t = qdelay_normavg_t + sqrt(qdelay_normvar _t)
new_ target _t *= QDELAY_TARGET_LO
if (loss_event _rate > 0.002)
# Packet |osses detected
gdelay_target = 1.5 * new_target _t
el se
if (qdelay_normvar_t < 0.2)
# Reasonably safe to set target qdel ay
gdel ay _target = new target t
el se
# Check if target delay can be reduced; this hel ps prevent
# the target delay frombeing | ocked to high values forever
if (new_target t < QDELAY _TARGET_LO
# Decrease target delay quickly, as neasured queui ng
# delay is |lower than target
gdel ay_target = max(qdelay target * 0.5, new target t)
el se
# Decrease target delay slowy
gdel ay_target *= 0.9
end
end
end

# Apply limts

gdel ay_target = m n( QDELAY_TARGET_HI, qdel ay_t arget)

gdel ay_target = max( QDELAY _TARGET_LO, qdel ay_target)
<CODE ENDS>

Two tenporary variables are cal cul ated. gdelay_normavg_ t is the

| ong-term average queue del ay, qdelay_normvar_t is the long-term
vari ance of the queue delay. A high qdelay_normvar_t indicates that
t he queue del ay changes; this can be an indication that bottl eneck
bandwi dth is reduced or that a conpeting flow has just entered.

Thus, it indicates that it is not safe to adjust the queue del ay
target.

A low qdel ay_normvar_t indicates that the queue delay is relatively
stable. The reason could be that the queue delay is low, but it
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could also be that a conpeting flow is causing the bottleneck to
reach the point that packet |osses start to occur, in which case the
queue delay will stay relatively high for a longer tine.

The queue delay target is allowed to be increased if either the |oss
event rate is above a given threshold or qgdelay normvar_t is |ow
Both these conditions indicate that a conpeting fl ow may be present.
In all other cases, the queue delay target is decreased.

The function that adjusts the qdelay target is sinple and could
produce false positives and fal se negatives. The case that self-
inflicted congestion by the SCReAM al gorithm may be falsely
interpreted as the presence of conpeting | oss-based FTP flows is a
fal se positive. The opposite case -- where the algorithmfails to
detect the presence of a conpeting FTP flow -- is a false negative

Ext ensi ve sinmul ati ons have shown that the algorithmperfornms well in
LTE test cases and that it also perforns well in sinple bandw dth-
limted bottleneck test cases with conpeting FTP flows. However, the
potential failure of the algorithm cannot be conpletely ruled out. A
fal se positive (i.e., when self-inflicted congestion is mstakenly
identified as conmpeting flows) is especially problematic when it

|l eads to increasing the target queue delay, which can cause the end-
to-end delay to increase dranatically.

If it is deened unlikely that conpeting flows occur over the sane
bottl eneck, the algorithmdescribed in this section MAY be turned
off. One such case is QS-enabl ed bearers in 3GPP-based access such
as LTE. However, when sending over the Internet, often the network
conditions are not known for sure, so in general it is not possible
to nake safe assunptions on how a network is used and whet her or not
conmpeting flows share the same bottleneck. Therefore, turning this
al gorithm of f nust be considered with caution, as it can lead to
basically zero throughput if conpeting with | oss-based traffic.

4,.1.2.4. Lost Packet Detection

Lost packet detection is based on the received sequence nunber 1|ist.
A reordering wi ndow SHOULD be applied to prevent packet reordering
fromtriggering | oss events. The reordering window is specified as a
time unit, simlar to the ideas behind Recent ACKnow edgenent (RACK)
[RACK]. The conputation of the reordering wi ndow is nade possible by
means of a lost flag in the list of transmtted RTP packets. This
flag is set if the received sequence nunber list indicates that the
gi ven RTP packet is missing. |If later feedback indicates that a
previously | ost marked packet was indeed received, then the
reordering window is updated to reflect the reordering delay. The
reordering window is given by the difference in tine between the
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event that the packet was nmarked as | ost and the event that it was

i ndi cated as successfully received. Loss is detected if a given RTP
packet is not acknow edged within a time w ndow (indicated by the
reordering wi ndow) after an RTP packet with a hi gher sequence nunber
was acknow edged.

4.1.2.5. Send W ndow Cal cul ati on

The basi c design principle behind packet transnission in SCReAMis to
allow transm ssion only if the nunber of bytes in flight is less than
t he congestion wi ndow. There are, however, two reasons why this
strict rule will not work optinally:

0 Bitrate variations: Mdia sources such as video encoders generally
produce franes whose size always vary to a larger or snaller
extent. The RTP queue absorbs the natural variations in frame
sizes. However, the RTP queue should be as short as possible to
prevent the end-to-end delay fromincreasing. To achieve that,
the media rate control takes the RTP queue size into account when
the target bitrate for the nedia is conmputed. A strict 'send only
when bytes in flight is less than the congestion wi ndow rule can
cause the RTP queue to grow sinply because the send wi ndow is
limted; in turn, this can cause the target bitrate to be pushed
down. The consequence is that the congestion wi ndow will not
increase, or will increase very slowy, because the congestion
window is only allowed to increase when there is a sufficient
anmount of data in flight. The final effect is that the nedia
bitrate increases very slowy or not at all.

0 Reverse (feedback) path congestion: Especially in transport over
buf f er - bl oat ed networks, the one-way delay in the reverse
direction can junp due to congestion. The effect is that the
acknow edgenents are del ayed, and the self-clocking is tenporarily
hal t ed, even though the forward path is not congested.

The send wi ndow i s adj usted dependi ng on gdelay, its relation to the
gdel ay target, and the relation between the congestion w ndow and the
nunber of bytes in flight. A strict rule is applied when gdelay is
hi gher than qdelay_target, to avoid further queue buildup in the
networ k. For cases when qdelay is |lower than the gdelay_target, a
nmore relaxed rule is applied. This allows the bitrate to increase
qui ckly when no congestion is detected while still being able to

exhi bit stable behavior in congested situations.

The send wi ndow i s given by the relation between the adjusted

congestion wi ndow and the anount of bytes in flight according to the
pseudocode bel ow
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<CODE BEG NS>
cal cul at e_send_w ndow( qdel ay, qdel ay _target)
# send window is conputed differently dependi ng on congestion |evel
if (qdelay <= qdel ay_target)
send_wnd = cwnd + MSS - bytes_in_flight
el se
send_wnd
end
<CODE ENDS>

cwnd - bytes in flight

The send wi ndow i s updated whenever an RTP packet is transmitted or
an RTCP feedback nessaged is received.

4.1.2.6. Packet Pacing

Packet pacing is used in order to nitigate coal escing, i.e., when
packets are transmitted in bursts, with the risks of increased jitter
and potentially increased packet |oss. Packet pacing also nitigates
possi bl e i ssues with queue overflow due to key-frane generation in
video coders. The tine interval between consecutive packet

transm ssions is greater than or equal to t_pace, where t_pace is

gi ven by the equations bel ow :

<CCDE BEG NS>

pace bitrate = nax (RATE PACE MN, cwnd * 8 / s rtt)
t pace = rtp_size * 8 / pace_bitrate

<CODE ENDS>

rtp_size is the size of the last transmtted RTP packet, and s_rtt is
the snmoothed round trip time. RATE PACE M N is the m ni nrum paci ng
rate.

4.1.2.7. Resuning Fast |Increase Mde

Fast increase node can resunme in order to speed up the bitrate
increase if congestion abates. The condition to resune fast increase
node (in_fast _increase = true) is that qdelay trend is | ess than
QDELAY_TREND LO for T_RESUME_FAST_I| NCREASE seconds or nore.

4.1.2.8. StreamPrioritization
The SCReAM al gorithm makes a good distinction between network
congestion control and nedia rate control. This is easily extended
to many streams -- RTP packets fromtwo or nore RTP queues are
schedul ed at the rate pernitted by the network congestion control

The scheduling can be done by neans of a few different scheduling
regi nes. For exanple, the nmethod for coupl ed congestion contro
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specified in [ COUPLED- CC] can be used. One inplenentation of SCReAM
[ SCReAM CPP-i npl ement ati on] uses credit-based scheduling. In credit-
based scheduling, credit is accunul ated by queues as they wait for
service and is spent while the queues are being serviced. For
instance, if one queue is allowed to transmt 1000 bytes, then a
credit of 1000 bytes is allocated to the other unschedul ed queues.
This principle can be extended to wei ghted scheduling, where the
credit allocated to unschedul ed queues depends on the relative
weights. The latter is also inplemented in

[ SCReAM CPP-i npl enent ati on] .

4,1.3. Media Rate Contro

The media rate control algorithmis executed at regular intervals,

i ndi cated by RATE_ADJUSTMENT_| NTERVAL, with the exception of a pronpt
reaction to |l oss events. The nedia rate control operates based on
the size of the RTP packet send queue and observed | oss events. In
addition, gdelay trend is also considered in the nedia rate control
in order to reduce the anount of induced network jitter

The role of the media rate control is to strike a reasonabl e bal ance
between a | ow anpbunt of queuing in the RTP queue(s) and a sufficient
anount of data to send in order to keep the data path busy. Setting
the nmedia rate control too cautiously | eads to possible
underutilization of network capacity; this can cause the flowto
becone starved out by other nore opportunistic traffic. On the other
hand, setting it too aggressively leads to increased jitter

The target _bitrate is adjusted depending on the congestion state.

The target bitrate can vary between a nini num val ue

(TARGET_BI TRATE_M N) and a maxi nrum val ue ( TARGET_BI TRATE NMAX) .
TARGET_BI TRATE_M N SHOULD be set to a | ow enough value to prevent RTP
packets from becom ng queued up when the network throughput is
reduced. The sender SHOULD al so be equi pped with a nmechani smt hat

di scards RTP packets when the network throughput becones very | ow and
RTP packets are excessively del ayed.

For the overall bitrate adjustnment, two network throughput estinates
are conput ed

O rate_transnmit: The neasured transmt bitrate

o rate_ack: The ACKed bitrate, i.e., the volune of ACKed bits per
second.

Both estinmates are updated every 200 ns.
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The current throughput, current _rate, is conputed as the maxi num
value of rate transnit and rate_ack. The rationale behind the use of
rate_ack in addition to rate_transnit is that rate_transmt is

af fected al so by the anbunt of data that is available to transnit,
thus a lack of data to transnmt can be seen as reduced throughput
that can cause an unnecessary rate reduction. To overcone this
shortconing, rate_ack is used as well. This gives a nore stable

t hr oughput esti nmate.

The rate change behavi or depends on whether a | oss or ECN event has
occurred and whet her the congestion control is in fast increase node.

<CCODE BEG NS>
# The target bitrate is updated at a regular interval according
# to RATE_ADJUST | NTERVAL

on | oss:
# Loss event detected
target _bitrate = max(BETA R * target _bitrate,
TARGET_BI TRATE_M N)
exit
on ecn_nark:
# ECN event detected
target _bitrate = max(BETA ECN * target bitrate,
TARGET_BI TRATE_M N)
exi t

ranp_up_speed_t = m n(RAMP_UP_SPEED, target_bitrate / 2.0)
scale_t = (target_bitrate - target_bitrate | ast_nax) /
target _bitrate_ | ast_nax
scale_t = max(0.2, mn(1l.0, (scale_t * 4)"2))
# mn scale_t value 0.2, as the bitrate should be allowed to
# increase slowy. This prevents locking the rate to
# target_bitrate_| ast_max
if (in_fast_increase = true)
increnment _t = ranp_up_speed t * RATE ADJUST | NTERVAL
increnent t *= scale_t
target _bitrate += increment t
el se
current _rate_t = max(rate_transmt, rate_ack)
# Conpute a bitrate change
delta rate t = current_rate t * (1.0 - PRE_CONGESTI ON GUARD *
queue_delay_trend) - TX QUEUE SI ZE FACTOR * rtp_queue_size
# Limt a positive increase if close to target _bitrate | ast_ nax
if (delta_rate_t > 0)
delta rate t *= scale_t
delta rate t =
mn(delta rate t, ranp_up_speed_t * RATE ADJUST | NTERVAL)

Johansson & Sar ker Experi ment al [ Page 26]



RFC 8298 SCReAM Decenber 2017

end
target _bitrate += delta rate_t
# Force a slight reduction in bitrate if RTP queue
# builds up
rtp_queue_delay_ t = rtp_queue_size / current_rate_t
if (rtp_queue_delay t > RTP_QDELAY_TH)
target _bitrate *= TARGET_RATE _SCALE RTP_QDELAY
end
end

rate nedia limt_t =

max(current _rate t, nmax(rate_nedia, rtp_rate_nedi an))
rate nmedia limt t *= (2.0 - gdelay_trend_nen)
target _bitrate = min(target bitrate, rate nedia limt _t)
target _bitrate = m n( TARGET_BI TRATE_MAX,

max( TARGET_BI TRATE_M N, target_bitrate))
<CODE ENDS>

In case of a loss event, the target bitrate is updated and the rate
change procedure is exited. Oherw se, the rate change procedure
continues. The rationale behind the rate reduction due to loss is
that a congestion wi ndow reduction will take effect, and a rate
reduction proactively prevents RTP packets from bei ng queued up when
the transmt rate decreases due to the reduced congestion wi ndow. A
simlar rate reduction happens when ECN events are detected.

The rate update frequency is linited by RATE_ADJUST | NTERVAL, unl ess
a |l oss event occurs. The value is based on experinmentation wth
real-life limtations in video coders taken into account

[ SCReAM CPP-i npl enentation]. A too short interval is shown to nake
the rate control | oop in video coders nore unstable; a too |ong

i nterval makes the overall congestion control sluggish

When in fast increase node (in_fast_increase = true), the bitrate
increase is given by the desired ranp-up speed (RAMP_UP_SPEED). The
ranp-up speed is linmted when the target bitrate is lowto avoid rate
oscillation at | ow bottleneck bitrates. The setting of RAMP_UP_SPEED
depends on preferences. A high setting such as 1000 kbps/s mekes it
possible to quickly get high-quality nmedia; however, this is at the
expense of increased jitter, which can manifest itself as choppy

vi deo rendering, for exanple.

When in_fast _increase is false, the bitrate increase is given by the
current bitrate and is also controlled by the estimted RTP queue and
the gdelay trend, thus it is sufficient that an increased congestion
| evel is sensed by the network congestion control to limt the
bitrate. The target_bitrate_|last_max is updated when congestion is
det ect ed.

Johansson & Sar ker Experi ment al [ Page 27]



RFC 8298 SCReAM Decenber 2017

Finally, the target bitrate is within the defined nin and nax val ues.

The aware reader may notice the dependency on the qdelay in the
conmput ation of the target bitrate; this manifests itself in the use
of the gdelay_trend. As these paraneters are used also in the
networ k congestion control, one nay suspect sone odd interaction
between the nedia rate control and the network congestion control
This is in fact the case if the paraneter PRE _CONGESTI ON GUARD is set
to a high value. The use of qdelay_trend in the nedia rate contro
is solely to reduce jitter; the dependency can be renpved by setting
PRE_CONGESTI ON_GUARD=0. The effect is a sonmewhat larger rate

i ncrease after congestion, at the expense of increased jitter in
congested situations.

4.2. SCReAM Recei ver

The sinple task of the SCReAMreceiver is to feed back

acknow edgenents of received packets and total ECN count to the
SCReAM sender. | n addition, the receive tine of the RTP packet with
t he hi ghest sequence nunber is echoed back. Upon reception of each
RTP packet, the receiver MJST maintain enough information to send the
af orementi oned val ues to the SCReAM sender via an RTCP transport-

| ayer feedback nessage. The frequency of the feedback message
depends on the avail abl e RTCP bandwi dth. The requirenents on the
feedback el ements and the feedback interval are described bel ow

4.2.1. Requirenments on Feedback El enents

The followi ng feedback el ements are REQUI RED for basic functionality
in SCReAM

o Alist of received RTP packets. This list SHOULD be sufficiently
long to cover all received RTP packets. This list can be realized
with the Loss RLE (Run Length Encodi ng) Report Block in [RFC3611].

o A wall-clock tinmestanp corresponding to the received RTP packet
with the highest sequence nunber is required in order to conpute
the gdelay. This can be realized by neans of the Packet Recei pt
Ti mes Report Block in [RFC3611]. begin_seq MJST be set to the
hi ghest recei ved sequence nunber (which has possibly w apped
around); end_seq MJST be set to begin_seq+l nodul o 65536. The
ti mestanp clock MAY be set according to [ RFC3611], i.e., equal to
the RTP tinestanp clock. Detailed individual packet receive tines
are not necessary, as SCReAM does currently not descri be how they
can be used.
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The basi c feedback needed for SCReAM i nvol ves the use of the Loss RLE
Report Bl ock and the Packet Receipt Tinmes Report Block as shown in
Fi gure 2.

0 1 2 3

01234567890123456789012345678901
T T i e i i e T e b s S S SN S
| V=2| P| reserved | PT=XR=207 | | ength |
T S i i S e e e e s s o S R SR R R SR
| SSRC |
B T e o i S I i i S S N iy St S I S S
| BT=2 | rsvd. | T=0 | bl ock | ength |
T e e i i e S e st s s s SN SR
| SSRC of source |
i T i i o e e e e e e et i S S S R R SR

| begi n_seq | end_seq |
B T e o i S I i i S S N iy St S I S S
| chunk 1 | chunk 2 |

B T S e T i T S e T It S S S S S S

T I T S S Tk it S S S S Sk L T T SR A s

| chunk n-1 | chunk n |
B T e o i S I i i S S N iy St S I S S
| BT=3 | rsvd. | T=0 | bl ock | ength |

I S S S i S Tk ik S SRR S A S
| SSRC of source |
T i T i S i S S S
| begi n_seq | end_seq |
B T e o i S I i i S S N iy St S I S S
| Recei pt tine of packet begin_seq |
I S S i i T S S i Nt S S

Fi gure 2: Basic Feedback Message for SCReAM Based on RFC 3611

In a typical use case, no nore than four Loss RLE chunks are needed,
thus the feedback nmessage will be 44 bytes. It is obvious from
Figure 2 that there is a lot of redundant information in the feedback
message. A nore optimzed feedback format, including the additional
feedback el enments listed below, could reduce the feedback nessage
size a bit.

An additional feedback el ement that can inprove the performance of
SCReAM i s:

0o Accunul at ed nunmber of ECN CE- marked packets (n_ECN). For
instance, this can be realized with the ECN Feedback Report For nmat
in [RFC6679]. The given feedback report format is slightly
overkill, as SCReAM woul d do quite well with only a counter that
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increnents by one for each received packet with the ECN CE
codepoint set. The nore bulky format coul d neverthel ess be usefu
for, e.g., ECN bl ack-hol e detection.

4.2.2. Requirenents on Feedback Intensity

SCReAM benefits fromrelatively frequent feedback. It is RECOMVENDED
that a SCReAM i npl ementation follows the guidelines bel ow

The feedback interval depends on the nedia bitrate. At |low bitrates,
it is sufficient with a feedback interval of 100 to 400 ms; while at
high bitrates, a feedback interval of roughly 20 ns is preferred. At
very high bitrates, even shorter feedback intervals MAY be needed in
order to keep the self-clocking in SCReAM working well. One

i ndi cation that feedback is too sparse is that the SCReAM

i mpl enent ati on cannot reach high bitrates, even in uncongested |inks.
More frequent feedback m ght solve this issue

The nunbers above can be formul ated as a feedback interval function
that can be useful for the conputation of the desired RTCP bandwi dth
The foll owi ng equati on expresses the feedback rate:

rate_fb = m n(50, max(2.5, rate_nedia / 10000))

rate_ nedia is the RTP nedia bitrate expressed in bps; rate fb is the
feedback rate expressed in packets/s. Converting to feedback
interval, we get:

fb_int = 1.0/ mn(50, max(2.5, rate_nedia / 10000))

The transmission interval is not critical. So, in the case of multi-
stream handl i ng between two hosts, the feedback for two or nore
synchroni zati on sources (SSRCs) can be bundled to save UDP/I P
overhead. However, the final realized feedback interval SHOULD not
exceed 2*fb_int in such cases, meaning that a schedul ed feedback
transm ssion event should not be delayed nore than fb_int.

SCReAM wor ks with AVPF regul ar node; inmmediate or early node is not
requi red by SCReAM but can nonet hel ess be useful for RTCP nessages
not directly related to SCReAM such as those specified in [ RFC4585].
It is RECOWENDED to use reduced-size RTCP [ RFC5506], where regul ar
full conpound RTCP transnission is controlled by trr-int as described
in [ RFC4585] .
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5. Discussion
This section covers a few discussion points.

0 Cock drift: SCReAM can suffer fromthe sane issues with clock
drift as is the case with LEDBAT [ RFC6817]. However, Appendix A 2
in [ RFC6817] describes ways to nitigate issues with clock drift.

0 Support for alternate ECN semantics: This specification adopts the
proposal in [ALT-BACKOFF] to reduce the congestion w ndow | ess
when ECN-based congestion events are detected. Future work on Low
Loss, Low Latency for Scal abl e throughput (L4S) nay lead to
updates in a future docunent that descri bes SCReAM support for
L4S.

0 A new transport-|ayer feedback nessage (as specified in RFC 4585)
could be standardized if the use of the already existing RTCP
extensions as described in Section 4.2 is not deenmed sufficient.

o0 The target bitrate given by SCReAMis the bitrate including the
RTP and Forward Error Correction (FEC) overhead. The nedia
encoder SHOULD take this overhead into account when the nedi a
bitrate is set. This neans that the nedia coder bitrate SHOULD be
conput ed as

media_rate = target _bitrate - rtp_plus_fec overhead bitrate

It is not necessary to make a 100% perfect conpensation for the
overhead, as the SCReAM algorithmw Il inherently conpensate for
noderate errors. Under-conpensating for the overhead has the
effect of increasing jitter, while overconpensating will cause the
bottl eneck link to becone underutilized.

6. Suggested Experinents

SCReAM has been evaluated in a nunber of different ways, nostly in a
simulator. The OpenWebRTC i npl enentation work ([ QpenWebRTC] and

[ SCReAM i nmpl enent ation]) involved extensive testing with artificial
bottl enecks with varying bandw dths and using two di fferent video
coders (QOpenH264 and VP9).
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Preferably, further experinents will be done by neans of
i mpl enentation in real clients and web browsers. RECOVMENDED
experinents are:

o Trials with various access technol ogi es: EDGE 3G 4G W-Fi, DSL.
Some experinments have already been carried out with LTE access;
see [ SCReAM CPP-i npl enent ati on] and
[ SCReAM i npl enment ati on- experi ence].

o Trials with different kinds of nedi a: Audio, video, slideshow
content. Evaluation of multi-stream handling in SCReAM

o Evaluation of functionality of the conpensati on nechani sm when
there are conpeting flows: Eval uate how SCReAM perforns with
conmpeting TCP-like traffic and to what extent the conpensation for
competing flows causes self-inflicted congestion.

0 Determine proper paraneters: A set of default paraneters are given
that makes SCReAM work over a reasonably |arge operation range.
However, for very low or very high bitrates, it nmay be necessary
to use different values for the RAMP_UP_SPEED, for instance.

0 Experinentation with further inprovenents to the congestion w ndow
and nedia bitrate calculation. [SCReAM CPP-i npl enent ati on]
i mpl enents sonme optim zations, not described in this neno, that
i mprove performance slightly. Further experinments are likely to
lead to nore optimzations of the algorithm

7. 1 ANA Consi derations
Thi s docunent does not require any | ANA acti ons.

8. Security Considerations
The feedback can be vulnerable to attacks simlar to those that can
affect TCP. It is therefore RECOMVENDED that the RTCP feedback is at

| east integrity protected. Furthernore, as SCReAMis self-clocked, a
mal i ci ous ni ddl ebox can drop RTCP feedback packets and thus cause the

self-clocking in SCReAMto stall. However, this attack is mtigated
by the m ni mum send rate nmai ntai ned by SCReAM when no feedback is
received.
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