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Abstract

Thi s docunent describes an experinental use case that enploys

aut onomi ¢ networking for the nmonitoring of Service Level Agreenents
(SLAs). The use case is for detecting violations of SLAs in a
distributed fashion. It strives to optimze and dynam cally adapt

t he autonom c depl oyment of active neasurenent probes in a way that
maxi m zes the likelihood of detecting service-level violations with a
gi ven resource budget to performactive neasurenments. This
optinization and adaptati on should be done wi thout any outside

gui dance or intervention.

This docunent is a product of the |IRTF Network Managenent Research
Goup (NVRG. It is published for informational purposes.
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Docunents approved for publication by the | RSG are not candi dates for
any |level of Internet Standard; see Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,
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1

I ntroduction

The Internet has been growing dramatically in ternms of size,

capacity, and accessibility in recent years. Conmunication
requirenents of distributed services and applications running on top
of the Internet have becone increasingly denanding. Sone exanpl es
are real-tinme interactive video or financial trading. Providing such
services involves stringent requirenents in terns of acceptable
latency, loss, and jitter

Performance requirenments lead to the articulation of Service Level
bj ectives (SLCs) that nmust be nmet. Those SLOs are part of Service
Level Agreenents (SLAs) that define a contract between the provider
and the consumer of a service. SLGs, in effect, constitute a
service-level guarantee that the consuner of the service can expect
to receive (and often has to pay for). Likew se, the provider of a
service needs to ensure that the service-level guarantee and

associ ated SLOs are net. Sone exanpl es of clauses that relate to
SLGCs can be found in [RFC7297].

Viol ations of SLGs can be associated with significant financial |oss,
whi ch can by divided into two categories. First, there is the loss
that can be incurred by the user of a service when the agreed service
| evel s are not provided. For exanple, a financial brokerage' s stock
orders mght suffer |osses when it is unable to execute stock
transactions in a timely manner. An electronic retailer may | ose
customers when its online presence is perceived by custoners as

sl uggi sh. An online gam ng provider may not be able to provide fair
access to online players, resulting in frustrated players who are

| ost as custoners. In each case, the failure of a service provider
to neet prom sed service-level guarantees can have a substanti al
financial inmpact on users of the service. Second, there is the |oss
that is incurred by the provider of a service who is unable to neet
prom sed SLOs. Those | osses can take several forns, such as
penalties for violating the service | evel agreenment and even | oss of
future revenue due to reduced custoner satisfaction (which, in many
cases, is nore serious). Hence, SLCs are a key concern for the
service provider. In order to ensure that SLOs are not being

viol ated, service levels need to be continuously nonitored at the
network infrastructure layer in order to know, for exanple, when
mtigating actions need to be taken. To that end, service-I|evel
measur enents nust take place.

Net wor k neasurenents can be perforned using active or passive

nmeasur enent techni ques. In passive neasurenments, production traffic
i s observed, and no nonitoring traffic is created by the neasurenent
process itself. That is, network conditions are checked in a
non-intrusive way. In the context of IP Flow Information Export
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(I PFI X), several documents were produced that define howto export
data associated with flow records, i.e., data that is collected as
part of passive measurenent nechani sns, generally applied agai nst
flows of production traffic (e.g., [RFC7011]). |In addition, it is
possible to collect real data traffic (not just summarized fl ow
records) with tine-stanped packets, possibly sanpled (e.g., per

[ RFC5474]), as a neans of neasuring and inferring service |evels.
Active measurenents, on the other hand, are nore intrusive to the
network in the sense that they involve injecting synthetic test
traffic into the network to nmeasure network service levels, as
opposed to sinply observing production traffic. The IP Performance
Metrics (1 PPM Wirking Group produced docunents that describe active
measur enent nechani sns such as the One-Way Active Measurenent

Prot ocol (OMMP) [ RFC4656], the Two-Way Active Measurenent Protocol
(TWAMP) [ RFC5357], and the G sco Service-Level Assurance Protoco

[ RFC6812]. In addition, there are some nmechani snms that do not
cleanly fit into either active or passive categories, such as

Per formance and Di agnostic Metrics (PDM Destination Option

techni ques [ RFC8250] .

Active measurenent mechani snms offer a high |level of control over what
and how to nmeasure. They do not require inspecting production
traffic. Because of this, active neasurenents usually offer better
accuracy and privacy than passive neasurenment nechanisns. Traffic
encryption and regulations that linit the anount of payl oad

i nspection that can occur are non-issues. Furthernore, active

nmeasur enent nechani sns are able to detect end-to-end network
performance problens in a fine-grained way (e.g., sinulating the
traffic that nmust be handl ed considering specific SLGs). As a
result, active neasurenents are often preferred over passive

measur enent for SLA nonitoring. Measurenent probes nust be hosted in
net wor k devi ces and neasurenment sessions nust be activated to conpute
the current network metrics (for exanple, netrics such as the ones
described in [RFC4148], although note that [RFC4148] was obsol eted by
[ RFC6248]). This activation should be dynamic in order to foll ow
changes in network conditions, such as those related to routes being
added or new custoner demands.

Whil e of fering many advant ages, active nmeasurenments are expensive in
terns of network resource consunption. Active neasurenents generally
i nvol ve measurenent probes that generate synthetic test traffic that
is directed at a responder. The responder needs to tinestanp test
traffic it receives and reflect it back to the originating

measur enent probe. The neasurenent probe subsequently processes the
returned packets along with tinme-stanping information in order to
conmput e service levels. Accordingly, active measurenments consume
substantial CPU cycles as well as nenory of network devices to
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generate and process test traffic. |In addition, synthetic traffic
i ncreases network | oad. Thus, active neasurenents conpete for
resources with other functions, including routing and switching.

The resources required and traffic generated by the active

measur enent sessions are, in a large part, a function of the nunber
of measured network destinations. (ln addition, the anount of
traffic generated for each neasurenent plays a role that, in turn,

i nfluences the accuracy of the neasurenment.) Wien nore destinations
are neasured, a greater nunber of resources are consuned and nore
traffic is needed to performthe measurenents. Thus, to have better
noni toring coverage, it is necessary to deploy nore sessions, which
consequently increases consuned resources. Oherw se, enabling the
observation of just a small subset of all network flows can lead to
i nsufficient coverage.

Furt hernmore, while sone end-to-end service |evels can be determ ned
by adding up the service |evels observed across different path
segnments, the same is not true for all service levels. For exanple,
the end-to-end delay or packet loss froma node Ato a node C routed
via a node B can often be conputed sinply by addi ng delays (or |o0ss)
fromAto Band fromB to C. This allows the deconposition of a

| arge set of end-to-end nmeasurenents into a nuch smaller set of
segment neasurenents. However, end-to-end jitter and nean opinion
scores cannot be deconposed as easily and, for higher accuracy, nust
be neasured end-to-end.

Hence, the decision about how to place neasurenent probes beconmes an
i mportant managenment activity. The goal is to obtain the maxi num
benefits of service-level nonitoring with a |imted anount of

measur enent overhead. Specifically, the goal is to naximze the
nurmber of service-level violations that are detected with a limted
number of resources.

The use case and the solution approach described in this docunent
address an inportant practical issue. They are intended to provide a
basis for further experinentation to lead to solutions for wi der

depl oynent. This docunent represents the consensus of the IRTF s

Net wor k Managenment Research Group (NVRG. It was discussed
extensively and received three separate in-depth reviews.

2. Definitions and Acronyns

Active Measurenents: Techni ques to neasure service |evels that
i nvol ve generating and observing synthetic test traffic

Passi ve Measurenents: Techni ques used to neasure service |evels based
on observation of production traffic
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Aut ononi ¢ Network: A network containing exclusively autononi ¢ nodes,
requi ring no configuration, and deriving all required information
t hrough sel f - know edge, discovery, or intent.

Aut ononmi ¢ Service Agent (ASA): An agent inplenented on an autonomc
node that inplenents an autonomc function, either in part (in the
case of a distributed function, as in the context of this
docunent) or whol e

Measur ement Session: A comunications associ ati on between a probe and
a responder used to send and reflect synthetic test traffic for
active measurenents

Probe: The source of synthetic test traffic in an active neasurenent

Responder: The destination for synthetic test traffic in an active
neasur enent

SLA: Service Level Agreenent
SLO. Service Level Objective
P2P: Peer -t o- Peer

(Note: The definitions for "Autonom c Network" and "Autononic Service
Agent" are borrowed from [ RFC7575]).

3. Current Approaches

For feasible deploynents of active neasurenent solutions to

di stribute the avail abl e neasurenent sessions along the network, the
current best practice consists of relying entirely on the human

admi nistrator’s expertise to infer the best location to activate such
sessions. This is done through several steps. First, it is
necessary to collect traffic information in order to grasp the
traffic matrix. Then, the admi nistrator uses this information to
infer the best destinations for measurenent sessions. After that,
the adnministrator activates sessions on the chosen subset of
destinations, taking the available resources into account. This
practice, however, does not scale well because it is still |abor
intensive and error-prone for the adnm nistrator to determ ne which
sessions should be activated given the set of critical flows that
needs to be neasured. Even worse, this practice conpletely fails in
net wor ks where the nost critical flows change rapidly, resulting in
dynami ¢ changes to what woul d be the nost inportant destinations.

For exanple, this can be the case in nodern cloud environnents. This
i s because fast reactions are necessary to reconfigure the sessions,
and administrators are just not quick enough in conputing and
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activating the new set of required sessions every tinme the network
traffic pattern changes. Finally, the current practice for active
nmeasurenents usually covers only a fraction of the network fl ows that
shoul d be observed, which invariably |leads to the damagi ng
consequence of undetected SLA viol ations.

4. Use Case Description

The use case involves a service-level provider that needs to nonitor
the network to detect service-level violations using active service-

| evel neasurenments and wants to be able to do so with m nimal human
intervention. The goal is to conduct the neasurenents in an

ef fective manner to naxim ze the percentage of detected service-|eve
viol ations. The service-level provider has a bounded resource budget
with regard to nmeasurenments that can be performed, specifically the
nunber of neasurenents that can be conducted concurrently from any
one network device and possibly the total anpbunt of measurenent
traffic on the network. However, while at any one point in tine the
nunber of neasurenents conducted is limted, it is possible for a
device to change which destinations to neasure over tinme. This can
be exploited to achieve a bal ance of eventually covering all possible
destinations using a reasonable amount of "sanpling" where

measur enent coverage of a destination cannot be continuous. The
solution needs to be dynanic and able to cope with network conditions
that may change over tine. The solution should al so be enbeddabl e

i nsi de network devices that control the deploynent of active

nmeasur enent nechani sns.

The goal is to conduct the neasurenents in a smart manner that
ensures that the network is broadly covered and that the likelihood
of detecting service-level violations is maximzed. |In order to
maxi ni ze that likelihood, it is reasonable to focus neasurenent
resources on destinations that are nore likely to incur a violation
whi | e spending fewer resources on destinations that are nore likely
to be in conpliance. 1In order to do this, there are various aspects
that can be exploited, including past nmeasurenents (destinations
close to a service-level threshold requiring nore focus than
destinations farther fromit), conplenentation with passive
nmeasurenents such as flow data (to identify network destinations that
are currently popular and critical), and observations from ot her
parts of the network. 1In addition, neasurenents can be coordi nated
anong different network devices to avoid hitting the sane destination
at the sane tine and to share results that nay be useful in future
probe pl acenent.

Clearly, static solutions will have severe limtations. At the sane

time, human adninistrators cannot be in the |loop for continuous
dynani ¢ reconfigurations of nmeasurenent probes. Thus, an autonated
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solution, or ideally an autononic solution, is needed so that network
neasurenents are automatically orchestrated and dynanically
reconfigured fromwi thin the network. This can be acconplished using
an autonom c solution that is distributed, using ASAs that are

i npl ement ed on nodes in the network.

5. A Distributed Autonom c Sol ution

The use of Autononmi c Networking (AN) [ RFC7575] can hel p such
detection through an efficient activation of measurenment sessions.
Such an approach, along with a detail ed assessnent confirmng its
viability, is described in [ P2PBNM Nobre-2012]. The problemto be
solved by AN in the present use case is how to steer the process of
measur enent session activation by a conplete solution that sets al
necessary paranmeters for this activation to operate efficiently,
reliably, and securely, with no required human intervention other
than setting overall policy.

Wien a node first comes online, it has no information about which
nmeasurenents are nore critical than others. |n the absence of

i nformation about past neasurenments and information from nmeasurenent
peers, it may start with an initial set of measurenment sessions,
possi bly randomy seeding a set of starter nmeasurenments and perhaps
taki ng a round-robin approach for subsequent neasurenent rounds.
However, as neasurenents are collected, a node will gain an

i ncreasing anmount of information that it can utilize to refine its
strategy of selecting neasurenment targets going forward. For one, it
may take note of which targets returned neasurenent results very
close to service-level thresholds; these targets may require closer
scrutiny conpared to others. Second, it nmay utilize observations
that are nmade by its neasurenent peers in order to conclude which
measurenent targets may be nore critical than others and to ensure
that proper overall measurement coverage is obtained (so that not
every node incidentally nmeasures the same targets, while other
targets are not neasured at all).

We advocate for enbeddi ng P2P technol ogy in network devices in order
to use autonomc control | oops to make deci sions about neasurenent
sessi ons.

Specifically, we advocate for network devices to inplenment an
autonom ¢ function that nonitors service |levels for violations of
SLCs and that determ nes which neasurenent sessions to set up at any
given point in time based on current and past observations of the
node and of ot her peer nodes.

By performng these functions |ocally and autonomi cally on the device
itself, which nmeasurenments to conduct can be nodified quickly based
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on |l ocal observations while taking |local resource availability into
account. This allows a solution to be nore robust and react nore
dynamically to rapidly changing service levels than a solution that
has to rely on central coordination. However, in order to optimze
deci si ons about whi ch neasurenents to conduct, a node will need to
conmuni cate with other nodes. This allows a node to take into
account other nodes’ observations in addition to its own inits
deci si ons.

For exanple, renote destinations whose observed service levels are on
the verge of violating stated objectives nmay require closer

noni toring than renote destinations that are confortably within a
range of tolerance. A distributed autononic solution also allows
nodes to coordi nate their probing decisions to collectively achieve

t he best possible nmeasurenment coverage. Because the nunber of
resources available for nonitoring, exchangi ng nmeasurenent data, and
coordinating with other nodes is Iimted, a node may be interested in
i dentifying other nodes whose observations are sinilar to and
correlated with its own. This helps a node prioritize and deci de

whi ch ot her nodes to coordi nate and exchange data with. Al of this
requi res the use of a P2P overl ay.

A P2P overlay is essential for several reasons:

o It nmakes it possible for nodes (or nore specifically, the ASAs
that are depl oyed on those nodes) in the network to autonomcally
set up neasurenent sessions w thout having to rely on a centra
managenent system or controller to performconfiguration
operations associated with configuring nmeasurenent probes and
responders.

o It facilitates the exchange of data between different nodes to
share neasurenent results so that each node can refine its
measur enent strategy based not just on its own observations, but
al so on observations fromits peers.

o It allows nodes to coordinate their neasurenents to obtain the
best possible test coverage and avoid neasurenents that have a
very low |ikelihood of detecting service-level violations.

The provisioning of the P2P overlay should be transparent for the
network administrator. An Autononic Control Plane such as defined in
[ ACP] provides an ideal candidate for the P2P overlay to run on

An autononmic solution for the distributed detection of SLA violations
provi des several benefits. First, it provides efficiency; this

sol ution should optinize the resource consunption and avoi d resource

starvation on the network devices. A device that is "self-aware" of
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its avail able resources will be able to adjust neasurenent activities
rapi dly as needed, without requiring a separate control |oop

i nvol ving resource nonitoring by an external system Second, placing
| ogi ¢ about where to conduct neasurenents into the node enables rapid
control |oops that allow devices to react instantly to observations
and adjust their neasurenent strategy. For exanple, a device could
decide to adjust the anpbunt of synthetic test traffic being sent
during the nmeasurenent itself depending on results observed so far on
this and ot her concurrent neasurenent sessions. As a result, the
solution could decrease the tine necessary to detect SLA violations.
Adaptivity features of an autonom c |oop could capture the network
dynanics faster than a hunman adninistrator or even a centra
controller. Finally, the solution could help to reduce the workl oad
of human adnini strators

In practice, these factors conbine to maxim ze the |likelihood of SLA
viol ati ons being detected while operating within a given resource
budget, allowi ng a continuous neasurenent strategy that takes into
account past neasurenent results to be conducted, observations of

ot her neasures such as link utilization or flow data, neasurenent
results shared between network devices, and future neasurenent
activities coordi nated anong nodes. Conbined, this can result in

ef fici ent measurenent decisions that achieve a gol den bal ance between
of fering broad network coverage and honing in on service-1level "hot
spots".

6. Intended User Experience

The autonomi c sol ution should not require any human intervention in
the distributed detection of SLA violations. By virtue of the

sol uti on bei ng autononic, hunman users will not have to plan which
nmeasurenents to conduct in a network, which is often a very | abor-

i ntensive task that requires detailed analysis of traffic matrices
and network topol ogies and is not prone to easy dynam c adj ustment.
Li kewi se, they will not have to configure neasurenent probes and
responders.

There are some ways in which a human admi nistrator may still interact
with the solution. First, the human administrator will, of course,
be notified and obtain reports about service-level violations that
are observed. Second, a human administrator may set policies
regardi ng how closely to nonitor the network for service-Ileve

viol ati ons and how nany resources to spend. For exanple, an

adm nistrator may set a resource budget that is assigned to network
devi ces for neasurenent operations. Wth that given budget, the

nunber of SLO violations that are detected will be nmaximn zed.
Alternatively, an administrator nay set a target for the percentage
of SLO violations that nust be detected, i.e., a target for the ratio
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bet ween t he nunmber of detected SLO violations and the nunber of tota
SLO violations that are actually occurring (sone of which mght go
undetected). |In that case, the solution will aimto nmininze the
resources spent (i.e., the anount of test traffic and nunber of
measur enent sessions) that are required to achieve that target.

7. I nplenentation Considerations

The active neasurenment nodel assumes that a typical infrastructure
will have nultiple network segnments, nultiple Autononbus Systens
(ASes), and a reasonably |arge nunber of routers. It also considers
that multiple SLCs can be in place at a given tine. Since
interoperability in a heterogeneous network is a goal, features found
on different active neasurenent nechanisns (e.g., ONMM, TWAMP, and
Cisco Service Level Assurance Protocol) and device programmability
interfaces (such as Juniper’s Junos APl or Cisco’ s Enbedded Event
Manager) could be used for the inplenmentation. The autononic

sol ution should include and/or reference specific algorithns,
protocols, netrics, and technol ogies for the inplenentation of
distributed detection of SLA violations as a whole.

Finally, it should be noted that there are multiple depl oynent
scenari os, including deploynent scenarios that involve physica

devi ces hosting autonom ¢ functions or virtualized infrastructure
hosting the same. Co-deploynent in conjunction with Virtual Network
Functions (VNFs) is a possibility for further study.

7.1. Device-Based Sel f-Know edge and Deci si ons

Each device has sel f-knowl edge about the local SLA nonitoring. This
could be in the formof historical measurenent data and SLGs.

Besi des that, the devices would have algorithns that coul d decide
whi ch probes should be activated at a given tinme. The choice of
which algorithmis better for a specific situation would be al so

aut onomi c.

7.2. Interaction with Oher Devices

Net wor k devi ces shoul d share information about service-I|eve
nmeasurenent results. This information can speed up the detection of
SLA violations and increase the nunber of detected SLA violations.

For exanple, if one device detects that a renote destination is in
danger of violating an SLO, other devices nmay conduct additiona
nmeasurenents to the same destination or other destinations inits
proximty. For any given network device, the exchange of data nay be
nmore inportant with some devices (for exanple, devices in the sane
net wor k nei ghbor hood or devices that are "correl ated" by sonme ot her
means) than with others. Defining the network devices that exchange
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measurenent data (i.e., nmanagement peers) creates a new topol ogy.

Di fferent approaches could be used to define this topology (e.qg.
correl ated peers [ P2PBNM Nobre-2012]). To bootstrap peer selection
each device should use its known nei ghbors (e.g., FIB and RI B tables)
as initial seeds to identify possible peers. 1t should be noted that
a solution will benefit if topology informati on and network di scovery
functions are provided by the underlying autonomc framework. A
solution will need to be able to discover nmeasurenment peers as well
as measurenent targets, specifically measurenment targets that support
active neasurenent responders and that will be able to respond to
measur enent requests and reflect neasurenent traffic as needed.

8. Conparison with Current Sol utions

There is no standardi zed solution for distributed autonon c detection
of SLA violations. Current solutions are restricted to ad hoc
scripts running on a per-node fashion to automate some adm ni strator
actions. There are sone proposals for passive probe activation
(e.g., DECON [ DECON] and CSAWMP [ CSAMP] ), but these do not focus on
aut onom ¢ features.

9. Rel ated | ETF Work

This section discusses related | ETF work and is provided for
reference. This section is not exhaustive; rather, it provides an
overview of the various initiatives and how they relate to autononic
di stributed detection of SLA violations.

1. LMAP: The Large-Scal e Measurenent of Broadband Performance
Wor ki ng Group standardi zes the LMAP neasurenent system for
perf ormance nmanagenent of broadband access devices. The
aut onom ¢ solution could be relevant to LMAP because it depl oys
nmeasur enent probes and could be used for screening for SLA
viol ations. Besides that, a solution to decrease the workl oad of
human admi nistrators in service providers is probably highly
desi rabl e.

2. IPFIX 1P Flow Information Export (IPFIX) Wrking Goup (now
concluded) ainmed to standardize IP flows (i.e., netflows). [|PFIX
uses neasurenent probes (i.e., netering exporters) to gather flow
data. 1In this context, the autonom c solution for the activation
of active neasurenent probes could possibly be extended to al so
address passive neasurenent probes. Besides that, flow
i nformati on could be used in nmaki ng deci sions regardi ng probe
activation.
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10.

11.

12.

3. ALTO The Application-Layer Traffic Optimzati on Wrking G oup
ains to provide topological information at a higher abstraction
| ayer, which can be based upon network policy, and with
application-rel evant service functions located init. Their work
could be | everaged to define the topol ogy for network devices
t hat exchange neasurenent data.

| ANA Consi derati ons
Thi s docunent has no | ANA acti ons.
Security Considerations

The security of this solution hinges on the security of the network
underlay, i.e., the Autonomic Control Plane. |If the Autononic
Control Plane were to be conpronised, an attacker could underm ne the
ef fecti veness of neasurenent coordi nation by reporting fraudul ent
measurenent results to peers. This would cause nmeasurenent probes to
be deployed in an ineffective manner that woul d i ncrease the
I'ikelihood that violations of SLOs go undet ect ed.

Li kewi se, the security of the solution hinges on the security of the
depl oynent mechani sm for autonom c functions (in this case, the

aut onomi ¢ function that conducts the service-level neasurenents). |If
an attacker were able to hijack an autonom c function, it could try
to exhaust or exceed the resources that should be spent on autonomc
measurenents in order to deplete network resources, including network
bandwi dt h due to hi gher-than-necessary vol umes of synthetic test
traffic generated by neasurenment probes. Again, it could also |ead
to reporting of msleading results; anong other things, this could
result in non-optinal selection of nmeasurenent targets and, in turn
an increase in the likelihood that service-level violations go
undet ect ed.

I nformative References
[ ACP] Eckert, T., Ed., Behringer, M, Ed., and S. Bjarnason, "An
Aut ononi ¢ Control Plane (ACP)", Wrk in Progress,
draft-ietf-ani ma-autonom c-control -pl ane-13, Decenber
2017.
[ CSAMP] Sekar, V., Reiter, M, WIlinger, W, Zhang, H, Konpella,

R, and D. Andersen, "CSAMP. A System for Network-W de
Fl ow Monitoring", NSDI USEN X Synposi um Net wor ked Systens
Desi gn and | npl enentation, April 2008.

Nobre, et al. I nf or mat i onal [ Page 13]



RFC 8316

[ DECON]

AN Use Case Detection of SLA Violations February 2018

di Pietro, A, Huici, F., Costantini, D., and S

Ni ccolini, "DECON: Decentralized Coordination for Large-
Scal e Fl ow Monitoring", |EEE | NFOCOM Wr kshops,

DO 10.1109/1 NFCOWN 2010. 5466642, March 2010.

[ P2PBNM Nobr e- 2012]

[ RFCA148]

[ RFC4656]

[ RFC5357]

[ RFC5474]

[ RFC6248]

[ RFC6812]

[ RFC7011]

Nobre, et al.

Nobre, J., Ganville, L., demm A, and A Gonzal ez
Prieto, "Decentralized Detection of SLA Violations Using
P2P Technol ogy, 8th International Conference Network and
Servi ce Managenent (CNSM*", 8th International Conference
on Network and Servi ce Managenment (CNSM, 2012,
<http://ieeexplore.ieee.org/xpls/

abs_al | .j sp?ar number =6379997>.

Stephan, E., "IP Performance Metrics (I PPM Metrics
Regi stry", BCP 108, RFC 4148, DA 10.17487/ RFC4148, August
2005, <https://ww.rfc-editor.org/info/rfc4l48>.

Shal unov, S., Teitel baum B., Karp, A, Boote, J., and M
Zekauskas, "A One-way Active Measurenent Protocol

(ONMVP) ", RFC 4656, DO 10.17487/ RFC4656, Septenber 2006,
<https://wwv. rfc-editor.org/info/rfc4656>.

Hedayat, K., Krzanowski, R, Mrton, A, Yum K., and J.
Babi arz, "A Two-Way Active Measurenent Protocol (TWAWP)",
RFC 5357, DO 10.17487/ RFC5357, Cctober 2008,
<https://ww. rfc-editor.org/info/rfc5357>.

Duffield, N., Ed., Chiou, D, Caise, B., Geenberg, A,
Grossglauser, M, and J. Rexford, "A Franmework for Packet
Sel ection and Reporting", RFC 5474, DO 10.17487/ RFC5474,
March 2009, <https://wwv.rfc-editor.org/info/rfc5474>,

Morton, A, "RFC 4148 and the | P Performance Metrics
(I PPM) Registry of Metrics Are Obsol ete”, RFC 6248,
DO 10.17487/ RFC6248, April 2011,
<https://ww.rfc-editor.org/info/rfc6248>.

Chiba, M, demm A, Mdley, S., Salowey, J., Thonbare,
S., and E. Yedavalli, "Cisco Service-Level Assurance
Protocol", RFC 6812, DO 10.17487/ RFC6812, January 2013,
<https://ww.rfc-editor.org/info/rfc6812>.

Claise, B., BEd., Trammell, B., Ed., and P. Aitken,
"Specification of the IP Flow Information Export (IPFIX)
Protocol for the Exchange of Flow Information", STD 77,
RFC 7011, DA 10.17487/ RFC7011, Septenber 2013,
<https://ww.rfc-editor.org/info/rfc7011>.

I nf or mat i onal [ Page 14]



RFC 8316

[ RFC7297]

[ RFC7575]

[ RFC8250]

Nobr e,

et al.

AN Use Case Detection of SLA Violations February 2018

Boucadair, M, Jacquenet, C, and N. Wang, "IP
Connectivity Provisioning Profile (CPP)", RFC 7297,
DA 10.17487/ RFC7297, July 2014,

<https://wwv. rfc-editor.org/info/rfc7297>.

Behringer, M, Pritikin, M, Bjarnason, S., Uemm A,
Carpenter, B., Jiang, S., and L. Ci avaglia, "Autononic
Net wor ki ng: Definitions and Design Goals", RFC 7575,
DA 10.17487/ RFC7575, June 2015,

<https://wwv. rfc-editor.org/info/rfc7575>.

El kins, N., Hanmlton, R, and M Ackermann, "I|Pv6

Per formance and Di agnostic Metrics (PDVM Destination
Option", RFC 8250, DO 10.17487/ RFC8250, Septenber 2017,
<https://ww. rfc-editor.org/info/rfc8250>.

I nf or mat i onal [ Page 15]



RFC 8316 AN Use Case Detection of SLA Violations February 2018

Acknowl edgenent s

W wi sh to acknow edge the hel pful contributions, coments, and
suggestions that were received from Mohamed Boucadair, Brian
Carpenter, Hanlin Fang, Bruno Kl auser, Diego Lopez, Vincent Roca, and
Eric Voit. |In addition, we thank Di ego Lopez, Vincent Roca, and
Brian Carpenter for their detailed reviews.

Aut hors’ Addr esses

Jef erson Canpos Nobre

University of Vale do Ri o dos Sinos
Porto Al egre

Brazil

Emai | : j cnobre@ni si nos. br

Li sandro Zanbenedetti Granvile

Federal University of Rio Gande do Sul
Porto Al egre

Brazi |

Email: granville@nf.ufrgs. br

Al exander C emm

Huawei USA - Futurewei Technol ogies Inc.

Santa Clara, California

United States of Anerica

Emai | : | udwi g@l enm org, al exander. cl emm@uawei.com
Al berto Gonzal ez Prieto

VMhaar e

Palo Alto, California

United States of Anerica

Emai | : agonzal ezpri @ nwar e. com

Nobre, et al. I nf or mat i onal [ Page 16]



