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Abst ract

Thi s docunent specifies how Ethernet VPN (EVPN) can be used as a
Network Virtualization Overlay (NVO solution and explores the
various tunnel encapsul ation options over IP and their inpact on the
EVPN control plane and procedures. |In particular, the foll ow ng
encapsul ati on options are anal yzed: Virtual Extensible LAN (VXLAN),
Networ k Virtualization using Generic Routing Encapsul ati on (NVGRE),
and MPLS over GRE. This specification is also applicable to Generic
Network Virtualization Encapsul ati on (GENEVE); however, some
increnental work is required, which will be covered in a separate
docunent. This docunent al so specifies new nultihoning procedures
for split-horizon filtering and mass withdrawal. It also specifies
EVPN rout e constructions for VXLAN NVGRE encapsul ati ons and

Aut ononpbus System Border Router (ASBR) procedures for rmultihom ng of
Network Virtualization Edge (NVE) devi ces.

Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
https://ww.rfc-editor.org/info/rfc8365.
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1.

I ntroduction

Thi s docunent specifies how Ethernet VPN (EVPN) [ RFC7432] can be used
as a Network Virtualization Overlay (NVO solution and explores the
vari ous tunnel encapsul ation options over IP and their inpact on the
EVPN control plane and procedures. |In particular, the foll ow ng
encapsul ati on options are anal yzed: Virtual Extensible LAN (VXLAN)

[ RFC7348], Network Virtualization using CGeneric Routing Encapsul ation
(NVGRE) [RFC7637], and MPLS over Generic Routing Encapsul ation (GRE)
[ RFC4023]. This specification is also applicable to Generic Network
Virtualization Encapsul ati on (GENEVE) [ GENEVE]; however, some
increnental work is required, which will be covered in a separate
docunent [ EVPN-GENEVE]. This docunent al so specifies new nultihoni ng
procedures for split-horizon filtering and mass withdrawal. [t also
specifies EVPN route constructions for VXLAN NVGRE encapsul ati ons and
Aut ononpbus System Border Router (ASBR) procedures for rmultihom ng of
Network Virtualization Edge (NVE) devi ces.

In the context of this document, an NVOis a solution to address the
requi renents of a multi-tenant data center, especially one with
virtualized hosts, e.g., Virtual Machines (VMs) or virtual workl oads.
The key requirenments of such a solution, as described in [RFC7364],
are the foll ow ng:

- Isolation of network traffic per tenant

- Support for a large nunber of tenants (tens or hundreds of
t housands)

- Extension of Layer 2 (L2) connectivity anong different VMs
bel onging to a given tenant segnent (subnet) across different
Points of Delivery (PoDs) within a data center or between
different data centers

- Alowing a given VMto nove between different physical points of
attachnent within a given L2 segnent

The underlay network for NVO solutions is assuned to provide IP
connectivity between NVO endpoints.
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Thi s docunent describes how EVPN can be used as an NVO sol ution and
expl ores applicability of EVPN functions and procedures. In
particular, it describes the various tunnel encapsul ation options for
EVPN over IP and their inpact on the EVPN control plane as well as
procedures for two nmain scenarios:

(a) single-homing NVEs - when an NVE resides in the hypervisor, and

(b) rmultihoming NVEs - when an NVE resides in a Top-of-Rack (ToR)
devi ce.

The possi bl e encapsul ation options for EVPN overlays that are
anal yzed in this docunent are:

- VXLAN and NVGRE
- MPLS over CRE
Before getting into the description of the different encapsul ation
options for EVPN over IP, it is inportant to highlight the EVPN
solution’s main features, how those features are currently supported,
and any inpact that the encapsul ation has on those features.

2. Requirenents Notation and Conventions
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMMENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB8174] when, and only when, they appear in al
capitals, as shown here

3. Term nol ogy

Most of the term nology used in this docunments cones from [ RFC7432]
and [ RFC7365].

VXLAN:  Virtual Extensible LAN

GRE: Ceneric Routing Encapsul ation

NVGRE: Network Virtualization using Generic Routing Encapsul ation
GENEVE: GCeneric Network Virtualization Encapsul ation

PoD: Point of Delivery

NV: Network Virtualization
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NVO.  Network Virtualization Overlay

NVE: Network Virtualization Edge

VNI :  VXLAN Network Identifier

VSID: Virtual Subnet ldentifier (for NVGRE)
|-SID: Service Instance ldentifier

EVPN.  Et hernet VPN

EVI: EVPN Instance. An EVPN i nstance spanning the Provi der Edge
(PE) devices participating in that EVPN

MAC-VRF: A Virtual Routing and Forwarding table for Media Access
Control (MAC) addresses on a PE

IP-VRF: A Virtual Routing and Forwarding table for Internet Protoco
(1 P) addresses on a PE

ES: Ethernet Segnent. When a custonmer site (device or network) is
connected to one or nore PEs via a set of Ethernet |inks, then
that set of links is referred to as an ' Ethernet segnent’.

Et hernet Segnent ldentifier (ESI): A unique non-zero identifier that
identifies an Ethernet segnent is called an ' Ethernet Segnent
Identifier’.

Et hernet Tag: An Ethernet tag identifies a particul ar broadcast
domain, e.g., a VLAN. An EVPN i nstance consists of one or nore
br oadcast domai ns.

PE: Provi der Edge

Si ngl e- Acti ve Redundancy Mobde: When only a single PE, anong all the
PEs attached to an ES, is allowed to forward traffic to/fromthat
ES for a given VLAN, then the Ethernet segment is defined to be
operating in Single-Active redundancy node.

Al'l - Active Redundancy Mode: When all PEs attached to an Ethernet
segnment are allowed to forward known unicast traffic to/fromthat
ES for a given VLAN, then the ES is defined to be operating in
Al'l - Active redundancy node.

PIMSM Protocol Independent Milticast - Sparse-Mde
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PIMSSM Protocol |ndependent Milticast - Source-Specific Milticast
BIDR-PIM Bidirectional PIM
4. EVPN Features

EVPN [ RFC7432] was originally designed to support the requirenments
detailed in [ RFC7209] and therefore has the following attributes
which directly address control -plane scaling and ease of depl oynent
i ssues.

1. Control -plane information is distributed with BGP and broadcast
and nulticast traffic is sent using a shared nmulticast tree or
with ingress replication.

2. Control -plane learning is used for MAC (and | P) addresses
i nstead of data-plane learning. The latter requires the
floodi ng of unknown uni cast and Address Resol uti on Protoco
(ARP) frames; whereas, the former does not require any flooding.

3. Route Reflector (RR) is used to reduce a full mesh of BGP
sessions anmong PE devices to a single BGP session between a PE
and the RR Furthernore, RR hierarchy can be | everaged to scale
the number of BGP routes on the RR

4, Aut o- di scovery via BGP is used to discover PE devices
participating in a given VPN, PE devices participating in a
gi ven redundancy group, tunnel encapsul ation types, multicast
tunnel types, nulticast nenbers, etc.

5. All-Active multihoming is used. This allows a given Custoner
Edge (CE) device to have multiple links to multiple PEs, and
traffic to/fromthat CE fully utilizes all of these links.

6. When a link between a CE and a PE fails, the PEs for that EVI
are notified of the failure via the withdrawal of a single EVPN
route. This allows those PEs to renove the withdrawing PE as a
next hop for every MAC address associated with the failed |ink
This is terned "nmass withdrawal "

7. BGP route filtering and constrained route distribution are

| everaged to ensure that the control-plane traffic for a given
EVI is only distributed to the PEs in that EVI
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5.

5.

8. When an | EEE 802. 1Q [ I EEE. 802. 1Q interface is used between a CE
and a PE, each of the VLAN IDs (VIDs) on that interface can be
mapped onto a bridge table (for up to 4094 such bridge tables).
Al'l these bridge tables nay be mapped onto a single MAC VRF (in
case of VLAN-aware bundl e service).

9. VM Mobi lity mechani sns ensure that all PEs in a given EVI know
the ES with which a given VM as identified by its MAC and |IP
addresses, is currently associ at ed.

10. RTs are used to allow the operator (or custoner) to define a
spectrum of | ogical network topol ogies including nmesh, hub and
spoke, and extranets (e.g., a VPN whose sites are owned by
different enterprises), without the need for proprietary
software or the aid of other virtual or physical devices.

Because the design goal for NWVOis mllions of instances per conmon
physical infrastructure, the scaling properties of the control plane
for NVO are extrenely inportant. EVPN and t he extensions descri bed
herein, are designed with this |evel of scalability in mnd

Encapsul ati on Options for EVPN Overl ays
1. VXLAN NVGRE Encapsul ation

Bot h VXLAN and NVGRE are exanpl es of technol ogies that provide a data
pl ane encapsul ati on which is used to transport a packet over the
common physical |IP infrastructure between Network Virtualization
Edges (NVEs) - e.g., VXLAN Tunnel End Points (VTEPsS) in VXLAN
network. Both of these technol ogies include the identifier of the
specific NVO instance, VNI in VXLAN and VSID in NVGRE, in each
packet. In the renainder of this document we use VNI as the
representation for NVO instance with the understanding that VSID can
equal ly be used if the encapsulation is NVGRE unless it is stated

ot herw se.

Note that a PE is equivalent to an NVE/ VTEP

VXLAN encapsul ation is based on UDP, with an 8-byte header foll ow ng
the UDP header. VXLAN provides a 24-bit VN, which typically

provi des a one-to-one mapping to the tenant VID, as described in
[RFC7348]. In this scenario, the ingress VTEP does not include an

i nner VLAN tag on the encapsul ated frane, and the egress VTEP

di scards the frames with an inner VLAN tag. This node of operation
in [RFC7348] maps to VLAN Based Service in [RFC7432], where a tenant
VI D gets mapped to an EVI.
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VXLAN al so provides an option of including an inner VLAN tag in the
encapsul ated frame, if explicitly configured at the VIEP. This node
of operation can map to VLAN Bundl e Service in [ RFC7432] because al
the tenant’s tagged frames nmap to a single bridge table / MAC VRF,
and the inner VLAN tag is not used for |ookup by the disposition PE
when perform ng VXLAN decapsul ati on as described in Section 6 of

[ RFC7348] .

[ RFC7637] encapsul ation is based on GRE encapsul ation, and it
mandat es the inclusion of the optional GRE Key field, which carries
the VSID. There is a one-to-one mapping between the VSID and the
tenant VID, as described in [RFC7637]. The inclusion of an inner
VLAN tag is prohibited. This node of operation in [RFC7637] naps to
VLAN Based Service in [RFC7432].

As described in the next section, there is no change to the encodi ng
of EVPN routes to support VXLAN or NVGRE encapsul ation, except for
the use of the BGP Encapsul ati on Extended Community to indicate the
encapsul ati on type (e.g., VXLAN or NVGRE). However, there is
potential inpact to the EVPN procedures depending on where the NVE is
| ocated (i.e., in hypervisor or ToR) and whet her nultihom ng
capabilities are required.

5.1.1. Virtual ldentifiers Scope

Al t hough VNI's are defined as 24-bit globally unique values, there are
scenarios in which it is desirable to use a locally significant val ue
for the VNI, especially in the context of a data-center interconnect.

5.1.1.1. Data-Center Interconnect with Gateway

In the case where NVEs in different data centers need to be

i nterconnected, and the NVEs need to use VNI's as gl obally uni que
identifiers within a data center, then a Gateway (GN needs to be
enpl oyed at the edge of the data-center network (DCN). This is
because the Gateway will provide the functionality of translating the
VNI when crossing network boundaries, which may align with operator
span-of -control boundaries. As an exanple, consider the network of
Figure 1. Assunme there are three network operators: one for each of
the DCl, DC2, and WAN networks. The Gateways at the edge of the data
centers are responsible for translating the VNIs between the val ues
used in each of the DCNs and the values used in the WAN
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R +
| |
S + | WAN | S - +
+----+ +---+  H----+ -4+ H---+ | +--- -+
| NVEL| - - | | | [ VWAN | | WAN || | | - - NVE3|
+----+ |IP | GW | - - | Edge] | Edge|--|GW ]| IP | +---+
+----+ |Fabric +---+ +----+ +----+ +---+ Fabric | +----+
| NVE2| - - | | | | | | - - | NVE4|
I T I + Fomm e + Fomm e e - +  4----+
| <------ DC1 ------ > <------ DC2 ------ >

Figure 1: Data-Center |nterconnect wth Gateway

5.1.1.2. Data-Center Interconnect w thout Gateway

In the case where NVEs in different data centers need to be

i nterconnected, and the NVEs need to use locally assigned VNIs (e.qg.
simlar to MPLS | abels), there nmay be no need to enpl oy Gateways at
the edge of the DCN. Myre specifically, the VNI value that is used
by the transnmitting NVE is allocated by the NVE that is receiving the
traffic (in other words, this is sinmlar to a "downstream assi gned"
MPLS | abel). This allows the VNI space to be decoupl ed between
different DCNs without the need for a dedicated Gateway at the edge
of the data centers. This topic is covered in Section 10. 2.

R R +

| |

[ S — + | WAN | [ S — +

+---t+ | | +----+ +---t+ | | +----+
| NVEL| - - | | | ASBR| | ASBR| | | --] NVE3
+----+ |IP Fabric|---]| | | |--|IP Fabric| +----+
+----+ | +----+ +----+ | +----+
| NVE2| - - | | | | | | -- | NVE4|
Rk T IR + oo + R +  H----+
| <------ DC1 ----- > <---- DC2 ------ >

Figure 2: Data-Center |nterconnect with ASBR
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5.1.2. Virtual ldentifiers to EVI Mapping

Just like in [RFC7432], where two options existed for mapping
broadcast domains (represented by VLAN IDs) to an EVI, when the EVPN
control plane is used in conjunction with VXLAN (or NVGRE

encapsul ation), there are also two options for napping broadcast
domai ns represented by VXLAN VNI's (or NVGRE VSIDs) to an EVI

Option 1: A Single Broadcast Domain per EVI

In this option, a single Ethernet broadcast domain (e.g., subnet)
represented by a VNI is nmapped to a unique EVI. This corresponds to
the VLAN Based Service in [ RFC7432], where a tenant-facing interface,
| ogical interface (e.g., represented by a VID), or physical interface
gets mapped to an EVI. As such, a BGP Route Distinguisher (RD and
Route Target (RT) are needed per VNI on every NVE. The advantage of
this nodel is that it allows the BGP RT constraint mechani snms to be
used in order to linmt the propagation and inport of routes to only
the NVEs that are interested in a given VNI. The disadvantage of
this nmodel nay be the provisioning overhead if the RD and RT are not
derived automatically fromthe VN.

In this option, the MAC-VRF table is identified by the RT in the
control plane and by the VNI in the data plane. 1In this option, the
specific MAC-VRF table corresponds to only a single bridge table.

Option 2: Miltiple Broadcast Domai ns per EVI

In this option, nultiple subnets, each represented by a uni que VN,
are napped to a single EVI. For exanple, if a tenant has multiple
segnment s/ subnets each represented by a VNI, then all the VNIs for
that tenant are napped to a single EVI; for exanple, the EVI in this
case represents the tenant and not a subnet. This corresponds to the
VLAN- awar e bundl e service in [ RFC7432]. The advantage of this node
is that it doesn't require the provisioning of an RDRT per VN.
However, this is a noot point when conpared to Option 1 where auto-
derivation is used. The disadvantage of this nodel is that routes
woul d be inported by NVEs that nmay not be interested in a given VN .

In this option, the MAC-VRF table is identified by the RT in the
control plane; a specific bridge table for that MAGVRF is identified
by the <RT, Ethernet Tag ID> in the control plane. 1In this option
the VNI in the data plane is sufficient to identify a specific bridge
tabl e.
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5.1.2.1. Auto-Derivation of RT

In order to sinmplify configuration, when the option of a single VN
per EVI is used, the RT used for EVPN can be auto-derived. RD can be
aut o- generated as described in [RFC7432], and RT can be auto-derived
as described next.

Since a Gateway PE as depicted in Figure 1 participates in both the
DCN and WAN BGP sessions, it is inportant that, when RT values are
aut o-derived from VN s, there be no conflict in RT spaces between
DCNs and WANs, assuming that both are operating within the same

Aut ononbus System (AS). Al so, there can be scenarios where both
VXLAN and NVGRE encapsul ati ons may be needed within the sane DCN, and
their corresponding VNIs are adninistered independently, which nmeans
VNI spaces can overlap. |In order to avoid conflict in RT spaces, the
6-byte RT values with 2-octet AS nunber for DCNs can be auto-derived
as foll ow

0 1 2 3
01234567890123456789012345678901

i T o T e e e et o S s S R R SR
| d obal Adm nistrator | Local Admi nistrator

01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| G obal Admi ni strator | Al TYPE|] D-ID | Service ID

The 6-octet RT field consists of two sub-fields:

- dobal Admnistrator sub-field: 2 octets. This sub-field contains
an AS nunber assigned by | ANA <https://ww.iana. org/assi gnments/
as- nunber s/ >.

- Local Administrator sub-field: 4 octets

* A Asingle-bit field indicating if this RT is auto-derived

0: auto-derived
1: manual ly derived
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* Type: A 3-bit field that identifies the space in which the
other 3 bytes are defined. The follow ng spaces are defi ned:

0 : VID (802.1Q VLAN I D)
1 : VXLAN

2 : NVGRE

3: 1-SID

4 : EVI

5 : dual-VID (Q nQ VLAN | D)

* DID A4-bit field that identifies dormain-id. The default
val ue of domain-id is zero, indicating that only a single
nunbering space exist for a given technology. However, if nore
t han one nunber space exists for a given technol ogy (e.g.
over |l appi ng VXLAN spaces), then each of the nunber spaces need
to be identified by its corresponding domain-id starting from
1

* Service ID. This 3-octet field is set to VNI, VSID, |-SID, or
VI D.

It should be noted that RT auto-derivation is applicable for 2-octet
AS nunmbers. For 4-octet AS nunmbers, the RT needs to be manually
configured because 3-octet VNI fields cannot be fit within the
2-octet local administrator field.

.1.3. Constructing EVPN BGP Rout es

In EVPN, an MPLS | abel, for instance, identifying the forwarding
table is distributed by the egress PE via the EVPN control plane and
is placed in the MPLS header of a given packet by the ingress PE
This label is used upon receipt of that packet by the egress PE for
di sposition of that packet. This is very sinilar to the use of the
VNI by the egress NVE, with the difference being that an MPLS | abe
has | ocal significance while a VNI typically has gl obal significance
Accordingly, and specifically to support the option of locally
assigned VNI's, the MPLS Labell field in the MAC/ I P Adverti senent
route, the MPLS label field in the Ethernet A-D per EVI route, and
the MPLS | abel field in the P-Miulticast Service Interface (PMSI)
Tunnel attribute of the Inclusive Milticast Ethernet Tag (I MET) route
are used to carry the VNI. For the bal ance of this meno, the above
MPLS | abel fields will be referred to as the VNI field. The VN
field is used for both local and global VN's; for either case, the
entire 24-bit field is used to encode the VNI val ue.
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For the VLAN- Based Service (a single VNI per MAC- VRF), the Ethernet
Tag field in the MAC/ I P Advertisenent, Ethernet A-D per EVI, and | MET
route MJUST be set to zero just as in the VLAN Based Service in

[ RFC7432] .

For the VLAN-Aware Bundl e Service (nmultiple VNIs per MAC-VRF with
each VNI associated with its own bridge table), the Ethernet Tag
field in the MAC Advertisenent, Ethernet A-D per EVI, and | MET route
MUST identify a bridge table within a MAC-VRF; the set of Ethernet
Tags for that EVI needs to be configured consistently on all PEs
within that EVI. For locally assigned VNI's, the value advertised in
the Ethernet Tag field MJUST be set to a VID just as in the VLAN aware
bundl e service in [RFC7432]. Such setting nust be done consistently
on all PE devices participating in that EVI within a given domain.

For global VNI's, the value advertised in the Ethernet Tag field
SHOULD be set to a VNI as long as it matches the existing semantics
of the Ethernet Tag, i.e., it identifies a bridge table within a

MAC- VRF and the set of VNI's are configured consistently on each PE in
that EVI.

In order to indicate which type of data-plane encapsulation (i.e.
VXLAN, NVGRE, MPLS, or MPLS in GRE) is to be used, the BGP
Encapsul ati on Extended Community defined in [ RFC5512] is included
with all EVPN routes (i.e., MAC Advertisenent, Ethernet A-D per EVI,
Et hernet A-D per ESI, | MET, and Ethernet Segnent) advertised by an
egress PE. Five new val ues have been assigned by | ANA to extend the
list of encapsulation types defined in [RFC5512]; they are listed in
Section 11.

The MPLS encapsul ation tunnel type, listed in Section 11, is needed
in order to distinguish between an advertising node that only
supports non- MPLS encapsul ati ons and one that supports MPLS and

non- MPLS encapsul ations. An advertising node that only supports MPLS
encapsul ati on does not need to advertise any encapsul ati on tunne
types; i.e., if the BGP Encapsul ati on Extended Community is not
present, then either MPLS encapsulation or a statically configured
encapsul ati on i s assuned.

The Next Hop field of the MP_REACH NLRI attribute of the route MJST
be set to the IPv4 or I Pv6 address of the NVE. The remaining fields
in each route are set as per [RFC7432].

Note that the procedure defined here -- to use the MPLS Label field
to carry the VNI in the presence of a Tunnel Encapsul ati on Extended
Community specifying the use of a VNI -- is aligned with the
procedures described in Section 8.2.2.2 of [TUNNEL-ENCAP] ("Wen a
Valid VNI has not been Signaled").

Saj assi, et al. St andards Track [ Page 14]



RFC 8365 Network Virtualization Overlay Sol ution March 2018

5. 2. MPLS over GRE

The EVPN data plane is nodel ed as an EVPN MPLS client layer sitting
over an MPLS PSN tunnel server layer. Sone of the EVPN functions
(split-horizon, Aliasing, and Backup Path) are tied to the MPLS
client layer. |If MPLS over GRE encapsulation is used, then the EVPN
MPLS client layer can be carried over an | P PSN tunnel transparently.
Therefore, there is no inpact to the EVPN procedures and associ at ed
dat a- pl ane operati on.

[ RFC4023] defines the standard for using MPLS over GRE encapsul ation
whi ch can be used for this purpose. However, when MPLS over GRE i s
used in conjunction with EVPN, it is recomended that the GRE key
field be present and be used to provide a 32-bit entropy value only
if the P nodes can perform Equal - Cost Multipath (ECMP) hashi ng based
on the GRE key; otherw se, the GRE header SHOULD NOT include the GRE
key field. The Checksum and Sequence Nunber fields MJST NOT be

i ncluded, and the corresponding C and S bits in the GRE header MJST
be set to zero. A PE capable of supporting this encapsul ati on SHOULD
advertise its EVPN routes along with the Tunnel Encapsul ation

Ext ended Conmunity indicating MPLS over GRE encapsul ation as
described in the previous section.

6. EVPN with Multiple Data-Plane Encapsul ati ons

The use of the BGP Encapsul ati on Extended Community per [RFC5512]

all ows each NVE in a given EVI to know each of the encapsul ations
supported by each of the other NVEs in that EVI. That is, each of
the NVEs in a given EVI may support multiple data-plane

encapsul ations. An ingress NVE can send a frane to an egress NVE
only if the set of encapsulations advertised by the egress NVE forns
a non-enpty intersection with the set of encapsul ati ons supported by
the ingress NVE, it is at the discretion of the ingress NVE which
encapsul ati on to choose fromthis intersection. (As noted in
Section 5.1.3, if the BGP Encapsul ati on extended conmunity is not
present, then the default MPLS encapsulation or a locally configured
encapsul ati on is assuned.)

When a PE advertises nultiple supported encapsul ations, it MJST
adverti se encapsul ati ons that use the sane EVPN procedures including
procedures associated with split-horizon filtering described in
Section 8.3.1. For exanple, VXLAN and NVGRE (or MPLS and MPLS over
GRE) encapsul ati ons use the sane EVPN procedures; thus, a PE can
advertise both of themand can support either of themor both of them
simul taneously. However, a PE MJST NOT advertise VXLAN and MPLS
encapsul ati ons toget her because (a) the MPLS field of EVPN routes is
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set to either an MPLS | abel or a VNI, but not both and (b) sone EVPN
procedures (such as split-horizon filtering) are different for VXLAN
NVGRE and MPLS encapsul ati ons.

An ingress node that uses shared nmulticast trees for sending
broadcast or nulticast frames MAY naintain distinct trees for each
di fferent encapsul ation type.

It is the responsibility of the operator of a given EVI to ensure
that all of the NVEs in that EVI support at |east one conmon

encapsul ation. If this condition is violated, it could result in
service disruption or failure. The use of the BGP Encapsul ation

Ext ended Conmunity provides a nethod to detect when this condition is
viol ated, but the actions to be taken are at the discretion of the
operator and are outside the scope of this docunent.

7. Single-Homng NVEs - NVE Residing in Hypervisor

When an NVE and its hosts/VMs are co-located in the sane physica
device, e.g., when they reside in a server, the |links between them
are virtual and they typically share fate. That is, the subject
hosts/VMs are typically not nultihomed or, if they are multihoned,

the multihoming is a purely local matter to the server hosting the VM
and the NVEs, and it need not be "visible" to any other NVEs residing
on other servers. Thus, it does not require any specific protoco
nmechani sms. The nost conmon case of this is when the NVE resides on
t he hypervi sor.

In the subsections that follow, we will discuss the inpact on EVPN
procedures for the case when the NVE resides on the hypervisor and
the VXLAN (or NVGRE) encapsul ation is used.

7.1. Inpact on EVPN BGP Routes & Attributes for VXLAN NVCRE
Encapsul ati ons

In scenarios where different groups of data centers are under
different administrative domains, and these data centers are
connected via one or nore backbone core providers as described in

[ RFC7365], the RD nust be a uni que value per EVI or per NVE as
described in [RFC7432]. 1In other words, whenever there is nore than
one adm nistrative domain for global VNI, a unique RD nmust be used;
or, whenever the VN value has | ocal significance, a uni que RD nust
be used. Therefore, it is reconmended to use a unique RD as
described in [RFC7432] at all tinmes.
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When the NVEs reside on the hypervisor, the EVPN BGP routes and
attributes associated with nultihonm ng are no |onger required. This
reduces the required routes and attributes to the follow ng subset of
four out of the total of eight listed in Section 7 of [RFC7432]:

- MAC/ I P Advertisement Route

- Inclusive Milticast Ethernet Tag Route
- MAC Mobility Extended Conmunity

- Default Gateway Extended Conmunity

However, as noted in Section 8.6 of [RFC7432], in order to enable a
singl e-homing ingress NVE to take advantage of fast convergence,

Al'i asing, and Backup Path when interacting with nultihonmed egress
NVEs attached to a given ES, the single-honing ingress NVE should be
able to receive and process routes that are Ethernet A-D per ES and
Et hernet A-D per EVI

7.2. Inpact on EVPN Procedures for VXLAN NVGRE Encapsul ati ons

When the NVEs reside on the hypervisors, the EVPN procedures
associated with nmulti hom ng are no longer required. This limts the
procedures on the NVE to the follow ng subset.

1. Local learning of MAC addresses received fromthe VMs per
Section 10.1 of [RFC7432].

2. Advertising locally |l earned MAC addresses in BGP using the MAC/ I P
Adverti senent routes.

3. Performing renote | earning using BGP per Section 9.2 of
[ RFC7432] .

4. Discovering other NVEs and constructing the nulticast tunnels
using the | MET routes.

5. Handling MAC address nobility events per the procedures of
Section 15 in [ RFC7432].

However, as noted in Section 8.6 of [RFC7432], in order to enable a
singl e-hom ng ingress NVE to take advantage of fast convergence,

Al'i asi ng, and Backup Path when interacting with nmultihomed egress
NVEs attached to a given ES, a single-honing ingress NVE should

i npl ement the ingress node processing of routes that are Ethernet A-D
per ES and Ethernet A-D per EVI as defined in Sections 8.2 ("Fast
Convergence") and 8.4 ("Aliasing and Backup Pat h") of [RFC7432].
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8.

8.

8.

8.

Mul ti homing NVEs - NVE Residing in ToR Switch

In this section, we discuss the scenario where the NVEs reside in the
ToR switches AND the servers (where VMs are residing) are nultihomed
to these ToR switches. The multihonm ng NVE operates in All-Active or
Si ngl e- Active redundancy node. |f the servers are single-honed to
the ToR switches, then the scenario becones sinilar to that where the
NVE resides on the hypervisor, as discussed in Section 7, as far as
the required EVPN functionality is concerned.

[ RFC7432] defines a set of BGP routes, attributes, and procedures to
support multihomng. W first describe these functions and
procedures, then discuss which of these are inpacted by the VXLAN (or
NVGRE) encapsul ati on and what nodifications are required. As will be
seen later in this section, the only EVPN procedure that is inpacted
by non- MPLS overl ay encapsul ation (e.g., VXLAN or NVGRE) where it
provi des space for one ID rather than a stack of labels, is that of
split-horizon filtering for multihoned ESs described in

Section 8.3.1.

1. EVPN Miltihom ng Features

In this section, we will recap the multihonmng features of EVPN to

hi ghl i ght the encapsul ati on dependenci es. The section only describes
the features and functions at a high level. For nore details, the
reader is to refer to [ RFC7432].

1.1. Miltihomed ES Auto-Di scovery

EVPN NVEs (or PES) connected to the sane ES (e.g., the sanme server
via Link Aggregation Goup (LAG) can autonmatically discover each

other with minimal to no configuration through the exchange of BGP
routes.

1.2. Fast Convergence and Mass Wt hdrawal

EVPN defines a nechanismto efficiently and quickly signal, to renote
NVEs, the need to update their forwardi ng tabl es upon the occurrence
of a failure in connectivity to an ES (e.g., a link or a port
failure). This is done by having each NVE advertise an Ethernet A-D
route per ES for each locally attached segnment. Upon a failure in
connectivity to the attached segnent, the NVE withdraws the
corresponding Ethernet A-D route. This triggers all NVEs that
receive the withdrawal to update their next-hop adjacencies for al
MAC addresses associated with the ES in question. |f no other NVE
had advertised an Ethernet A-D route for the same segment, then the
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NVE that received the withdrawal sinply invalidates the MAC entries
for that segment. Oherw se, the NVE updates the next-hop adjacency
list accordingly.

8.1.3. Split-Horizon

If a server is nultihoned to two or nore NVEs (represented by an ES
ES1) and operating in an All-Active redundancy node, sends a BUM
(i.e., Broadcast, Unknown unicast, or Milticast) packet to one of
these NVEs, then it is inportant to ensure the packet is not |ooped
back to the server via another NVE connected to this server. The
filtering mechanismon the NVE to prevent such | oop and packet
duplication is called "split-horizon filtering"

8.1.4. Aiasing and Backup Path

In the case where a station is nultihonmed to nmultiple NVEs, it is
possible that only a single NVE |l earns a set of the MAC addresses
associated with traffic transmtted by the station. This leads to a
situation where renote NVES receive MAC Advertisement routes, for

t hese addresses, froma single NVE even though nultiple NVEs are
connected to the nultihomed station. As a result, the renote NVEs
are not able to effectively | oad-bal ance traffic anong the NVEs
connected to the nultihomed ES. For exanple, this could be the case
when the NVEs perform data-path |earning on the access and the | oad-
bal anci ng function on the station hashes traffic froma given source
MAC address to a single NVE. Another scenario where this occurs is
when the NVEs rely on control-plane | earning on the access (e.qg.
using ARP), since ARP traffic will be hashed to a single Iink in the
LAG

To alleviate this issue, EVPN introduces the concept of "Aliasing"
This refers to the ability of an NVE to signal that it has
reachability to a given locally attached ES, even when it has | earned
no MAC addresses fromthat segnent. The Ethernet A-D route per EVI
is used to that end. Renbte NVEs that receive MAC Adverti senent
routes with non-zero ESIs should consider the MAC address as
reachable via all NVEs that advertise reachability to the rel evant
Segment using Ethernet A-D routes with the sane ESI and with the
Singl e-Active flag reset.

Backup Path is a closely related function, albeit one that applies to

the case where the redundancy node is Single-Active. In this case,
the NVE signals that it has reachability to a given locally attached
ES using the Ethernet A-D route as well. Renpte NVEs that receive

the MAC Advertisenment routes, with non-zero ESI, should consider the
MAC address as reachable via the advertising NVE. Furthernore, the
renote NVEs should install a Backup Path, for said MAC, to the NVE
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that had advertised reachability to the rel evant segment using an
Et hernet A-D route with the same ESI and with the Single-Active flag
set.

8.1.5. DF El ection

If a host is nultihonmed to two or nore NVES on an ES operating in
Al'l - Active redundancy node, then, for a given EVI, only one of these
NVEs, termed the "Designated Forwarder" (DF) is responsible for
sending it broadcast, nulticast, and, if configured for that EV
unknown uni cast franes.

This is required in order to prevent duplicate delivery of multi-
destination frames to a multi homed host or VM in case of All-Active
r edundancy.

In NVEs where franmes tagged as | EEE 802. 1Q [ | EEE. 802. 1) are received
fromhosts, the DF el ection should be perforned based on host VIDs
per Section 8.5 of [RFC7432]. Furthernore, nultihom ng PEs of a

gi ven ES MAY perform DF el ection using configured IDs such as VNI,
EVI, nornalized VIDs, and etc., as along the IDs are configured

consi stently across the nultihom ng PEs.

In GA where VXLAN-encapsul ated franmes are received, the DF el ection
is performed on VNIs. Again, it is assuned that, for a given

Et hernet segnment, VNI's are unique and consistent (e.g., no duplicate
VNI's exist).

8.2. Inpact on EVPN BGP Routes and Attri butes

Since nultihonming is supported in this scenario, the entire set of
BGP routes and attributes defined in [RFC7432] is used. The setting
of the Ethernet Tag field in the MAC Advertisenent, Ethernet A-D per
EVI, and I MET) routes follows that of Section 5.1.3. Furthernore,
the setting of the VNI field in the MAC Adverti senent and Ethernet
A-D per EVI routes follows that of Section 5.1.3.

8.3. Inpact on EVPN Procedures

Two cases need to be exam ned here, depending on whether the NVEs are
operating in Single-Active or in Al-Active redundancy node.

First, let’s consider the case of Single-Active redundancy node,
where the hosts are nmultihoned to a set of NVEs; however, only a
single NVE is active at a given point of time for a given VNI. In
this case, the Aliasing is not required, and the split-horizon
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filtering may not be required, but other functions such as nultihoned
ES aut o-di scovery, fast convergence and nmass wi t hdrawal, Backup Pat h,
and DF el ection are required.

Second, let’s consider the case of All-Active redundancy node. In
this case, out of all the EVPN nultihomng features listed in

Section 8.1, the use of the VXLAN or NVGRE encapsul ation inpacts the
split-horizon and Aliasing features, since those two rely on the MPLS
client layer. dven that this MPLS client layer is absent with these
types of encapsul ations, alternative procedures and mechani sns are
needed to provide the required functions. Those are discussed in
detai|l next.

8.3.1. Split Horizon

In EVPN, an MPLS | abel is used for split-horizon filtering to support
Al'l -Active nultihom ng where an ingress NVE adds a | abe

corresponding to the site of origin (aka an ESI |abel) when
encapsul ati ng the packet. The egress NVE checks the ESI |abel when
attenpting to forward a nmulti-destination frame out an interface, and
if the | abel corresponds to the sanme site identifier (ESI) associated
with that interface, the packet gets dropped. This prevents the
occurrence of forwarding | oops.

Since VXLAN and NVGRE encapsul ations do not include the ESI | abel
ot her neans of performing the split-horizon filtering function nust
be devised for these encapsul ations. The follow ng approach is
recommended for split-horizon filtering when VXLAN (or NVGRE)
encapsul ati on i s used.

Every NVE tracks the I P address(es) associated with the other NVE(Ss)
with which it has shared nulti homed ESs. Wen the NVE receives a
mul ti-destination frame fromthe overlay network, it exam nes the
source | P address in the tunnel header (which corresponds to the
ingress NVE) and filters out the frane on all local interfaces
connected to ESs that are shared with the ingress NVE.. Wth this
approach, it is required that the ingress NVE performreplication
locally to all directly attached Ethernet segnents (regardl ess of the
DF el ection state) for all flooded traffic ingress fromthe access
interfaces (i.e., fromthe hosts). This approach is referred to as
"Local Bias", and has the advantage that only a single |IP address
need be used per NVE for split-horizon filtering, as opposed to
requiring an | P address per Ethernet segnent per NVE

In order to allow proper operation of split-horizon filtering anong

the sane group of multihom ng PE devices, a mx of PE devices with
MPLS over GRE encapsul ations running the procedures from [ RFC7432]
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for split-horizon filtering on the one hand and VXLAN NVGRE
encapsul ati on runni ng | ocal -bi as procedures on the other on a given
Et her net segnent MUST NOT be confi gured.

8.3.2. Aliasing and Backup Path

The Aliasing and the Backup Path procedures for VXLAN NVGRE

encapsul ation are very sinilar to the ones for MPLS. 1In the case of
MPLS, Ethernet A-D route per EVI is used for Aliasing when the
correspondi ng ES operates in All-Active nultihom ng, and the sane
route is used for Backup Path when the corresponding ES operates in
Single-Active multihoming. 1In the case of VXLAN NVGRE, the sane
route is used for the Aliasing and the Backup Path with the
difference that the Ethernet Tag and VNI fields in Ethernet A-D per
EVI route are set as described in Section 5.1.3.

8.3.3. Unknown Unicast Traffic Designation

In EVPN, when an ingress PE uses ingress replication to flood unknown
unicast traffic to egress PEs, the ingress PE uses a different EVPN
MPLS | abel (fromthe one used for known unicast traffic) to identify
such BUMtraffic. The egress PEs use this label to identify such BUM
traffic and, thus, apply DF filtering for All-Active nultihoned
sites. |In absence of an unknown unicast traffic designation and in
the presence of enabling unknown unicast flooding, there can be
transient duplicate traffic to All-Active nultihoned sites under the
followi ng condition: the host MAC address is |earned by the egress
PE(s) and advertised to the ingress PE, however, the MAC
Advertisenment has not been received or processed by the ingress PE,
resulting in the host MAC address being unknown on the ingress PE but
known on the egress PE(s). Therefore, when a packet destined to that
host MAC address arrives on the ingress PE, it floods it via ingress
replication to all the egress PE(s), and since they are known to the
egress PE(s), nultiple copies are sent to the Al-Active multihoned
site. It should be noted that such transient packet duplication only
happens when a) the destination host is nultihonmed via All-Active
redundancy node, b) floodi ng of unknown unicast is enabled in the
network, c) ingress replication is used, and d) traffic for the
destination host is arrived on the ingress PE before it learns the
host MAC address via BGP EVPN advertisenent. |If it is desired to
avoi d occurrence of such transient packet duplication (however | ow
probability that may be), then VXLAN-GPE encapsul ati on needs to be
used between these PEs and the ingress PE needs to set the BUM
Traffic Bit (B bit) [VXLANNGPE] to indicate that this is an ingress-
replicated BUM traffic.
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9.

Support for Muilticast

The EVPN I MET route is used to discover the multicast tunnels anong
t he endpoints associated with a given EVI (e.g., given VNI) for VLAN
Based Service and a given <EVI, VLAN> for VLAN Aware Bundl e Servi ce.
Al fields of this route are set as described in Section 5.1.3. The
originating router’s | P address field is set to the NVE' s |P address.
This route is tagged with the PMSI Tunnel attribute, which is used to
encode the type of multicast tunnel to be used as well as the

mul ticast tunnel identifier. The tunnel encapsulation is encoded by
addi ng t he BGP Encapsul ati on Extended Community as per Section 5.1.1.
For exanple, the PMBI Tunnel attribute may indicate the nulticast
tunnel is of type Protocol Independent Milticast - Sparse-Mde (Pl M
SM; whereas, the BGP Encapsul ati on Extended Community nay indicate
the encapsul ation for that tunnel is of type VXLAN. The follow ng
tunnel types as defined in [RFC6514] can be used in the PMSI Tunnel
attribute for VXLAN NVGRE:

- PIM SSM Tree

- PIMSM Tree

- BIDR-PIM Tree

- Ingress Replication

+ + + +
o0 b w

In case of VXLAN and NVGRE encapsul ations with locally assigned VN s,
just as in [RFC7432], each PE MJUST advertise an | MET route to other
PEs in an EVPN instance for the nmulticast tunnel type that it uses
(i.e., ingress replication, PIMSM PIMSSM or BID R Pl Mtunnel).
However, for globally assigned VNI's, each PE MJUST advertise an | MET
route to other PEs in an EVPN instance for ingress replication or a
Pl M SSM t unnel , and they MAY advertise an IMET route for a PIM SM or
BIDDR-PIMtunnel. |In case of a PIMSMor BID R PIMtunnel, no
information in the I MET route is needed by the PE to set up these
tunnel s.

In the scenario where the nulticast tunnel is a tree, both the
Inclusive as well as the Aggregate Inclusive variants may be used.

In the former case, a nulticast tree is dedicated to a VNI. \hereas,
inthe latter, a nmulticast tree is shared anong multiple VNIs. For
VNI - Based Service, the Aggregate Inclusive node is acconplished by
havi ng the NVEs advertise multiple IMET routes with different RTs
(one per VNI) but with the same tunnel identifier encoded in the PMSI
Tunnel attribute. For VN -Aware Bundl e Service, the Aggregate

I nclusi ve node is acconplished by having the NVEs advertise nultiple
| MET routes with different VNIs encoded in the Ethernet Tag field,
but with the sane tunnel identifier encoded in the PVSI Tunnel
attribute.
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10.

10.

10.

Dat a- Cent er | nterconnections (DCls)

For DCls, the following two main scenarios are consi dered when
connecting data centers running evpn-overlay (as described here) over
an MPLS/ I P core network:

- Scenario 1: DC using G\
- Scenario 2: DCl using ASBRs

The followi ng two subsections describe the operations for each of
t hese scenari os.

1. DO Using G

This is the typical scenario for interconnecting data centers over
WAN. In this scenario, EVPN routes are term nated and processed in
each GWand MAC/ I P route are always re-advertised fromDC to WAN but
fromWAN to DC, they are not re-advertised if unknown MAC addresses
(and default |IP address) are utilized in the NVEs. 1In this scenario,
each GWmaintains a MAC-VRF (and/or |P-VRF) for each EVI. The main
advant age of this approach is that NVEsS do not need to maintain MAC
and | P addresses fromany renote data centers when default IP routes
and unknown MAC routes are used; that is, they only need to nmaintain
routes that are local to their own DC. Wen default |IP routes and
unknown MAC routes are used, any unknown |P and MAC packets from NVEs
are forwarded to the GM where all the VPN MAC and IP routes are

mai nt ai ned. This approach reduces the size of MAC- VRF and | P-VRF
significantly at NVEs. Furthernore, it results in a faster
convergence tinme upon a link or NVE failure in a nultihoned network
or devi ce redundancy scenari o, because the failure-related BGP routes
(such as mass withdrawal nessage) do not need to get propagated all
the way to the renpte NVEs in the renote DCs. This approach is
described in detail in Section 3.4 of [DCl-EVPN OVERLAY].

2. DCl Using ASBRs

Thi s approach can be considered as the opposite of the first
approach. It favors sinplification at DCl devices over NVES such
that larger MAC-VRF (and | P-VRF) tables need to be mmintai ned on
NVEs; whereas DCl devices don't need to maintain any MAC (and | P)
forwardi ng tables. Furthernore, DCl devices do not need to terminate
and process routes related to nultihoming but rather to relay these
messages for the establishnment of an end-to-end Label Swtched Path
(LSP). In other words, DCl devices in this approach operate sinlar
to ASBRs for inter-AS Option B (see Section 10 of [RFC4364]). This
requires locally assigned VNIs to be used just |ike downstream
assigned MPLS VPN | abel s where, for all practical purposes, the VNI's
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10.

function like 24-bit VPN | abels. This approach is equally applicable
to data centers (or Carrier Ethernet networks) w th MPLS
encapsul ati on.

In inter-AS Option B, when ASBR receives an EVPN route fromits DC
over internal BGP (iBGP) and re-advertises it to other ASBRs, it
re-advertises the EVPN route by re-witing the BGP next hops to
itself, thus losing the identity of the PE that originated the
advertisenent. This rewite of BGP next hop inpacts the EVPN nmass

wi t hdrawal route (Ethernet A-D per ES) and its procedure adversely.
However, it does not inpact the EVPN Aliasing mechani sm procedure
because when the Aliasing routes (Ethernet A-D per EVI) are
advertised, the receiving PE first resolves a MAC address for a given
EVI into its corresponding <ES, EVI>, and, subsequently, it resolves
the <ES, EVI> into nultiple paths (and their associ ated next hops)
via which the <ES, EVI> is reachable. Since Aliasing and MAC routes
are both advertised on a per-EVI-basis and they use the sane RD and
RT (per EVI), the receiving PE can associate themtogether on a
per-BGP-path basis (e.g., per originating PE). Thus, it can perform
recursive route resolution, e.g., a MACis reachable via an <ES, EVI>
which in turn, is reachable via a set of BGP paths; thus, the MACis
reachabl e via the set of BGP paths. Due to the per-EVI basis, the
associ ation of MAC routes and the corresponding Aliasing route is
fixed and deternmned by the sanme RD and RT; there is no anbiguity
when the BGP next hop for these routes is rewitten as these routes
pass through ASBRs. That is, the receiving PE nmay receive nultiple
Aliasing routes for the same EVI froma single next hop (a single
ASBR), and it can still create multiple paths toward that <ES, EVI>.

However, when the BGP next-hop address corresponding to the
originating PEis rewitten, the association between the nass

wi thdrawal route (Ethernet A-D per ES) and its correspondi ng MAC
routes cannot be nmade based on their RDs and RTs because the RD for
the mass Wthdrawal route is different than the one for the MAC
routes. Therefore, the functionality needed at the ASBRs and the
recei ving PEs depends on whether the Mass Wthdrawal route is
originated and whether there is a need to handle route resolution
ambiguity for this route. The follow ng two subsections describe the
functionality needed by the ASBRs and the receiving PEs depending on
whet her the NVEs reside in a hypervisors or in ToR swi tches.

2.1. ASBR Functionality with Single-Hon ng NVEs

When NVEs reside in hypervisors as described in Section 7.1, there is
no mul ti honming; thus, there is no need for the originating NVE to
send Ethernet A-D per ES or Ethernet A-D per EVI routes. However, as
noted in Section 7, in order to enable a single-homng ingress NVE to
take advantage of fast convergence, Aliasing, and Backup Path when
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interacting with nultihoning egress NVEs attached to a given ES, the
si ngl e-hom ng NVE should be able to receive and process Ethernet A-D
per ES and Ethernet A-D per EVI routes. The handling of these routes
is described in the next section.

2.2. ASBR Functionality with Miltihom ng NVEs

Wien NVEs reside in ToR switches and operate in nultihoning
redundancy node, there is a need, as described in Section 8, for the
originating nmultihoming NVE to send Ethernet A-D per ES route(s)
(used for mass withdrawal) and Ethernet A-D per EVI routes (used for
Aliasing). As described above, the rewite of BGP next hop by ASBRs
creates anbiguities when Ethernet A-D per ES routes are received by
the renote NVE in a different ASBR because the receiving NVE cannot
associate that route with the MAC/ I P routes of that ES advertised by
the sane originating NVE. This anmbiguity inhibits the function of
mass w t hdrawal per ES by the receiving NVE in a different AS

As an exanple, consider a scenario where a CE is multihonmed to PE1l
and PE2, where these PEs are connected via ASBRL and then ASBR2 to
the renote PE3. Furthernore, consider that PEl receives ML from CE1l
but not PE2. Therefore, PEl advertises Ethernet A-D per ESI,

Et hernet A-D per EVI1, and ML; whereas, PE2 only advertises Ethernet
A-D per ES1 and Ethernet A-D per EVI1. ASBR1 receives all these five
adverti senents and passes themto ASBR2 (with itself as the BGP next
hop). ASBR2, in turn, passes themto the renote PE3, with itself as
the BGP next hop. PE3 receives these five routes where all of them
have the same BGP next hop (i.e., ASBR2). Furthernore, the two

Et hernet A-D per ES routes received by PE3 have the sane information,
i.e., same ESI and the sane BGP next hop. Although both of these
routes are nmintai ned by the BGP process in PE3 (because they have
different RDs and, thus, are treated as different BGP routes),
information fromonly one of themis used in the L2 routing table (L2
RI B) .

PE1
/ \
CE ASBR1- - - ASBR2- - - PE3
\ /
PE2

Figure 3: Inter-AS Option B

Now, when the AC between the PE2 and the CE fails and PE2 sends

Net wor k Layer Reachability Information (NLRI) w thdrawal for Ethernet
A-D per ES route, and this w thdrawal gets propagated and received by
the PE3, the BGP process in PE3 renoves the correspondi ng BGP route;
however, it doesn’t renove the associated information (nanely ESI and
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BGP next hop) fromthe L2 routing table (L2 RIB) because it still has
the other Ethernet A-D per ES route (originated fromPE1l) with the
sanme information. That is why the nass wi thdrawal nechani sm does not
wor k when doing DCI with inter-AS Option B. However, as described
previously, the Aliasing function works and so does "nmass w t hdrawal
per EVI" (which is associated with withdrawi ng the EVPN route
associated with Aliasing, i.e., Ethernet A-D per EVI route).

In the above exanple, the PE3 receives two Aliasing routes with the
same BGP next hop (ASBR2) but different RDs. One of the Aliasing
route has the same RD as the advertised MAC route (ML). PE3 follows
the route resolution procedure specified in [RFC7432] upon receiving
the two Aliasing routes; that is, it resolves ML to <ES, EVI1>, and,
subsequently, it resolves <ES, EVI1> to a BGP path list with two

pat hs along with the correspondi ng VNI s/ MPLS | abel s (one associ at ed
with PE1 and the other associated with PE2). It should be noted that
even though both paths are advertised by the same BGP next hop
(ASRB2), the receiving PE3 can handl e them properly. Therefore, M
is reachable via two paths. This creates two end-to-end LSPs, from
PE3 to PE1l and from PE3 to PE2, for ML such that when PE3 wants to
forward traffic destined to ML, it can | oad-bal ance between the two
LSPs. Although route resolution for Aliasing routes with the sane
BGP next hop is not explicitly nentioned in [ RFC7432], this is the
expected operation; thus, it is elaborated here.

Wien the AC between the PE2 and the CE fails and PE2 sends NLRI

wi thdrawal for Ethernet A-D per EVI routes, and these w thdrawal s get
propagat ed and received by the PE3, the PE3 renoves the Aliasing
route and updates the path list; that is, it renmoves the path
corresponding to the PE2. Therefore, all the correspondi ng MAC
routes for that <ES, EVI> that point to that path list will now have
the updated path list with a single path associated with PE1l. This
action can be considered to be the mass w thdrawal at the per-EV

I evel. The mass withdrawal at the per-EVI level has a | onger
convergence tine than the nmass w thdrawal at the per-ES |evel;
however, it is nuch faster than the convergence tine when the

wi thdrawal is done on a per-MAC basis.

If a PE becones detached froma given ES, then, in addition to
withdrawing its previously advertised Ethernet A-D per ES routes, it
MUST al so withdraw its previously advertised Ethernet A-D per EVI
routes for that ES. For a renpte PE that is separated fromthe

wi t hdrawi ng PE by one or nore EVPN inter-AS Option B ASBRs, the

wi t hdrawal of the Ethernet A-D per ES routes is not actionable.
However, a renpote PE is able to correlate a previously advertised

Et hernet A-D per EVI route with any MAC/I P Adverti senent routes al so
advertised by the withdrawing PE for that <ES, EVI, BD>. Hence, when
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it receives the withdrawal of an Ethernet A-D per EVI route, it
SHOULD renove the withdrawing PE as a next hop for all MAC addresses
associated with that <ES, EVI, BD>.

In the previous exanple, when the AC between PE2 and the CE fails,
PE2 will withdraw its Ethernet A-D per ES and per EVI routes. Wen
PE3 receives the withdrawal of an Ethernet A-D per EVI route, it
renoves PE2 as a valid next hop for all MAC addresses associated with
the correspondi ng <ES, EVI, BD>. Therefore, all the MAC next hops
for that <ES, EVI, BD> will now have a single next hop, viz. the LSP
to PEL.

In summary, it can be seen that Aliasing (and Backup Pat h)
functionality should work as is for inter-AS Option B wi thout

requi ring any additional functionality in ASBRs or PEs. However, the
mass w t hdrawal functionality falls back from per-ES node to per-EV
nmode for inter-AS Option B. That is, PEs receiving a mass wi t hdrawal
route fromthe sanme AS take action on Ethernet A-D per ES route;

wher eas, PEs receiving nass withdrawal routes fromdifferent ASes
take action on the Ethernet A-D per EVI route.

Security Considerations

Thi s docunent uses | P-based tunnel technol ogies to support data-plane
transport. Consequently, the security considerations of those tunne
technol ogi es apply. This docunment defines support for VXLAN

[ RFC7348] and NVGRE encapsul ati ons [ RFC7637]. The security

consi derations fromthose RFCs apply to the data-plane aspects of
this docunent.

As with [ RFC5512], any nodification of the infornation that is used
to form encapsul ati on headers, to choose a tunnel type, or to choose
a particular tunnel for a particular payload type may | ead to user
data packets getting msrouted, m sdelivered, and/or dropped.

More broadly, the security considerations for the transport of IP
reachability information using BGP are discussed in [ RFC4271] and

[ RFC4272] and are equally applicable for the extensions described in
this docunent.
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| ANA Consi der ati ons

Thi s docunent registers the following in the "BGP Tunnel
Encapsul ation Attribute Tunnel Types" registry.

VXLAN Encapsul ati on

NVGRE Encapsul ati on

MPLS Encapsul ati on

MPLS in GRE Encapsul ation
VXLAN GPE Encapsul ation
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