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Abst r act

Operations, Administration, and Miintenance (CAM, as per BCP 161,
for data networks is often subject to the problemof circular
dependenci es when relying on connectivity provided by the network to
be managed for the OAM purposes.

Provi si oni ng while bringing up devices and networks tends to be nore
difficult to automate than service provisioning later on. Changes in
core network functions inpacting reachability cannot be automated
because of ongoing connectivity requirenments for the QAM equi pnent
itself, and widely used OAM protocols are not secure enough to be
carried across the network without security concerns.

Thi s docunent describes how to integrate QAM processes with an
aut onomi ¢ control plane in order to provide stable and secure
connectivity for those OAM processes. This connectivity is not
subject to the aforenentioned circul ar dependenci es.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It has been approved for publication by the |nternet

Engi neering Steering Goup (IESG. Not all docunments approved by the
| ESG are candi dates for any level of Internet Standard; see Section 2
of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
https://ww. rfc-editor.org/info/rfc8368.
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1. Introduction
1.1. Self-Dependent OAM Connectivity

Oper ati ons, Adm nistration, and Mintenance (OQAM, as per BCP 161

[ RFC6291], for data networks is often subject to the probl em of
circul ar dependenci es when relying on the connectivity service
provided by the network to be managed. OAM can easily but
unintentionally break the connectivity required for its own
operations. Avoiding these problens can lead to conplexity in QAM
Thi s docunent describes this problemand how to use an autononic
control plane to solve it wthout further OAM conplexity.

The ability to perform OAM on a network device requires first the
execution of OAM necessary to create network connectivity to that

device in all intervening devices. This typically leads to
sequential "expanding ring configuration” froma Network Operations
Center (NOC). It also leads to tight dependenci es between

provisioning tools and security enrollnent of devices. Any process
that wants to enroll nultiple devices along a newy depl oyed network
topol ogy needs to tightly interlock with the provisioning process
that creates connectivity before the enroll ment can nmove on to the
next devi ce.

Li kewi se, when perforning change operations on a network, it is
necessary to understand at any step of that process that there is no
interruption of connectivity that could |l ead to renoval of
connectivity to renote devices. This includes especially change
provi sioning of routing, forwarding, security, and addressing
policies in the network that often occur through nergers and
acquisitions, the introduction of |Pv6, or other nmjor overhauls of
the infrastructure design. Exanples include change of an I GP or
area, change from Provi der Aggregatable (PA) to Provider |ndependent
(Pl') addressing, or systematic topol ogy changes (such as Layer 2 to
Layer 3 changes).

Al'l these circul ar dependenci es nake OAM conpl ex and potentially
fragile. Wen autonmation is being used (for exanple, through

provi sioning systens), this conplexity extends into that automation
sof tware

1.2. Data Conmmuni cation Networks (DCNs)

In the late 1990s and early 2000, |IP networks becane the nethod of
choice to build separate OAM networks for the conmuni cations
infrastructure within Network Providers. This concept was
standardized in ITUT G 7712/Y.1703 [ITUT_Gr712] and called "Data
Conmmmuni cati ons Networ ks" (DCNs). These were (and still are)
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physically separate IP or |IP/MPLS networks that provide access to OQAM
interfaces of all equipnent that had to be managed, from Public
Swi t ched Tel ephone Network (PSTN) switches over optical equipnment to
nowadays Et hernet and | P/ MPLS production network equi pnent.

Such DCNs provide stable connectivity not subject to the

af orenenti oned probl ens because they are a separate network entirely,
so change configuration of the production |IP network is done via the
DCN but never affects the DCN configuration. O course, this
approach conmes at a cost of buying and operating a separate network
and this cost is not feasible for many providers -- npst notably,
smal | er providers, nost enterprises, and typical Internet of Things
(10T) networKks.

1.3. Leveraging a Ceneralized Autonomnmic Control Plane

One of the goals of the I ETF ANl MA (Aut onomi ¢ Networ ki ng | nt egrated
Model and Approach) Working Group is the specification of a secure
and automatically built in-band nmanagenent plane that provides stable
connectivity simlar to a DCN, but wi thout having to build a separate
DCN. It is clear that such an "in-band" approach can never fully
achi eve the sane | evel of separation, but the goal is to get as close
to it as possible.

Thi s docunent di scusses how such an in-band nmanagenent plane can be
used to support the DCN-1ike OAM use case, how to |leverage its stable
connectivity, and what the options are for deploying it incrementally
in the short and |l ong term

The ANI MA Working Group’s evol ving specification [ACP] calls this in-
band nanagenent plane the "Autonom ¢ Control Plane" (ACP). The

di scussions in this docunment are not dependent on the specification
of that ACP, but only on a set of high-level constraints |isted

bel ow, whi ch were deci ded upon early during the work on the ACP
Except when being specific about details of the ACP, this docunent
uses the term"Generalized ACP" (GACP) and is applicable to any
designs that neet the high-level constraints -- for exanple, the

vari ations of the ACP protocol choices.
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2.

GACP Requi renents

The hi gh-level constraints of a GACP assuned and discussed in this
docunent are as foll ows:

VRF isolation: The GACP is a virtual network (Virtual Routing and
Forwardi ng (VRF)) across network devices; its routing and
forwarding are separate fromother routing and forwarding in the
networ k devi ces. Non-GACP routing/forwarding is called the "data
pl ane".

| Pv6-only addressing: The GACP provides only |Pv6 reachability. It
uses Uni que Local Addresses (ULAs) [RFC4193] that are routed in a
| ocati on-i ndependent fashion, for exanple, through a subnet prefix
for each network device. Therefore, autonatic addressing in the
GACP is sinmple and stable: it does not require allocation by
address registries, addresses are identifiers, they do not change
when devi ces nove, and no engi neering of the address space to the
networ k topol ogy i s necessary.

NOC connectivity: NOC equi pment (controlling OAM operations) either
has access to the GACP directly or has an | P subnet connection to
a GACP edge device

O osed Group Security: GACP devices have cryptographic credentials
to nutually authenticate each other as nmenbers of a GACP. Traffic
across the GACP is authenticated with these credentials and then
encrypt ed.

GACP connect (interface): The only traffic permtted in and out of
the GACP that is not authenticated by GACP cryptographic
credentials is through explicit configuration for the traffic
fromto the aforenenti oned non- GACP NOC equi pnent with subnet
connections to a GACP edge device (as a transition nethod).

The GACP nust be built to be autonom c and its function nust not be
able to be disrupted by operator or autonmated configuration/

provi sioning actions (i.e., Network Managenent System (NWVB) or

Sof t war e- Def i ned Networking (SDN)). Those actions are allowed to

i npact only the data plane. This docunent does not cover those
aspects; instead, it focuses on the inpact of the above constraints:
| Pv6 only, dual connectivity, and security.
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3. Solutions
3.1. Stable Connectivity for Centralized OAM

The ANl is the Autonom c Networking Infrastructure consisting of
secure zero-touch bootstrap (BRSKI [BRSKI]), the GeneRi ¢ Autonomc
Signaling Protocol (GRASP [GRASP]), and Autononic Control Plane (ACP
[ACP]). Refer to the reference nodel [REF_MODEL] for an overvi ew of
the ANl and how its conponents interact and [ RFC7575] for concepts
and termn nol ogy of ANl and autononi c networKks.

This section describes stable connectivity for centralized OAM vi a
the GACP, for exanple, via the ACP with or without a conplete AN
starting with the option that we expect to be the nost easy to depl oy
in the short term It then describes linmitations and chall enges of

t hat approach and the correspondi ng sol uti ons and wor karounds; it
finishes with the preferred target option of autonom c NOC devices in
Section 3.1.6.

This order was chosen because it helps to explain how sinple initia
use of a GACP can be and how difficult workarounds can becone (and
therefore what to avoid). Also, one very pronising |long-term
solution is exactly like the nost easy short-termsolution, only
virtualized and autonat ed.

In the nost common case, CAM wi |l be perfornmed by one or nore
applications running on a variety of centralized NOC systens that
communi cate with network devices. This docunment describes approaches
to |l everage a GACP for stable connectivity, fromsinple to conplex,
dependi ng on the capabilities and linmtations of the equi pnent used.

Three stages can be consi dered:

0 There are sinple options described in Sections 3.1.1 through 3.1.3
that we consider to be good starting points to operationalize the
use of a GACP for stable connectivity today. These options
require only network and OAM NOC devi ce configuration

0 The are workarounds to connect a GACP to non-I| Pv6-capabl e NOC
devi ces through the use of |Pv4/1Pv6 NAT (Network Address
Transl ation) as described in Section 3.1.4. These workarounds are
not reconmmended; however, if non-IPv6-capabl e NOC devices need to
be used | onger term then the workarounds are the only way to
connect themto a GACP
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3.

1

0 Options for the near to long termcan provide all the desired
operational, zero-touch, and security benefits of an autononic
network, but a range of details for this still have to be worked
out, and devel opment work on NOC/ OAM equi prent is necessary.
These options are discussed in Sections 3.1.5 through 3.1.8.

1. Sinple Connectivity for Non- GACP- Capabl e NM5 Host s

In the nost sinple candi date depl oynent case, the GACP extends al

the way into the NOC via one or nore GACP edge devices. See also
Section 6.1 of [ACP]. These devices "leak" the (otherw se encrypted)
GACP natively to NM5 hosts. They act as the default routers to those
NVMS hosts and provide themwith I Pv6 connectivity into the GACP. NVB
hosts with this setup need to support IPv6 (e.g., see [ RFC6434]) but
requi re no other nodifications to | everage the GACP.

Note that even though the GACP only uses IPv6, it can of course
support QOAM for any type of network deploynment as |ong as the network
devi ces support the GACP: The data plane can be I Pv4 only, dua

stack, or IPv6 only. It is always separate fromthe GACP; therefore,
there is no dependency between the GACP and the I P version(s) used in
t he data pl ane.

This setup is sufficient for troubl eshooti ng nechani sns such as SSH
into network devices, NVS that perforns SNMP read operations for
status checki ng, software downl oads onto autononic devi ces,

provi sioning of devices via NETCONF, and so on. |In conjunction with
ot herwi se unnodi fied QAM via separate NMS hosts, this setup can
provi de a good subset of the stable connectivity goals. The
limtations of this approach are discussed in the next section

Because the GACP provides "only" for |IPv6 connectivity, and because
addressi ng provided by the GACP does not include any topol ogi ca
addressing structure that a NOC often relies on to recogni ze where
devices are on the network, it is likely highly desirable to set up
the Donmain Nane System (DNS; see [RFCL034]) so that the GACP | Pv6
addresses of autononic devices are known via domai n nanes that
include the desired structure. For exanple, if DNS in the network
were set up with names for network devices as

devi cenane. noc. exanple.com and if the well-known structure of the
dat a- pl ane | Pv4 address space were used by operators to infer the
regi on where a device is located, then the GACP address of that
device could be set up as devi cenane_<regi on>. acp. noc. exanpl e. com
and devi cenane. acp. noc. exanpl e.com coul d be a CNAME to

devi cenane_<regi on>. acp. noc. exanpl e.com Note that many networks
al ready use nanes for network equi pnent where topol ogical information
i s included, even wi thout a GACP
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3.1.2. Challenges and Linitations of Sinple Connectivity

This sinmple connectivity of non-autononic NMS hosts suffers froma
range of challenges (that is, operators nmay not be able to do it this
way) and limtations (that is, operators cannot achieve desired goals
with this setup). The following list sunmmarizes these chall enges and
limtations, and the follow ng sections describe additiona

nmechani snms to overcone them

Note that these challenges and limtations exist because GACP is
primarily designed to support distributed Autonom c Service Agent
(ASA), a piece of autononic software, in the nost |ightweight
fashion. GACP is not required to support the additional nechanisns
needed for centralized NOC systens. It is this docunent that

descri bes additional (short-ternm workarounds and (long-term

ext ensi ons.

1. (Limtation) NWVS hosts cannot directly probe whether the desired
so-cal |l ed "dat a-pl ane" network connectivity works because they do
not directly have access to it. This problemis simlar to
probi ng connectivity for other services (such as VPN services)
that they do not have direct access to, so the NOC may al ready
enpl oy appropriate nechanisns to deal with this issue (probing
proxies). See Section 3.1.3 for candi date sol utions.

2. (Challenge) NM5 hosts need to support |IPv6, and this often is
still not possible in enterprise networks. See Section 3.1.4 for
some wor kar ounds.

3. (Limtation) Performance of the GACP may be limted versus nornal
"dat a- pl ane" connectivity. The setup of the GACP will often
support only forwarding that is not hardware accel erated.

Running a large amount of traffic through the GACP, especially
for tasks where it is not necessary, will reduce its performance
and effectiveness for those operations where it is necessary or
highly desirable. See Section 3.1.5 for candi date sol utions.

4, (Limtation) Security of the GACP is reduced by exposing the GACP
natively (and unencrypted) in a subnet in the NOC where the NOC
devices are attached to it. See Section 3.1.7 for candidate
sol uti ons.

These four problens can be tackl ed i ndependently of each other by

solution inprovenents. Conbining sone of these inprovenents together
can |l ead towards a candi date | ong-term sol ution
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3.1.3. Simultaneous GACP and Dat a- Pl ane Connectivity

Si nul t aneous connectivity to both the GACP and data pl ane can be
achieved in a variety of ways. |If the data plane is IPv4 only, then
any nethod for dual -stack attachment of the NOC device/application
will suffice: IPv6 connectivity fromthe NOC provi des access via the
GACP; | Pv4 provides access via the data plane. |[If, as explained
above in the sinple case, an autononi c device supports native
attachnent to the GACP, and the existing NOC setup is IPv4 only, then
it could be sufficient to attach the GACP device(s) as the | Pv6
default router to the NOC subnet and keep the existing | Pv4d default
router setup unchanged.

If the data plane of the network is also supporting | Pv6, then the
nost conpatible setup for NOC devices is to have two | Pv6 interfaces
-- one virtual (e.g., via |EEE 802.1Q [| EEE. 802.1Q ) or physica
interface connecting to a data-plane subnet, and anot her connecting
into a GACP connect subnet. See Section 8.1 of [ACP] for nore
details. That docunent al so specifies how a NOC device can receive
aut oconfi gured addressing and routes towards the ACP connect subnet
if it supports default address selection as specified in [ RFC6724]
and default router preferences as specified in [RFC4191].

Configuring a second interface on a NOC host may be inpossible or
seen as undesired conplexity. |In that case, the GACP edge device
needs to provide support for a "conbined ACP and dat a- pl ane
interface" as described in Section 8.1 of [ACP]. This setup may not
work with autoconfiguration and all NOC host network stacks due to
limtations in those network stacks. They need to be able to perform
Rule 5.5 of [RFC6724] regardi ng source address sel ection, including
caching of next-hop infornmation.

For security reasons, it is not considered appropriate to connect a
non- GACP router to a GACP connect interface. The reason is that the
GACP is a secured network domain, and all NOC devices connecting via
GACP connect interfaces are also part of that secure donmain. The
main difference is that the physical |inks between the GACP edge
devi ce and the NOC devices are not authenticated or encrypted and,
therefore, need to be physically secured. |If the secure GACP was
extendabl e via untrusted routers, then it would be a | ot nore
difficult to verify the secure domain assertion. Therefore, the GACP
edge devices are not supposed to redistribute routes from non- GACP
routers into the GACP
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3.1.4. |Pv4-Only NMB Hosts

One architectural expectation for the GACP as described in

Section 1.3 is that all devices that want to use the GACP (i ncl uding
NMS hosts) support IPv6. Note that this expectation does not inply
any requirenents for the data plane, especially it does not inply
that | Pv6 nmust be supported init. The data plane could be |Pv4
only, IPv6 only, dual stack, or it may not need to have any | P host
stack on the network devices.

The inplication of this architectural decision is the potential need
for short-term workarounds when the operational practices in a
network do not yet neet these target expectations. This section
expl ai ns when and why these workarounds nmay be operationally
necessary and describes them However, the long-termgoal is to
upgrade all NWVS hosts to native |Pv6, so the workarounds described in
this section should not be considered permanent.

Most network equi pnent today supports IPv6, but it is very far from
bei ng ubi quitously supported in NOC backend sol uti ons (hardware or
software) or in the product space for enterprises. Even when it is
supported, there are often additional limtations or issues using it
in a dual -stack setup, or the operator mandates (for sinplicity)
single stack for all operations. For these reasons, an |Pv4-only
managenent plane is still required and common practice in nmany
enterprises. Wthout the desire to | everage the GACP, this required
and comon practice is not a problemfor those enterprises even when
they run dual stack in the network. W discuss these workarounds
here because it is a short-term depl oynent chall enge specific to the
operations of a GACP

To connect | Pv4-only managenent - pl ane devi ces/applications with a
GACP, sone formof IP/ICW translation of packets between | Pv4 and

| Pv6 i s necessary. The basic nmechanisnms for this are in [ RFC7915],
whi ch describes the Stateless IP/ICMP Translation Algorithm (SIIT).
There are nmultiple solutions using this nechanism To understand the
possi bl e solutions, we consider the requirenents:

1. NMS hosts need to be able to initiate connections to any GACP
devi ce for managenent purposes. Exanples include provisioning
via NETCONF, SNMP poll| operations, or just diagnostics via SSH
connections fromoperators. Every GACP device/function that
needs to be reachable from NV5S hosts needs to have a separate
| Pv4 address.
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2. GACP devices need to be able to initiate connections to NVS
hosts, for exanple, to initiate NTP or RADI US/ D aneter
connections, send syslog or SNWP trap, or initiate NETCONF Cal
Home connections after bootstrap. Every NVS host needs to have a
separate | Pv6 address reachable fromthe GACP. When a connection
froma GACP device is made to an NVS host, the | Pv4 source
address of the connection (as seen by the NM5 host) nust be
uni que per GACP device and nust be the sane address as in (1) to
mai ntain addressing sinplicity simlar to a native |Pv4
depl oynent. For exanple in syslog, the source |IP address of a
| oggi ng device is used to identify it, and if the device shows
probl ens, an operator might want to SSH into the device to
di agnose it.

Because of these requirenents, the necessary and sufficient set of
solutions are those that provide 1:1 mapping of | Pv6 GACP addresses
into I Pv4 space and 1:1 mapping of IPv4d NV5 host space into I Pv6 (for
use in the GACP). This neans that SIIT-based solutions are
sufficient and preferred.

Note that GACP devices may use nultiple | Pv6 addresses in the GACP
For exanple, Section 6.10 of [ACP] defines multiple useful addressing
sub-schenes supporting this option. Al those addresses may then
need to be reachabl e through I Pv6/1Pv4 address transl ation

The need to allocate for every GACP device one or nultiple | Pv4
addresses should not be a problemif -- as we assume -- the NM5S hosts
can use private | Pv4 address space ([RFC1918]). Neverthel ess, even
with private | Pv4 address space, it is inmportant that the GACP | Pv6
addresses can be napped efficiently into | Pv4 address space w thout
too much waste

Currently, the nost flexible mapping schenme to achieve this is

[ RFC7757] because it allows configured | Pv4 <-> | Pv6 prefix mapping.
Assunme the GACP uses the ACP Zone Addressing Sub-Schene and there are
3 registrars. In the ACP Zone Addressing Sub-Schene, for each
registrar, there is a constant /112 prefix for which an Explicit
Address Mapping (EAM, as defined in RFC 7757, to a /16 prefix can be
configured (e.g., in the private |IPv4 address space described in

[ RFC1918]). Wthin the registrar’s /112 prefix, Device-Nunbers for
devices are sequentially assigned: with the V bit (Virtualization
bit) effectively two nunbers are assigned per GACP device. This also
means that if |Pv4 address space is even nore constrained, and it is
known that a registrar will never need the full /15 extent of Device-
Numbers, then a prefix longer than a /112 can be configured into the
EAM in order to use less |Pv4d space.
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When using the ACP VI ong Addressing Sub-Schene, it is unlikely that
one wants or needs to translate the full /8 or /16 of addressing
space per GACP device into IPv4. |In this case, the EAM rul es of
dropping trailing bits can be used to map only N bits of the V bits
into IPv4. However, this does inply that only addresses that differ
in those high-order NV bits can be distinguished on the |IPv4 side.

Li kewi se, the | Pv4 address space used for NMS hosts can easily be
mapped into an address prefix assigned to a GACP connect interface

A full specification of a solution to performSIIT in conjunction
with GACP connect followi ng the considerations below is outside the
scope of this docunent.

To be in conpliance with security expectations, SIIT has to happen on
the GACP edge device itself so that GACP security considerations can
be taken into account. For exanple, |Pv4-only NMS hosts can be dealt
with exactly like I Pv6 hosts connected to a GACP connect interface.

Note that prior solutions such as NAT64 ([ RFC6146]) nay equally be
useable to transl ate between GACP | Pv6 address space and NMS hosts’

| Pv4 address space. As a workaround, this can al so be done on non-
GACP Edge Devices connected to a GACP connect interface. The details
vary depending on inplenentation because the options to configure
address mappings vary widely. Qutside of EAM there are no
standardi zed sol utions that allow for mapping of prefixes, so it wll
nost |ikely be necessary to explicitly map every individual (/128)
GACP device address to an | Pv4 address. Such an approach shoul d use
aut omati on/scripting where these address translation entries are
created dynanically whenever a GACP device is enrolled or first
connected to the GACP network.

The NAT net hods described here are not specific to a GACP. |nstead
they are simlar to what would be necessary when sonme parts of a
network only support 1Pv6, but the NOC equi prent does not support

| Pv6. \Whether it is nore appropriate to wait until the NOC equi pnent
supports I Pv6 or to use NAT beforehand depends in large part on how
long the former will take and how easy the latter will be when using
products that support the NAT options described to operationalize the
above recomendati ons.

3.1.5. Path Selection Policies
As mentioned above, a GACP is not expected to have hi gh perfornmance
because its primary goal is connectivity and security. For existing

networ k device platforms, this often means that it is a lot nore
effort to inplenment that additional connectivity with hardware
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accel eration than without -- especially because of the desire to
support full encryption across the GACP to achi eve the desired
security.

Some of these issues may go away in the future with further adoption
of a GACP and network device designs that better tend to the needs of
a separate OAM plane, but it is wise to plan for |ong-term desi gns of
the solution that do NOT depend on high performance of the GACP

This is the opposite of the expectations that future NMS hosts will
have |1 Pv6 and that any considerations for I Pv4/NAT in this solution
are tenporary.

To solve the expected performance limtations of the GACP, we do
expect to have the above-described dual connectivity via both GACP
and data pl ane between NOC application devices and devices w th GACP.
The GACP connectivity is expected to always be there (as soon as a
device is enrolled), but the data-plane connectivity is only present
under normal operations and will not be present during, e.g., early
stages of device bootstrap, failures, provisioning nistakes, or

net wor k confi guration changes.

The desired policy is therefore as follows: In the absence of further
security considerations (see below), traffic between NV5S hosts and
GACP devi ces shoul d prefer data-plane connectivity and resort only to
usi ng the GACP when necessary. The exception is an operation known
to be covered by the use cases where the GACP is necessary, so that
it makes no sense to try using the data plane. An exanple is an SSH
connection fromthe NOC to a network device to troubl eshoot network
connectivity. This could easily always rely on the GACP. Likew se,
if an NM5 host is known to transmt |arge anounts of data, and it
uses the GACP, then its data rate needs to be controlled so that it
will not overload the GACP path. Typical exanples of this are
sof t war e downl oads.

There is a wide range of methods to build up these policies. W
descri be a few bel ow

Ideally, a NOC systemwould | earn and keep track of all addresses of
a device (GACP and the various data-plane addresses). Every action
of the NOC system would indicate via a "path-policy" what type of
connection it needs (e.g., only data-plane, GACP only, default to
data plane, fallback to GACP, etc.). A connection policy manager
woul d then build connection to the target using the right
address(es). Shorter term a common practice is to identify
different paths to a device via different nanmes (e.g., |oopback vs.
interface addresses). This approach can be expanded to GACP uses,
whet her it uses the DNS or nanes local to the NOC system Bel ow, we
descri be exanpl e schenes usi ng DNS
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DNS can be used to set up names for the sane network devices but with
di fferent addresses assi gned:

0 One nane (nane.noc.exanple.com with only the data-plane
address(es) (IPv4 and/or I1Pv6) to be used for probing connectivity
or perform ng routine software downl oads that nay stall/fail when
there are connectivity issues.

0 One nane (nane-acp.noc.exanple.com with only the GACP reachabl e
address of the device for troubl eshooting and probing/di scovery
that is desired to always only use the GACP

0 One nane (name-both. noc. exanpl e. com) with data-plane and GACP
addr esses.

Traffic policing and/ or shaping at the GACP edge in the NOC can be
used to throttle applications such as software downl oad into the
GACP.

Using different nanes that map to different addresses (or subsets of
addresses) can be difficult to set up and naintain, especially
because dat a- pl ane addresses may change due to reconfiguration or

rel ocation of devices. The nanme-based approach al one cannot strongly
support policies for existing applications and long-lived flows to
automatically switch between the ACP and data plane in the face of
dat a-pl ane failure and recovery. A solution would be host transport
stacks on GACP nodes that support the follow ng requirenments

1. Only the GACP addresses of the responder nust be required by the
initiator for the initial setup of a connection/flow across the
GACP

2. Responder and Initiator must be able to exchange their data-plane
addresses through the GACP, and then -- if needed by policy --
build an additional flow across the data pl ane.

3. For unnodified application, the follow ng policies should be
configurable on at |least a per-application basis for its TCP
connections with GACP peers:

Fal | back (to GACP): An additional data-plane flowis built and
used exclusively to send data whenever the data plane is
operational. Wen the additional flow cannot be built during
connection setup or when it fails later, traffic is sent
across the GACP flow. This could be a default policy for nost
QOAM applications using the GACP.
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Suspend/ Fail: Like the Fallback policy, except that traffic will
not use the GACP flow, instead, it will be suspended until a
data-plane flow is operational or until a policy-configurable
timeout indicates a connection failure to the application
This policy would be appropriate for |arge-volunme background
or scavenger-class OAM applications such as firmvare downl oads
or telenetry/diagnostic uploads -- applications that would
ot herwi se easily overrun performance-linited GACP
i mpl emrent ati ons.

GACP (only): No additional data-plane flowis built, traffic is
only sent via the GACP flow. This can just be a TCP
connection. This policy would be nost appropriate for OAM
operations known to change the data plane in a way that could
i mpact connectivity through it (at least tenporarily).

4. In the presence of responders or initiators not supporting these
host stack functions, the Fall back and GACP policies nust result
in a TCP connection across the GACP. For Suspend/ Fail, presence
of TCP-only peers should result in failure during connection
set up.

5. In case of Fallback and Suspend/ Fail, a failed data-plane

connection should automatically be rebuilt when the data pl ane
recovers, including when the data-plane address of one side or
both sides nmay have changed -- for exanple, because of
reconfiguration or device repositioning.

6. Additional data-plane flows created by these host transport stack
functions nust be end-to-end authenticated by these host
transport stack functions with the GACP donain credentials and
encrypted. This naintains the expectation that connections from
GACP addresses to GACP addresses are authenticated and encrypted
This may be skipped if the application already provides for end-
to-end encryption.

7. For enhanced applications, the host stack nmay support application
control to select the policy on a per-connection basis, or even
nore explicit control for building of the flows and which flow
shoul d pass traffic.

Protocols like Miultipath TCP (MPTCP; see [RFC6824]) and the Stream
Control Transmi ssion Protocol (SCTP; see [ RFC4960]) can al ready
support part of these requirenents. MPTCP, for exanple, supports
signaling of addresses in a TCP backward-conpati bl e fashion
establishing additional flows (called subflows in MPTCP), and havi ng
primary and fallback subflows via MP_PRI O signaling. The details of
how MPTCP, SCTP, and/or other approaches (potentially wi th extensions
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and/ or (shim layers on top of them can best provide a conplete
solution for the above requirenents need further work and are outside
the scope of this docunent.

3.1.6. Autonom c NOC Device/ Applications

Setting up connectivity between the NOC and aut onomi c devi ces when
the NOC device itself is non-autononmic is a security issue, as
nmentioned at the beginning of this docunent. It also results in a
range of connectivity considerations (discussed in Section 3.1.5),
some of which may be quite undesirable or conplex to operationalize.

Maki ng NVS hosts aut onomi ¢ and having them participate in the GACP is
therefore not only a highly desirable solution to the security

i ssues, but can also provide a likely easier operationalization of
the GACP because it minimzes special edge considerations for the
NOC. The GACP is sinply built all the way automatically, even inside
the NOC, and it is only authorizes and authenticates NOC devi ces/
applications that will have access to it.

According to [ACP], supporting the ACP all the way into an
application device requires inplenenting the followi ng aspects in it:
AN boot strap/enrol | nent nechani sns, the secure channel for the ACP
and at | east the host side of IPv6 routing setup for the ACP
Mninmally, this could all be inplenented as an application and be
made available to the host OS via, e.g., a TAP driver to nake the ACP
show up as another |Pv6-enabled interface.

Having said this: If the structure of NM5 hosts is transforned
through virtualization anyhow, then it may be considered equally
secure and appropriate to construct a (physical) NVB host system by
conmbi ning a virtual GACP-enabled router with non- GACP-enabl ed Virtua
Machi nes (VMs) for NOC applications via a hypervisor. This would

| everage the configuration options described in the previous sections
but just virtualize them

3.1.7. Encryption of Data-Plane Connections

When conbi ni ng GACP and dat a- pl ane connectivity for availability and
performance reasons, this too has an inpact on security: Wen using
the GACP, nost traffic will be encryption protected, especially when
consi dering the above-descri bed use of application devices with GACP
If, instead, the data plane is used, then this is not the case
anynore unless it is done by the application

The sinplest solution for this problem exists when using GACP-capabl e

NMS hosts, because in that case the communi cati ng GACP-capabl e NVS
host and the GACP network devi ce have credentials they can nutually
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trust (same GACP donmin). As a result, data-plane connectivity that
does support this can sinply |l everage TLS [ RFC5246] or DITLS [ RFC6347]
with those GACP credentials for mutual authentication -- and this
does not incur new key managenent .

If this automatic security benefit is seen as nost inportant, but a
"full" GACP stack into the NVMS host is unfeasible, then it would
still be possible to design a stripped-down version of GACP
functionality for such NOC hosts that only provides enrollnent of the
NOC host with the GACP cryptographic credentials and does not
directly participate in the GACP encryption nmethod. |Instead, the
host woul d just |everage TLS/DTLS using its GACP credentials via the
data plane with GACP network devices as well as indirectly via the
GACP connect interface with the above-nentioned GACP connect
interface into the GACP

When using the GACP itself, TLS/ DTLS for the transport |ayer between
NMS hosts and network device is sonewhat of a double price to pay
(GACP al so encrypts) and could potentially be optinized away;
however, given the assuned | ower perfornmance of the GACP, it seens
that this is an unnecessary optinization

3.1.8. Long-TermDirection of the Sol ution

If we consider what potentially could be the nost |ightweight and
aut onom ¢ | ong-term sol uti on based on the technol ogi es descri bed
above, we see the follow ng direction:

1. NMS hosts should at |east support IPv6. [|Pv4/1Pv6 NAT in the
network to enable use of a GACP is undesirable in the long term
Havi ng | Pv4-only applications autonmatically |everage |Pv6
connectivity via host-stack translation nmay be an option, but
this has not been investigated yet.

2. Build the GACP as a lightweight application for NVM5 hosts so GACP
extends all the way into the actual NMS hosts.

3. Leverage and (as necessary) enhance host transport stacks with
automatic GACP with nultipath connectivity and data pl ane as
outlined in Section 3.1.5.

4. Consider how to best map NMS host desires to underlying transport
mechani sns: The three points above do not cover all options.
Depending on the OQAM one may still want only GACP, want only
data plane, automatically prefer one over the other, and/or want
to use the GACP with | ow performance or hi gh performance (for
energency OAM such as countering DDoS). As of today, it is not
clear what the sinplest set of tools is to explicitly enable the
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3.

4.

4,

choi ce of desired behavior of each OAM The use of the above-
mentioned DNS and nul ti path nechanisns is a start, but this wll
require additional work. This is likely a specific case of the
nore generic scope of TAPS.

2. Stable Connectivity for Distributed Network/ OAM

Today, many distributed protocols inplenent their own uni que security
mechani sns.

Keyi ng and Authentication for Routing Protocols (KARP; see [RFC6518])
has tried to start to provide common directions and therefore reduce
the reinvention of at |east some of the security aspects, but it only
covers routing protocols and it is unclear how applicable it is to a
wi der range of network distributed agents such as those perfornng
distributed OAM The comon security of a GACP can help in those
cases.

Furt hermore, a GRASP instance ([ GRASP]) can run on top of a GACP as a
security and transport substrate and provide common | ocal and renote

nei ghbor di scovery and peer negotiation nechanisns; this would all ow

uni fying and reusing future protocol designs.

Architectural Considerations
1. No | Pv4 for GACP

The GACP is intended to be IPv6 only, and the prior explanations in
this docunent show that this can |l ead to sone conpl exity when having
to connect |Pv4-only NOC solutions, and that it will be inpossible to
| everage the GACP when the OAM agents on a GACP network device do not
support | Pv6. Therefore, the question was rai sed whet her the GACP
shoul d optionally also support |Pv4.

The decision not to include IPv4 for GACP in the use cases in this
docunent was nmde for the follow ng reasons

In service provider networks that have started to support |1Pv6, often
the next planned step is to consider noving | Pv4 froma native
transport to just a service on the edge. There is no benefit or need
for multiple parallel transport famlies within the network, and
standardi zi ng on one reduces operating expenses and i nproves
reliability. This evolution in the data plane nakes it highly
unlikely that investing devel opnent cycles into | Pv4 support for GACP
wi Il have a longer term benefit or enough critical short-termuse
cases. Support for IPv6-only for GACP is purely a strategic choice
to focus on the known inportant |ong-term goals.
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In other types of networks as well, we think that efforts to support
aut onom ¢ networking are better spent in ensuring that one address
family will be supported so all use cases will work with it in the
long term instead of duplicating effort with IPv4. Al so, auto-
addressing for the GACP with I Pv4 would be nore conplex than in | Pv6
due to the | Pv4 addressing space.

5. Security Considerations

In this section, we discuss only security considerations not covered
in the appropriate subsections of the solutions described.

Even though GACPs are neant to be isolated, explicit operator

nm sconfiguration to connect to insecure OAM equi prent and/or bugs in
GACP devi ces may cause | eakage into places where it is not expected.
Mergers and acquisitions and other conpl ex network reconfigurations

affecting the NOC are typical exanples.

GACP addresses are ULAs. Using these addresses al so for NOC devi ces,
as proposed in this docunment, is not only necessary for the sinple
routing functionality explained above, but it is also nore secure
than gl obal 1Pv6 addresses. ULAs are not routed in the gl oba
Internet and will therefore be subject to nore filtering even in

pl aces where specific ULAs are being used. Packets are therefore
less likely to leak and less likely to be successfully injected into
the isol ated GACP environnent.

The random nature of a ULA prefix provides strong protection agai nst
address collision even though there is no central assignnent
authority. This is helped by the expectation that GACPs wi |l never
connect all together, and that only a few GACPs nay ever need to
connect together, e.g., when nmergers and acqui sitions occur

Note that the GACP constraints demand that only packets from
connect ed subnet prefixes are permtted from GACP connect interfaces,
limting the scope of non-cryptographically secured transport to a
subnet within a NOC that instead has to rely on physical security
(i.e., only connect trusted NOC devices to it).

To hel p di agnose packets that unexpectedly | eaked, for exanple, from
anot her GACP (that was meant to be depl oyed separately), it can be
useful to voluntarily list your own ULA GACP prefixes on sone sites
on the Internet and hope that other users of GACPs do the sane so
that you can | ook up unknown ULA prefix packets seen in your network.
Note that this does not constitute registration

<htt ps://wmv. si xxs. net/tools/grh/ula/> was a site to list ULA
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prefixes, but it has not been open for new listings since md-2017.
The authors are not aware of other active Internet sites to |ist ULA
use.

Note that there is a provision in [RFC4193] for address space that is
not locally assigned (L bit = 0), but there is no existing
standardi zation for this, so these ULA prefixes nust not be used.

According to Section 4.4 of [RFC4193], PTR records for ULA addresses
should not be installed into the gl obal DNS (no guaranteed

ownership). Hence, there is also the need to rely on voluntary lists
(as nentioned above) to nake the use of an ULA prefix globally known.

Nevert hel ess, sone | egacy OAM applications running across the GACP
may rely on reverse DNS | ookup for authentication of requests (e.g.
TFTP for downl oad of network firnmware, configuration, or software).
Therefore, operators may need to use a private DNS setup for the GACP
ULAs. This is the sane setup that woul d be necessary for using RFC
1918 addresses in DNS. For exanple, see the |last paragraph of
Section 5 of [RFC1918]. In Section 4 of [RFC6950], these setups are
di scussed in nore detail.

Any current and future protocols nust rely on secure end-to-end
conmuni cati ons (TLS/ DTLS) and identification and authentication via
the certificates assigned to both ends. This is enabled by the
cryptographi c credential nechani sns of the GACP

If DNS and especially reverse DNS are set up, then they should be set
up in an automated fashion when the GACP address for devices are
assigned. In the case of the ACP, DNS resource record creation can
be linked to the autononic regi strar backend so that the DNS and
reverse DNS records are actually derived fromthe subject name

el ements of the ACP device certificates in the same way as the

aut onom ¢ devices thenselves will derive their ULAs fromtheir
certificates to ensure correct and consistent DNS entries.

If an operator feels that reverse DNS records are beneficial to its
own operations, but that they should not be nade avail able publicly
for "security" by conceal nent reasons, then GACP DNS entries are
probably one of the | east problematic use cases for split DNS: The
GACP DNS nanes are only needed for the NVM5 hosts intending to use the
GACP -- but not network wi de across the enterprise.

6. | ANA Consi derati ons

Thi s docunent has no | ANA acti ons.
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