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Abst ract

Thi s docunent describes a protocol for Network Address Transl ator
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1

I ntroduction

Prot ocol s establishing conmuni cati on sessions between peers typically
i nvol ve exchanging | P addresses and ports for the data sources and
sinks. However, this poses chall enges when operated through Network
Address Transl ators (NATs) [RFC3235]. These protocols also seek to
create a data flow directly between participants, so that there is no
application-layer internmediary between them This is done to reduce
data | atency, decrease packet |oss, and reduce the operational costs
of deploying the application. However, this is difficult to
acconplish through NATs. A full treatnent of the reasons for this is
beyond the scope of this specification

Nurmer ous sol uti ons have been defined for allow ng these protocols to
operate through NATs. These include Application Layer Gateways
(ALGs), the M ddl ebox Control Protocol [RFC3303], the original Sinple
Traversal of UDP Through NAT (STUN) specification [ RFC3489] (note
that RFC 3489 has been obsol eted by RFC 5389), and Real m Specific IP
[ RFC3102] [RFC3103] along with session description extensions needed
to make them work, such as the Session Description Protocol (SDP)
attribute [ RFC4566] for the Real -Time Control Protocol (RTCP)

[ RFC3605]. Unfortunately, these techniques all have pros and cons
that make each one optimal in sone network topol ogies, but a poor
choice in others. The result is that admnistrators and inplenenters
are naki ng assunpti ons about the topol ogi es of the networks in which
their solutions will be deployed. This introduces conplexity and
brittleness into the system

This specification defines Interactive Connectivity Establishnent
(ICE) as a technique for NAT traversal for UDP-based data streans
(though I CE has been extended to handl e other transport protocols,
such as TCP [ RFC6544]). |CE works by exchanging a nultiplicity of IP
addresses and ports, which are then tested for connectivity by
peer-to-peer connectivity checks. The |IP addresses and ports are

exchanged usi ng | CE-usage-specific nechanisns (e.g., in an Ofer/
Answer exchange), and the connectivity checks are perfornmed using
STUN [ RFC5389]. |ICE al so nakes use of Traversal Using Relay around

NAT (TURN) [ RFC5766], an extension to STUN. Because |CE exchanges a
mul tiplicity of I P addresses and ports for each nedia stream it also
all ows for address selection for nultihomed and dual - st ack hosts.

For this reason, RFC 5245 [ RFC5245] deprecated the sol utions
previously defined in RFC 4091 [ RFC4091] and RFC 4092 [ RFC4092].

Appendi x B provi des background infornmation and notivati ons regardi ng
t he design decisions that were nmade when designing | CE

Keranen, et al. St andards Track [ Page 6]
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2.

Overvi ew of | CE

In a typical |ICE deploynent, there are two endpoints (ICE agents)
that want to communicate. Note that ICE is not intended for NAT
traversal for the signaling protocol, which is assunmed to be provided
via another nmechanism | CE assunes that the agents are able to
establish a signaling connection between each other

Initially, the agents are ignorant of their own topologies. In
particul ar, the agents nmay or may not be behind NATs (or nultiple
tiers of NATs). |ICE allows the agents to di scover enough information

about their topologies to potentially find one or nore paths by which
they can establish a data session

Figure 1 shows a typical |CE deploynent. The agents are labeled L
and R Both L and R are behind their own respective NATs, though
they may not be aware of it. The type of NAT and its properties are
al so unknown. L and R are capable of engaging in a candi date
exchange process, whose purpose is to set up a data session between L
and R Typically, this exchange will occur through a signaling
server (e.g., a SIP proxy).

In addition to the agents, a signaling server, and NATs, ICE is
typically used in concert with STUN or TURN servers in the network
Each agent can have its own STUN or TURN server, or they can be the
sane.

[ S +
R + | Si gnal i ng| R +
| STUN | | Server | | STUN |
| Server | R + | Server
Fomm e + / \ Fomm e +
/ \
/ \
/| <- Signaling ->\
/ \
E R + E R +
|  NAT | |  NAT |
E R + E R +
/ \
/ \
[ SR + [ SR +
| Agent | | Agent |
| L | R
Fom oo e + Fom oo e +

Figure 1: | CE Depl oynment Scenario
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The basic idea behind ICE is as follows: each agent has a variety of
candi date transport addresses (conbination of |IP address and port for
a particular transport protocol, which is always UDP in this
specification) it could use to conmunicate with the other agent.
These m ght i nclude:

0 A transport address on a directly attached network interface

0o A translated transport address on the public side of a NAT (a
"server-refl exive" address)

0 A transport address allocated froma TURN server (a "rel ayed
address")

Potentially, any of L's candidate transport addresses can be used to
comruni cate with any of R s candidate transport addresses. In
practice, however, many conbinations will not work. For instance, if
L and R are both behind NATs, their directly attached interface
addresses are unlikely to be able to communicate directly (this is
why I CE is needed, after all!). The purpose of ICEis to discover
whi ch pairs of addresses will work. The way that | CE does this is to
systematically try all possible pairs (in a carefully sorted order)
until it finds one or nore that work.

2.1. @Gthering Candi dates

In order to execute ICE, an I CE agent identifies and gathers one or
nor e address candi dates. A candidate has a transport address -- a
conmbi nation of |IP address and port for a particular transport
protocol (with only UDP specified here). There are different types
of candi dates; sone are derived from physical or |ogical network
interfaces, and others are discoverable via STUN and TURN

The first category of candidates are those with a transport address
obtained directly froma local interface. Such a candidate is called

a "host candidate". The local interface could be Ethernet or W-Fi,
or it could be one that is obtained through a tunnel nechani sm such
as a Virtual Private Network (VPN) or Mbile IP (MP). 1In all cases

such a network interface appears to the agent as a local interface
fromwhich ports (and thus candi dates) can be all ocated.

Next, the agent uses STUN or TURN to obtain additional candi dates.
These cone in two flavors: translated addresses on the public side of
a NAT (server-reflexive candi dates) and addresses on TURN servers
(rel ayed candi dates). Wen TURN servers are utilized, both types of
candi dates are obtained fromthe TURN server. |If only STUN servers
are utilized, only server-reflexive candi dates are obtai ned from
them The relationship of these candidates to the host candidate is

Keranen, et al. St andards Track [ Page 8]



RFC 8445 I CE July 2018

shown in Figure 2. 1In this figure, both types of candidates are
di scovered using TURN. In the figure, the notation X:x neans |IP
address X and UDP port x.

To I nternet

Yiy |/ Addr ess
B +
| |
| TURN |
| Server
| |
R +
|
|
| femmmmmme e Server
X1 x1' |/ Ref | exi ve
e e + Addr ess
| NAT |
. +
|
| Jemmmeeeaa- s Local
Xox |/ Addr ess
R +
| |
| Agent |
| |
L +

Fi gure 2: Candi date Rel ationshi ps

When the agent sends a TURN Al |l ocate request from | P address and port
X:x, the NAT (assuning there is one) will create a binding X1':x1l
mappi ng this server-reflexive candidate to the host candi date X x.
Qut goi ng packets sent fromthe host candidate will be translated by
the NAT to the server-reflexive candidate. |nconing packets sent to
the server-reflexive candidate will be translated by the NAT to the
host candi date and forwarded to the agent. The host candidate
associated with a given server-reflexive candidate is the "base".

Note: "Base" refers to the address an agent sends fromfor a

particul ar candidate. Thus, as a degenerate case, host candi dates
al so have a base, but it’'s the sanme as the host candi date.

Keranen, et al. St andards Track [ Page 9]
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When there are multiple NATs between the agent and the TURN server
the TURN request will create a binding on each NAT, but only the

out ernost server-reflexive candi date (the one nearest the TURN
server) will be discovered by the agent. |If the agent is not behind
a NAT, then the base candidate will be the sane as the server-

refl exive candi date, and the server-reflexive candidate is redundant
and will be elininated.

The Allocate request then arrives at the TURN server. The TURN
server allocates a port y fromits local |IP address Y, and generates
an Allocate response, inform ng the agent of this relayed candi date.
The TURN server also informs the agent of the server-reflexive
candidate, X1':x1', by copying the source transport address of the

Al l ocate request into the Allocate response. The TURN server acts as
a packet relay, forwarding traffic between L and R In order to send
traffic to L, Rsends traffic to the TURN server at Y:y, and the TURN
server forwards that to X1':x1', which passes through the NAT where
it is mapped to X:x and delivered to L.

When only STUN servers are utilized, the agent sends a STUN Bi ndi ng
request [RFC5389] to its STUN server. The STUN server wll inform
the agent of the server-reflexive candidate X1':x1" by copying the
source transport address of the Binding request into the Binding
response.

2.2. Connectivity Checks

Once L has gathered all of its candidates, it orders them by highest-
to-lowest priority and sends themto R over the signaling channel
When R receives the candidates fromL, it perforns the sane gathering
process and responds with its own |list of candidates. At the end of
this process, each ICE agent has a conplete list of both its

candi dates and its peer’s candidates. It pairs themup, resulting in
candidate pairs. To see which pairs work, each agent schedules a
series of connectivity checks. Each check is a STUN request/response
transaction that the client will performon a particular candidate
pair by sending a STUN request fromthe local candidate to the renote
candi dat e.

The basic principle of the connectivity checks is sinple:
1. Sort the candidate pairs in priority order
2. Send checks on each candidate pair in priority order

3. Acknow edge checks received fromthe other agent.

Keranen, et al. St andards Track [ Page 10]
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Wth both agents performng a check on a candidate pair, the result
is a 4-way handshake:

L R
STUN r equest -> \' L's
<- STUN response [/ check

<- STUN request \ R's
STUN r esponse -> ! check

Fi gure 3: Basic Connectivity Check

It is important to note that STUN requests are sent to and fromthe
exact same | P addresses and ports that will be used for data (e.g.
RTP, RTCP, or other protocols). Consequently, agents demrultiplex
STUN and data using the contents of the packets rather than the port
on which they are received.

Because a STUN Binding request is used for the connectivity check,
the STUN Bi nding response will contain the agent’s transl ated
transport address on the public side of any NATs between the agent
and its peer. |If this transport address is different fromthat of
ot her candi dates the agent already |earned, it represents a new
candi date (peer-reflexive candidate), which then gets tested by ICE
just the same as any ot her candi date.

Because the al gorithm above searches all candidate pairs, if a
working pair exists, the algorithmw Il eventually find it no matter
what order the candidates are tried in. In order to produce faster
(and better) results, the candi dates are sorted in a specified order.
The resulting list of sorted candidate pairs is called the
"checklist".

The agent works through the checklist by sending a STUN request for
the next candidate pair on the list periodically. These are called
"ordi nary checks". Wen a STUN transacti on succeeds, one or nore
candidate pairs will beconme so-called "valid pairs" and will be added
to a candidate-pair list called the "valid list".

As an optim zation, as soon as R gets L's check nessage, R schedul es
a connectivity-check nessage to be sent to L on the sane candi date
pair. This is called a "triggered check", and it accelerates the
process of finding valid pairs.

At the end of this handshake, both L and R know that they can send
(and receive) nessages end to end in both directions.

Keranen, et al. St andards Track [ Page 11]
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In general, the priority algorithmis designed so that candi dates of
a simlar type get similar priorities so that nore direct routes
(that is, routes without data relays or NATs) are preferred over
indirect routes (routes with data relays or NATs). Wthin those

gui del i nes, however, agents have a fair anount of discretion about
how to tune their algorithns.

A data stream ni ght consist of multiple conponents (pieces of a data
streamthat require their own set of candidates, e.g., RTP and RTCP)

2.3. Nominating Candidate Pairs and Concluding I CE

| CE assigns one of the ICE agents in the role of the controlling
agent, and the other in the role of the controlled agent. For each
conponent of a data stream the controlling agent noninates a valid
pair (fromthe valid list) to be used for data. The exact timng of
the nomination is based on |ocal policy.

When noni nating, the controlling agent |lets the checks continue unti
at least one valid pair for each conponent of a data streamis found,
and then it picks a valid pair and sends a STUN request on that pair,
using an attribute to indicate to the controlled peer that it has
been nom nated. This is shown in Figure 4.

L R
STUN r equest -> \' LU's
<- STUN response / check

<- STUN request \ R's
STUN r esponse -> !/ check

STUN request + attribute ->\ L’s
<- STUN response / check

Fi gure 4: Nomi nation

Once the controlled agent receives the STUN request with the
attribute, it will check (unless the check has already been done) the
same pair. |If the transactions above succeed, the agents wll set
the nominated flag for the pairs and will cancel any future checks
for that conponent of the data stream Once an agent has set the
nom nated flag for each conponent of a data stream the pairs becone
the selected pairs. After that, only the selected pairs will be used
for sending and receiving data associated with that data stream

Keranen, et al. St andards Track [ Page 12]
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2. 4. | CE Restart

Once ICE is concluded, it can be restarted at any tinme for one or all
of the data streans by either ICE agent. This is done by sending
updat ed candi date information indicating a restart.

2.5. Lite Inplenentations

Certain I CE agents will always be connected to the public Internet
and have a public I P address at which it can receive packets from any
correspondent. To make it easier for these devices to support |ICE

| CE defines a special type of inplenentation called "lite" (in
contrast to the normal full inplenentation). Lite agents only use
host candi dates and do not generate connectivity checks or run state
machi nes, though they need to be able to respond to connectivity
checks.

3. |1 CE Usage

Thi s docunent specifies generic use of ICE with protocol s that

provi de nmeans to exchange candi date infornmation between | CE agents.
The specific details (i.e., how to encode candi date information and
the actual candi date exchange process) for different protocols using
ICE (referred to as "using protocol") are described in separate usage
docunent s.

One nechanismthat allows agents to exchange candidate information is
the utilization of Ofer/Answer semantics (which are based on
[ RFC3264]) as part of the SIP protocol [RFC3261] [I CE-SIP-SDP].

[ RFC7825] defines an I CE usage for the Real -Tine Stream ng Protocol
(RTSP). Note, however, that the | CE usage is based on RFC 5245.

4. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this document are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB174] when, and only when, they appear in all
capitals, as shown here.

Readers need to be faniliar with the term nol ogy defined in [ RFC5389]
and NAT Behavioral requirenents for UDP [ RFC4787].
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This specification nakes use of the follow ng additional term nology:

| CE Session: An |ICE session consists of all ICE-related actions
starting with the candi date gathering, followed by the
i nteractions (candi date exchange, connectivity checks,
nom nati ons, and keepalives) between the ICE agents until all the
candi dates are released or an ICE restart is triggered.

| CE Agent, Agent: An |ICE agent (sonetines sinply referred to as an
"agent") is the protocol inplenentation involved in the ICE
candi dat e exchange. There are two agents involved in a typica
candi dat e exchange

Initiating Peer, Initiating Agent, Initiator: An initiating agent is
an | CE agent that initiates the | CE candi date exchange process.

Respondi ng Peer, Respondi ng Agent, Responder: A responding agent is
an | CE agent that receives and responds to the candi date exchange
process initiated by the initiating agent.

| CE Candi dat e Exchange, Candi date Exchange: The process where | CE
agents exchange information (e.g., candi dates and passwords) that
is needed to performICE. O fer/Answer with SDP encodi ng
[ RFC3264] is one exanple of a protocol that can be used for
exchangi ng the candi date infornation.

Peer: Fromthe perspective of one of the |ICE agents in a session,
its peer is the other agent. Specifically, fromthe perspective
of the initiating agent, the peer is the responding agent. From
t he perspective of the responding agent, the peer is the
initiating agent.

Transport Address: The conbination of an |IP address and the
transport protocol (such as UDP or TCP) port.

Data, Data Stream Data Session: Wwen ICE is used to set up data
sessions, the data is transported using sone protocol. Mdiais
usual ly transported over RTP, conposed of a stream of RTP packets.
Data session refers to data packets that are exchanged between the
peer on the path created and tested with I CE

Candi date, Candidate Infornmation: A transport address that is a
potential point of contact for receipt of data. Candidates al so
have properties -- their type (server reflexive, relayed, or
host), priority, foundation, and base.
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Conmponent: A conponent is a piece of a data stream A data stream
may require nultiple conponents, each of which has to work in
order for the data streamas a whole to work. For RTP/RTCP data
streams, unless RTP and RTCP are nultiplexed in the same port,
there are two conponents per data stream-- one for RTP, and one
for RTCP. A conponent has a candi date pair, which cannot be used
by ot her conponents.

Host Candi date: A candidate obtained by binding to a specific port
froman I P address on the host. This includes |IP addresses on
physi cal interfaces and | ogical ones, such as ones obtained
t hr ough VPNs.

Server - Ref |l exi ve Candi date: A candi date whose | P address and port
are a binding allocated by a NAT for an | CE agent after it sends a
packet through the NAT to a server, such as a STUN server.

Peer - Ref | exi ve Candi date: A candi date whose | P address and port are
a binding allocated by a NAT for an | CE agent after it sends a
packet through the NAT to its peer

Rel ayed Candi date: A candidate obtained froma relay server, such as
a TURN server.

Base: The transport address that an | CE agent sends fromfor a
particul ar candidate. For host, server-reflexive, and peer-
refl exi ve candi dates, the base is the same as the host candidate.
For rel ayed candi dates, the base is the sane as the rel ayed
candidate (i.e., the transport address used by the TURN server to
send from.

Rel ated Address and Port: A transport address related to a
candi date, which is useful for diagnostics and other purposes. |If
a candidate is server or peer reflexive, the related address and

port is equal to the base for that server or peer-reflexive

candidate. |If the candidate is relayed, the related address and
port are equal to the mapped address in the Allocate response that
provided the client with that relayed candidate. |f the candi date

is a host candidate, the related address and port is identical to
t he host candi date.

Foundation: An arbitrary string used in the freezing algorithmto
group simlar candidates. It is the sane for two candi dates that
have the sane type, base |P address, protocol (UDP, TCP, etc.),
and STUN or TURN server. |f any of these are different, then the
foundation will be different.
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Local Candidate: A candidate that an | CE agent has obtai ned and nmay
send to its peer.

Renmot e Candi date: A candidate that an | CE agent received fromits
peer.

Default Destination/Candidate: The default destination for a
component of a data streamis the transport address that would be
used by an I CE agent that is not |ICE aware. A default candi date
for a conponent is one whose transport address matches the default
destination for that conponent.

Candidate Pair: A pair containing a local candidate and a renote
candi dat e.

Check, Connectivity Check, STUN Check: A STUN Binding request for
t he purpose of verifying connectivity. A check is sent fromthe
base of the local candidate to the renote candi date of a candi date
pair.

Checklist: An ordered set of candidate pairs that an | CE agent wll
use to generate checks.

O dinary Check: A connectivity check generated by an I CE agent as a
consequence of a tiner that fires periodically, instructing it to
send a check.

Triggered Check: A connectivity check generated as a consequence of
the recei pt of a connectivity check fromthe peer

Valid Pair: A candidate pair whose |ocal candidate equal s the napped
address of a successful connectivity-check response and whose
renote candi date equal s the destination address to which the
connectivity-check request was sent.

Valid List: An ordered set of candidate pairs for a data streamthat
have been validated by a successful STUN transaction.

Checklist Set: The ordered list of all checklists. The order is
determ ned by each | CE usage

Full Inplenentation: An ICE inplenentation that perforns the
compl ete set of functionality defined by this specification
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Lite Inplenentation: An ICE inplenentation that onits certain
functions, inplenenting only as nuch as is necessary for a peer
that is not alite inplenentation to gain the benefits of ICE
Lite inplenentations do not maintain any of the state machi nes and
do not generate connectivity checks.

Controlling Agent: The |ICE agent that noninates a candi date pair.
In any session, there is always one controlling agent and one
controll ed agent.

Controlled Agent: The ICE agent that waits for the controlling agent
to nom nate a candi date pair.

Nom nation: The process of the controlling agent indicating to the
controll ed agent which candidate pair the |CE agents will use for
sendi ng and receiving data. The nom nation process defined in
this specification was referred to as "regular nom nation"” in RFC
5245. The nonination process that was referred to as "aggressive
nom nation" in RFC 5245 has been deprecated in this specification

Nomi nat ed, Noninated Flag: Once the nomination of a candidate pair
has succeeded, the candidate pair has become nom nated, and the

value of its nomnated flag is set to true

Sel ected Pair, Selected Candidate Pair: The candidate pair used for
sendi ng and receiving data for a conponent of a data streamis
referred to as the "selected pair". Before selected pairs have
been produced for a data stream any valid pair associated with a
component of a data stream can be used for sending and receiving
data for the conponent. Once there are nominated pairs for each
conmponent of a data stream the nominated pairs becone the
selected pairs for the data stream The candi dates associ at ed
with the selected pairs are referred to as "sel ected candi dat es"

Usi ng Protocol, |ICE Usage: The protocol that uses |ICE for NAT

traversal. A usage specification defines the protocol-specific
details on how the procedures defined here are applied to that
pr ot ocol

Timer Ta: The timer for generating new STUN or TURN transactions.

Timer RTO (Retransmission Tineout): The retransmssion tiner for a
gi ven STUN or TURN transaction.
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5. I CE Candi date Gat hering and Exchange

As part of |CE processing, both the initiating and respondi ng agents
gat her candi dates, prioritize and elimnate redundant candi dates, and
exchange candidate information with the peer as defined by the using
protocol (I1CE usage). Specifics of the candidate-encodi ng nechani sm
and the semantics of candidate informati on exchange is out of scope
of this specification

5.1. Full Inplenmentation
5.1.1. Gathering Candi dates

An | CE agent gathers candi dates when it believes that comunication
isinminent. An initiating agent can do this based on a user
interface cue or on an explicit request to initiate a session. Every
candi date has a transport address. It also has a type and a base.
Four types are defined and gathered by this specification -- host
candi dat es, server-reflexive candi dates, peer-reflexive candi dates,
and rel ayed candi dates. The server-reflexive candi dates are gat hered
using STUN or TURN, and relayed candi dates are obtai ned through TURN.
Peer-refl exive candi dates are obtained in |ater phases of ICE as a
consequence of connectivity checks.

The process for gathering candi dates at the respondi ng agent is
identical to the process for the initiating agent. It is RECOMMENDED
that the respondi ng agent begin this process imediately on receipt

of the candidate information, prior to alerting the user of the
application associated with the | CE session

5.1.1.1. Host Candi dates

Host candi dates are obtained by binding to ports on an | P address
attached to an interface (physical or virtual, including VPN
i nterfaces) on the host.

For each conponent of each data streamthe | CE agent w shes to use

t he agent SHOULD obtain a candidate on each I P address that the host
has, with the exceptions listed below The agent obtains each

candi date by binding to a UDP port on the specific IP address. A
host candi date (and i ndeed every candidate) is always associated with
a specific conponent for which it is a candidate.

Each conponent has an ID assigned to it, called the "conponent |D".
For RTP/ RTCP data streans, unless both RTP and RTCP are multipl exed
in the same UDP port (RTP/RTCP nultiplexing), the RTP itself has a
component 1D of 1, and RTCP has a component ID of 2. 1In case of RTP/
RTCP nmul tipl exing, a conponent ID of 1 is used for both RTP and RTCP
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When candi dates are obtained, unless the agent knows for sure that
RTP/ RTCP nul tiplexing will be used (i.e., the agent knows that the

ot her agent also supports, and is willing to use, RTP/RTCP

mul ti pl exing), or unless the agent only supports RTP/ RTCP

mul ti pl exi ng, the agent MJST obtain a separate candi date for RTCP

If an agent has obtained a candidate for RTCP, and ends up using RTP/
RTCP nul tipl exi ng, the agent does not need to perform connectivity
checks on the RTCP candi date. Absence of a conponent ID 2 as such
does not inmply use of RTCP/RTP multiplexing, as it could al so nean
that RTCP is not used.

If an agent is using separate candidates for RTP and RTCP, it will
end up with 2*K host candidates if an agent has K | P addresses.

Note that the responding agent, when obtaining its candidates, wll
typically know if the other agent supports RTP/RTCP multiplexing, in
which case it will not need to obtain a separate candi date for RTCP
However, absence of a conponent ID 2 as such does not inply use of
RTCP/ RTP nul tiplexing, as it could also nmean that RTCP is not used.

The use of mnultiple conponents, other than for RTP/RTCP streans, is
di scouraged as it increases the conplexity of |ICE processing. |If
mul ti pl e conponents are needed, the conponent |Ds SHOULD start with 1
and increase by 1 for each conponent.

The base for each host candidate is set to the candidate itself.

The host candi dates are gathered fromall |P addresses with the
foll owi ng exceptions:

0 Addresses froma | oopback interface MJST NOT be included in the
candi dat e addr esses.

0 Deprecated | Pv4-conpatible | Pv6 addresses [ RFC4291] and | Pv6 site-
| ocal uni cast addresses [RFC3879] MJST NOT be included in the
addr ess candi dat es.

0 | Pv4-mapped | Pv6 addresses SHOULD NOT be included in the address
candi dat es unl ess the application using | CE does not support |Pv4
(i.e., it is an IPv6-only application [ RFC4038]).

o |f gathering one or nore host candi dates that correspond to an
| Pv6 address that was generated using a nmechani smthat prevents
| ocation tracking [ RFC7721], host candi dates that correspond to
| Pv6 addresses that do allow | ocation tracking, are configured on
the sane interface, and are part of the sane network prefix MJST
NOT be gathered. Similarly, when host candi dates corresponding to
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an | Pv6 address generated using a nechanismthat prevents |ocation
tracking are gathered, then host candidates corresponding to | Pv6
Iink-1ocal addresses [RFC4291] MJST NOT be gat hered.

The 1 Pv6 default address selection specification [RFC6724] specifies
that tenporary addresses [RFC4941] are to be preferred over pernanent
addr esses.

5.1.1.2. Server-Reflexive and Rel ayed Candi dat es

An | CE agent SHOULD gat her server-reflexive and rel ayed candi dates.
However, use of STUN and TURN servers nmy be unnecessary in certain
networ ks and use of TURN servers nay be expensive, so sone

depl oynents nay elect not to use them |If an agent does not gather
server-reflexive or relayed candidates, it is RECOWENDED that the
functionality be inplenented and just disabled through configuration
so that it can be re-enabled through configuration if conditions
change in the future

The agent pairs each host candidate with the STUN or TURN servers
with which it is configured or has discovered by sone neans. It is
RECOMVENDED t hat a domai n name be configured, the DNS procedures in
[ RFC5389] (using SRV records with the "stun" service) be used to

di scover the STUN server, and the DNS procedures in [RFC5766] (using
SRV records with the "turn" service) be used to discover the TURN
server.

When mul tiple STUN or TURN servers are available (or when they are

| earned through DNS records and nmultiple results are returned), the
agent MAY gat her candidates for all of them and SHOULD gat her

candi dates for at |east one of them (one STUN server and one TURN
server). It does so by pairing host candidates with STUN or TURN
servers, and for each pair, the agent sends a Binding or Allocate
request to the server fromthe host candidate. Binding requests to a
STUN server are not authenticated, and any ALTERNATE- SERVER attri bute
in a response is ignored. Agents MJST support the backwards-
conpatibility node for the Binding request defined in [ RFC5389].

Al l ocate requests SHOULD be aut henticated using a | ong-term
credential obtained by the client through sonme other neans.

The gathering process is controlled using a timer, Ta. Every time Ta
expires, the agent can generate another new STUN or TURN transaction
This transaction can be either a retry of a previous transaction that
failed with a recoverable error (such as authentication failure) or a
transaction for a new host candidate and STUN or TURN server pair.
The agent SHOULD NOT generate transactions nore frequently than once
per each ta expiration. See Section 14 for guidance on how to set Ta
and the STUN retransnit tiner, RTO
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The agent will receive a Binding or Allocate response. A successfu
Al'l ocate response will provide the agent with a server-reflexive
candi date (obtained fromthe mapped address) and a rel ayed candi date
in the XOR- RELAYED- ADDRESS attribute. |If the Allocate request is
rejected because the server |acks resources to fulfill it, the agent
SHOULD i nstead send a Binding request to obtain a server-reflexive
candidate. A Binding response will provide the agent with only a
server-refl exive candidate (al so obtained fromthe napped address).
The base of the server-reflexive candidate is the host candidate from
which the Allocate or Binding request was sent. The base of a

rel ayed candidate is that candidate itself. |If a relayed candidate
is identical to a host candi date (which can happen in rare cases),
the rel ayed candi date MJUST be di scarded.

If an I Pv6-only agent is in a network that utilizes NAT64 [ RFC6146]
and DNS64 [ RFC6147] technologies, it may al so gather |Pv4 server-
refl exive and/or relayed candi dates from | Pv4-only STUN or TURN
servers. |Pv6-only agents SHOULD al so utilize I Pv6 prefix discovery
[ RFC7050] to discover the IPv6 prefix used by NAT64 (if any) and
generate server-reflexive candidates for each IPv6-only interface,
accordingly. The NAT64 server-reflexive candidates are prioritized
like I Pv4d server-reflexive candi dates.

5.1.1.3. Conputing Foundations

The | CE agent assigns each candidate a foundation. Two candi dates
have the sane foundati on when all of the following are true:

o They have the sane type (host, relayed, server reflexive, or peer
reflexive).

0 Their bases have the sane | P address (the ports can be different).

o For reflexive and rel ayed candi dates, the STUN or TURN servers
used to obtain them have the sane | P address (the I P address used
by the agent to contact the STUN or TURN server).

0 They were obtained using the sane transport protocol (TCP, UDP).

Simlarly, two candi dates have different foundations if their types
are different, their bases have different |IP addresses, the STUN or
TURN servers used to obtain them have different |IP addresses (the IP
addresses used by the agent to contact the STUN or TURN server), or
their transport protocols are different.
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5.1.1.4. Keeping Candi dates Alive

Once server-reflexive and rel ayed candi dates are allocated, they MJST
be kept alive until |CE processing has conpleted, as described in
Section 8.3. For server-reflexive candi dates |earned through a

Bi ndi ng request, the bindings MJST be kept alive by additiona

Bi ndi ng requests to the server. Refreshes for allocations are done
using the Refresh transaction, as described in [RFC5766]. The
Refresh requests will also refresh the server-reflexive candidate

Host candi dates do not tinme out, but the candi date addresses may
change or di sappear for a nunber of reasons. An |CE agent SHOULD
nonitor the interfaces it uses, invalidate candi dates whose base has
gone away, and acquire new candi dates as appropriate when new I P
addresses (on new or currently used interfaces) appear

5.1.2. Prioritizing Candi dates

The prioritization process results in the assignnent of a priority to
each candi date. Each candidate for a data stream MJST have a uni que
priority that MJST be a positive integer between 1 and (2**31 - 1).
This priority will be used by ICE to determ ne the order of the
connectivity checks and the relative preference for candi dates.

Hi gher-priority values give nore priority over |ower val ues

An | CE agent SHOULD conpute this priority using the fornula in
Section 5.1.2.1 and choose its paraneters using the guidelines in
Section 5.1.2.2. If an agent elects to use a different fornula, |ICE
may take |onger to converge since the agents will not be coordinated
in their checks.

The process for prioritizing candidates is conmobn across the
initiating and the respondi ng agent.

5.1.2.1. Recommended Formul a

The recomended fornula conbines a preference for the candi date type
(server reflexive, peer reflexive, relayed, and host), a preference
for the I P address for which the candi date was obtained, and a
component 1D using the follow ng formul a:

priority = (2724)*(type preference) +
(2"8)*(l ocal preference) +
(2"0) *(256 - conponent |D)

The type preference MIST be an integer fromO (lowest preference) to

126 (hi ghest preference) inclusive, MJIST be identical for al
candi dates of the sanme type, and MJST be different for candidates of
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different types. The type preference for peer-reflexive candi dates
MJUST be hi gher than that of server-reflexive candidates. Setting the
value to 0 neans that candidates of this type will only be used as a
| ast resort. Note that candi dates gathered based on the procedures
of Section 5.1.1 will never be peer-reflexive candi dates; candi dates
of this type are learned fromthe connectivity checks perforned by

| CE.

The | ocal preference MIST be an integer fromO (lowest preference) to
65535 (highest preference) inclusive. Wen there is only a single IP
address, this value SHOULD be set to 65535. |If there are multiple
candi dates for a particular conponent for a particular data stream
that have the sane type, the |ocal preference MJST be uni que for each
one. |If an ICE agent is dual stack, the |ocal preference SHOULD be
set according to the current best practice described in [ RFC8421].

The conponent I D MJST be an integer between 1 and 256 incl usive.
5.1.2.2. @uidelines for Choosing Type and Local Preferences

The RECOMMENDED val ues for type preferences are 126 for host
candi dates, 110 for peer-reflexive candi dates, 100 for server-
refl exi ve candi dates, and O for relayed candi dates.

If an I CE agent is nultihoned and has nmultiple |IP addresses, the
recomendations in [ RFC8421] SHOULD be followed. If multiple TURN
servers are used, local priorities for the candi dates obtained from
the TURN servers are chosen in a simlar fashion as for nultihoned

| ocal candidates: the local preference value is used to indicate a
preference anong different servers, but the preference MJST be uni que
for each one.

Wien choosing type preferences, agents nmay take into account factors
such as | atency, packet |oss, cost, network topol ogy, security,
privacy, and ot hers.

5.1.3. Elimnating Redundant Candi dates

Next, the I CE agents (initiating and responding) elininate redundant
candi dates. Two candi dates can have the sane transport address yet

di fferent bases, and these would not be considered redundant.
Frequently, a server-reflexive candidate and a host candidate will be
redundant when the agent is not behind a NAT. A candidate is
redundant if and only if its transport address and base equal those
of another candidate. The agent SHOULD elim nate the redundant
candidate with the lower priority.
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5.2. Lite Inplenentation Procedures

Lite inmplenentations only utilize host candi dates. For each IP
address, independent of an IP address famly, there MJST be zero or
one candidate. Wth the lite inplenentation, |ICE cannot be used to
dynani cal | y choose anobngst candi dates. Therefore, including nore
than one candidate froma particular IP address famly is NOT
RECOMVENDED, since only a connectivity check can truly determ ne
whet her to use one address or the other. Instead, it is RECOVWENDED
that agents that have nmultiple public I P addresses run full ICE

i npl ementations to ensure the best usage of its addresses.

Each conponent has an ID assigned to it, called the "conponent |D".
For RTP/ RTCP data streans, unless RTCP is nultiplexed in the sane
port with RTP, the RTP itself has a conmponent ID of 1 and RTCP a
component ID of 2. If an agent is using RTCP without multiplexing,

it MIUST obtain candidates for it. However, absence of a conponent ID
2 as such does not inply use of RTCP/RTP nultiplexing, as it could

al so mean that RTCP is not used.

Each candi date is assigned a foundation. The foundati on MJST be
different for two candidates allocated fromdifferent |IP addresses;
otherwise, it MIST be the sane. A sinple integer that increments for
each | P address will suffice. |In addition, each candi date MJST be
assigned a unique priority anongst all candidates for the sane data
stream If the fornmula in Section 5.1.2.1 is used to calculate the
priority, the type preference value SHOULD be set to 126. |If a host
is IPv4d only, the local preference value SHOULD be set to 65535. |If
a host is IPv6 or dual stack, the local preference value SHOULD be
set to the precedence value for | P addresses described in RFC 6724

[ RFC6724] .

Next, an agent chooses a default candidate for each conponent of each

data stream If a host is IPv4 only, there would only be one
candi date for each conponent of each data stream therefore, that
candidate is the default. |If a host is IPv6 only, the default

candidate would typically be a globally scoped | Pv6 address. Dual -
stack hosts SHOULD al | ow configuration whether |Pv4 or IPv6 is used
for the default candidate, and the configuration needs to be based on
which one its adninistrator believes has a higher chance of success
in the current network environnent.

The procedures in this section are comon across the initiating and
respondi ng agents.
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5.3. Exchangi ng Candi date |Information

| CE agents (initiating and responding) need the follow ng infornmation
about candi dates to be exchanged. Each |ICE usage MJIST define how the
information is exchanged with the using protocol. This section
describes the information that needs to be exchanged.

Candi dat es: One or nore candi dates. For each candi date:

Address: The I P address and transport protocol port of the
candi dat e.

Transport: The transport protocol of the candidate. This MAY be
omtted if the using protocol only runs over a single transport
pr ot ocol

Foundation: A sequence of up to 32 characters.

Component I D: The conponent |ID of the candidate. This MAY be
omtted if the using protocol does not use the concept of
conponent s.

Priority: The 32-bit priority of the candidate.
Type: The type of the candidate.

Rel at ed Address and Port: The related IP address and port of the
candi date. These MAY be onmitted or set to invalid values if
the agent does not want to reveal them e.g., for privacy
reasons.

Extensibility Paraneters: The using protocol might define nmeans
for adding new per-candidate | CE paraneters in the future.

Lite or Full: Whet her the agent is a lite agent or full agent.

Connecti vity-Check Pacing Value: The pacing value for connectivity
checks that the agent wi shes to use. This MAY be onitted if the
agent wishes to use a defined default val ue.

User name Fragnent and Password: Values used to perform connectivity
checks. The val ues MJUST be unguessable, with at |east 128 bits of
random nunmber generator output used to generate the password, and
at least 24 bits of output to generate the usernane fragnent.

Extensi ons: New nedi a-stream or session-level attributes (ICE
options).
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If the using protocol is vulnerable to, and able to detect, |ICE
m smatch (Section 5.4), a way is needed for the detecting agent to
convey this information to its peer. It is a boolean flag.

The using protocol may (or may not) need to deal w th backwards
conpatibility with older inplenentations that do not support ICE If
a fallback mechanismto non-1CE is supported and is being used, then
presumably the using protocol provides a way of conveying the default
candidate (its I P address and port) in addition to the |ICE

par anet er s

Once an agent has sent its candidate information, it MJST be prepared
to receive both STUN and data packets on each candi date. As

di scussed in Section 12.1, data packets can be sent to a candi date
prior to its appearance as the default destination for data.

5. 4. | CE M smat ch

Certai n m ddl eboxes, such as ALGs, can alter signaling information in
ways that break ICE (e.g., by rewiting IP addresses in SDP). This
is referred to as "ICE nismatch". |If the using protocol is

vul nerable to I CE mismatch, the respondi ng agent needs to be able to
detect it and informthe peer |ICE agent about the |ICE m smatch.

Each using protocol needs to define whether the using protocol is
vul nerable to I CE mismatch, how I CE nmismatch is detected, and whet her
specific actions need to be taken when I CE m snmatch i s detected.

6. | CE Candi date Processing

Once an | CE agent has gathered its candi dates and exchanged
candidates with its peer (Section 5), it will deternine its own role.
In addition, full inplementations will form checklists and begin
perform ng connectivity checks with the peer.

6.1. Procedures for Full Inplenentation
6.1.1. Deternining Role

For each session, each ICE agent (initiating and respondi ng) takes on
arole. There are two roles -- controlling and controlled. The
controlling agent is responsible for the choice of the fina

candi date pairs used for communications. The sections bel ow describe
in detail the actual procedures followed by controlling and
control | ed agents.
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The rules for deternining the role and the inpact on behavior are as
fol | ows:

Both agents are full: The initiating agent that started the ICE
processing MIJST take the controlling role, and the other MJST take
the controlled role. Both agents will formchecklists, run the
| CE state nmachi nes, and generate connectivity checks. The
controlling agent will execute the logic in Section 8.1 to
nom nate pairs that will beconme (if the connectivity checks
associ ated with the nom nati ons succeed) the selected pairs, and
then both agents end I CE as described in Section 8.1.2.

One agent full, one lite: The full agent MJUST take the controlling
role, and the lite agent MJST take the controlled role. The ful
agent will formchecklists, run the I CE state nachi nes, and
generate connectivity checks. That agent will execute the logic
in Section 8.1 to nomnate pairs that will beconme (if the
connectivity checks associated with the nom nations succeed) the
selected pairs and use the logic in Section 8.1.2 to end ICE. The
lite inplementation will just listen for connectivity checks,
recei ve them and respond to them and then conclude |ICE as
described in Section 8.2. For the lite inplenmentation, the state
of 1 CE processing for each data streamis considered to be
Runni ng, and the state of ICE overall is Running.

Both lite: The initiating agent that started the | CE processi ng MJST
take the controlling role, and the other MJST take the controlled
role. In this case, no connectivity checks are ever sent.

Rat her, once the candi dates are exchanged, each agent perforns the
processing described in Section 8 without connectivity checks. It
is possible that both agents will believe they are controlled or
controlling. In the latter case, the conflict is resolved through
glare detection capabilities in the signaling protocol enabling

t he candi date exchange. The state of |CE processing for each data
streamis considered to be Running, and the state of |CE overal

i s Runni ng.

Once the roles are determined for a session, they persist throughout
the lifetime of the session. The roles can be redeterm ned as part
of an ICE restart (Section 9), but an I CE agent MJST NOT redeterm ne
the role as part of an ICE restart unless one or nore of the
following criteria is fulfilled:

Ful | becones lite: |If the controlling agent is full, and switches to

lite, the roles MIST be redeternined if the peer agent is also
full
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Role conflict: |If the ICE restart causes a role conflict, the roles
nm ght be redeternined due to the role conflict procedures in
Section 7.3.1.1.

NOTE: There are certain Third Party Call Control (3PCC) [RFC3725]
scenarios where an ICE restart mght cause a role conflict.

NOTE: The agents need to inform each other whether they are full or
lite before the roles are deternmined. The nechanismfor that is
specific to the signaling protocol and outside the scope of the
docunent .

An agent MJST accept if the peer initiates a redeterm nation of the
roles even if the criteria for doing so are not fulfilled. This can
happen if the peer is conpliant with RFC 5245.

6.1.2. Forming the Checklists

There is one checklist for each data stream To forma checkli st,
initiating and responding | CE agents form candi date pairs, conpute
pair priorities, order pairs by priority, prune pairs, renove |ower-
priority pairs, and set checklist states. |If candidates are added to
a checklist (e.g., due to detection of peer-reflexive candi dates),
the agent will re-performthese steps for the updated checklist.

6.1.2.1. Checklist State

Each checklist has a state, which captures the state of |CE checks
for the data stream associated with the checklist. The states are:

Runni ng: The checklist is neither Conpleted nor Failed yet.
Checklists are initially set to the Running state.

Compl eted: The checklist contains a nom nated pair for each
component of the data stream

Fail ed: The checklist does not have a valid pair for each conponent
of the data stream and all of the candidate pairs in the
checklist are in either the Failed or the Succeeded state. In
other words, at |east one conponent of the checklist has candi date
pairs that are all in the Failed state, which neans the conponent
has failed, which nmeans the checklist has failed.

6.1.2.2. Forming Candidate Pairs
The |1 CE agent pairs each | ocal candidate with each renote candi date

for the sanme conponent of the sane data streamw th the sanme IP
address famly. It is possible that sonme of the |ocal candi dates
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won't get paired with renote candi dates, and sonme of the renote

candi dates won't get paired with |ocal candidates. This can happen
if one agent doesn’t include candidates for all of the conmponents for
a data stream |If this happens, the nunmber of conponents for that
data streamis effectively reduced and is considered to be equal to
the m ni num across both agents of the maxi num conponent |D provided
by each agent across all conponents for the data stream

In the case of RTP, this would happen when one agent provides

candi dates for RTCP, and the other does not. As another exanple, the
initiating agent can multiplex RTP and RTCP on the sane port

[ RFC5761] . However, since the initiating agent doesn’t know if the
peer agent can perform such nultiplexing, it includes candidates for
RTP and RTCP on separate ports. |f the peer agent can perform such
mul tiplexing, it would include just a single conponent for each
candidate -- for the combined RTP/RTCP nmux. |CE would end up acting
as if there was just a single conponent for this candi date.

Wth IPv6, it is conmon for a host to have nmultiple host candi dates
for each interface. To keep the anobunt of resulting candidate pairs
reasonabl e and to avoid candidate pairs that are highly unlikely to
work, 1Pv6 Iink-local addresses MJUST NOT be paired with other than
i nk-1ocal addresses.

The candi date pairs whose | ocal and renote candi dates are both the
default candidates for a particular conponent is called the "default
candidate pair" for that conponent. This is the pair that would be
used to transnmt data if both agents had not been | CE aware.
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Figure 5 shows the properties of and rel ati onshi ps between transport
addresses, candi dates, candi date pairs, and checklists.
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Fi gure 5: Conceptual Diagram of a Checkli st

Keranen, et al. St andards Track [ Page 30]



RFC 8445 I CE July 2018

6.1.2.3. Conputing Pair Priority and Ordering Pairs

The | CE agent conputes a priority for each candidate pair. Let G be
the priority for the candi date provided by the controlling agent.

Let D be the priority for the candidate provided by the controlled
agent. The priority for a pair is conputed as foll ows:

pair priority = 2"32*MN(G D) + 2*MAX(G D) + (G&D?1:0)

The agent sorts each checklist in decreasing order of candidate pair
priority. If two pairs have identical priority, the ordering anmongst
themis arbitrary.

6.1.2.4. Pruning the Pairs

This sorted list of candidate pairs is used to determ ne a sequence
of connectivity checks that will be performed. Each check involves
sending a request froma local candidate to a renote candi date.

Since an | CE agent cannot send requests directly froma reflexive
candi date (server reflexive or peer reflexive), but only fromits
base, the agent next goes through the sorted list of candidate pairs.
For each pair where the local candidate is reflexive, the candidate
MUST be replaced by its base.

The agent prunes each checklist. This is done by renoving a
candidate pair if it is redundant with a higher-priority candi date
pair in the same checklist. Two candidate pairs are redundant if
their local candi dates have the sanme base and their renpte candi dates
are identical. The result is a sequence of ordered candidate pairs,
called the "checklist" for that data stream

6.1.2.5. Renoving Lower-Priority Pairs

In order to limt the attacks described in Section 19.5.1, an ICE
agent MUST limt the total nunber of connectivity checks the agent
perforns across all checklists in the checklist set. This is done by
limting the total nunmber of candidate pairs in the checklist set.
The default lint of candidate pairs for the checklist set is 100,

but the value MJUST be configurable. The linmt is enforced by, within
in each checklist, discarding lower-priority candidate pairs unti

the total number of candidate pairs in the checklist set is smaller
than the Iimt value. The discardi ng SHOULD be done evenly so that

t he nunber of candidate pairs in each checklist is reduced the sane
amount .

It is RECOWENDED that a lower-limt value than the default is picked

when possible, and that the value is set to the maxi num nunber of
pl ausi bl e candi date pairs that nmight be created in an actua
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depl oynent configuration. The requirenent for configuration is neant
to provide a tool for fixing this value in the field if, once
depl oyed, it is found to be problematic.

6.1.2.6. Conputing Candi date Pair States
Each candidate pair in the checklist has a foundation (the
conbi nation of the foundations of the local and renpte candidates in
the pair) and one of the follow ng states:

Waiting: A check has not been sent for this pair, but the pair is
not Frozen.

I n-Progress: A check has been sent for this pair, but the
transaction is in progress.

Succeeded: A check has been sent for this pair, and it produced a
successful result.

Failed: A check has been sent for this pair, and it failed (a
response to the check was never received, or a failure response
was received).

Frozen: A check for this pair has not been sent, and it cannot be
sent until the pair is unfrozen and noved into the Waiting state.
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Pai rs nove between states as shown in Figure 6.
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Figure 6: Pair State Finite State Machi ne (FSM
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The initial states for each pair in a checklist are conputed by
performng the followi ng sequence of steps:

1

The checklists are placed in an ordered list (the order is
determ ned by each | CE usage), called the "checklist set”.

The I CE agent initially places all candidate pairs in the Frozen
state.

The agent sets all of the checklists in the checklist set to the
Runni ng state.

For each foundation, the agent sets the state of exactly one
candidate pair to the Waiting state (unfreezing it). The

candi date pair to unfreeze is chosen by finding the first

candi date pair (ordered by the | owest conponent ID and then the
hi ghest priority if conponent IDs are equal) in the first
checklist (according to the usage-defined checklist set order)
that has that foundation.

NOTE: The procedures above are different from RFC 5245, where only
candidate pairs in the first checklist were initially placed in the
Waiting state. Now it applies to candidate pairs in the first
checklist that have that foundation, even if the checklist is not the
first one in the checklist set.

The table below illustrates an exanple.
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Tabl e | egend:

Each row (mL, nR2,...) represents a checklist associated with a
data stream ml represents the first checklist in the checklist
set.

Each colum (f1, f2,...) represents a foundation. Every candi date

pair within a given columm share the sane foundation
f-cp represents a candidate pair in the Frozen state.
W-cp represents a candidate pair in the Wiiting state.

1. The agent sets all of the pairs in the checklist set to the
Frozen state.

m | f-cp f-cp f-cp
|
m | f-cp f-cp f-cp f-cp
|
| f-cp f-cp

2. For each foundation, the candidate pair with the | ownest
component IDis placed in the Waiting state, unless a
candi date pair associated with the same foundati on has
al ready been put in the Waiting state in one of the
ot her exam ned checklists in the checklist set.

m | wcp Wcp Wwcp
|
n | f-cp f-cp f-cp wecp
|
| f-cp W-Cp

Table 1: Pair State Exanple

In the first checklist (ml), the candidate pair for each foundation
is placed in the Waiting state, as no pairs for the sane foundations
have yet been placed in the Waiting state.

In the second checklist (nm2), the candidate pair for foundation f4 is

placed in the Waiting state. The candidate pair for foundations f1,
f2, and f3 are kept in the Frozen state, as candidate pairs for those
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foundati ons have already been placed in the Waiting state (within
checklist ntl).

In the third checklist (nB), the candidate pair for foundation f5 is
placed in the Waiting state. The candidate pair for foundation f1l is
kept in the Frozen state, as a candidate pair for that foundation has
al ready been placed in the Waiting state (within checklist nl).

Once each checklist have been processed, one candidate pair for each
foundation in the checklist set has been placed in the Waiting state.

6.1.3. |ICE State

The | CE agent has a state deternmined by the state of the checklists.
The state is Conpleted if all checklists are Conpleted, Failed if all
checklists are Failed, or Running otherw se.

6.1.4. Scheduling Checks
6.1.4.1. Triggered-Check Queue

Once the I CE agent has conputed the checklists and created the
checklist set, as described in Section 6.1.2, the agent will begin
perform ng connectivity checks (ordinary and triggered). For
triggered connectivity checks, the agent nmintains a FlIFO queue for
each checklist, referred to as the "triggered-check queue", which
contai ns candidate pairs for which checks are to be sent at the next
avai l abl e opportunity. The triggered-check queue is initially enpty.

6.1.4.2. Perform ng Connectivity Checks

The generation of ordinary and triggered connectivity checks is
governed by tiner Ta. As soon as the initial states for the
candidate pairs in the checklist set have been set, a check is
performed for a candidate pair within the first checklist in the
Running state, follow ng the procedures in Section 7. After that,
whenever Ta fires the next checklist in the Running state in the
checklist set is picked, and a check is perforned for a candi date
within that checklist. After the last checklist in the Running state
in the checklist set has been processed, the first checklist is

pi cked again, etc.
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Whenever Ta fires, the |ICE agent will performa check for a candidate
pair within the checklist that was picked by performng the follow ng
st eps:

1. If the triggered-check queue associated with the checkli st
contains one or nore candidate pairs, the agent renoves the top
pair fromthe queue, perforns a connectivity check on that pair,
puts the candidate pair state to In-Progress, and aborts the
subsequent st eps.

2. If there is no candidate pair in the Waiting state, and if there
are one or nore pairs in the Frozen state, the agent checks the
foundati on associated with each pair in the Frozen state. For a
gi ven foundation, if there is no pair (in any checklist in the
checklist set) in the Waiting or In-Progress state, the agent
puts the candidate pair state to Waiting and continues with the
next step.

3. If there are one or nore candidate pairs in the Waiting state,
the agent picks the highest-priority candidate pair (if there are
multiple pairs with the same priority, the pair with the | owest
component ID is picked) in the Waiiting state, performs a
connectivity check on that pair, puts the candidate pair state to
I n-Progress, and aborts the subsequent steps.

4. If this step is reached, no check could be perforned for the
checkl i st that was picked. So, without waiting for tiner Ta to
expire again, select the next checklist in the Running state and
return to step #1. If this happens for every single checklist in
the Running state, neaning there are no renai ning candi date pairs
to performconnectivity checks for, abort these steps.

Once the agent has picked a candidate pair for which a connectivity
check is to be perfornmed, the agent starts a check and sends the

Bi ndi ng request fromthe base associated with the |ocal candi date of
the pair to the renpte candidate of the pair, as described in
Section 7.2.4.

Based on | ocal policy, an agent MAY choose to termi nate performng
the connectivity checks for one or nore checklists in the checkli st
set at any time. However, only the controlling agent is allowed to
conclude I CE (Section 8).

To conpute the nessage integrity for the check, the agent uses the
renot e usernanme fragnment and password | earned fromthe candidate

i nformati on obtained fromits peer. The |ocal usernane fragnment is
known directly by the agent for its own candi date.
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6.2. Lite Inplenmentation Procedures

Lite inplenentations skip nbost of the steps in Section 6 except for
verifying the peer’s ICE support and determining its role in the |ICE
processi ng.

If the lite inplenentation is the controlling agent (which will only
happen if the peer ICE agent is also a lite inplementation), it

sel ects a candidate pair based on the ones in the candi date exchange
(for IPv4, there is only ever one pair) and then updates the peer
with the new candidate information reflecting that selection, if
needed (it is never needed for an |Pv4-only host).

7. Perform ng Connectivity Checks
This section describes how connectivity checks are perforned.

An | CE agent MJST be conpliant to [RFC5389]. A full inplenentation
acts both as a STUN client and a STUN server, while a lite

i mpl ementation only acts as a STUN server (as it does not generate
connectivity checks).

7.1. STUN Extensions

| CE extends STUN with the attributes: PRI ORITY, USE-CANDI DATE, | CE-
CONTRCLLED, and | CE- CONTROLLI NG, These attributes are formally
defined in Section 16.1. This section describes the usage of the
attributes.

The attributes are only applicable to I CE connectivity checks.
7.1.1. PRI ORI TY

The PRIORITY attribute MJST be included in a Binding request and be
set to the value conputed by the algorithmin Section 5.1.2 for the
| ocal candidate, but with the candidate type preference of peer-
refl exi ve candi dat es.

7.1.2. USE- CANDI DATE
The controlling agent MJST include the USE- CANDI DATE attribute in
order to nomi nate a candidate pair (Section 8.1.1). The controlled

agent MUST NOT include the USE- CANDI DATE attribute in a Binding
request.
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7.1.3. | CE- CONTROLLED and | CE- CONTROLLI NG

The controlling agent MJUST include the | CE-CONTRCLLING attribute in a
Bi ndi ng request. The controlled agent MJST include the | CE-
CONTROLLED attribute in a Binding request.

The content of either attribute is used as tiebreaker val ues when an
ICE role conflict occurs (Section 7.3.1.1).

7.2. STUN dient Procedures
7.2.1. Creating Pernissions for Relayed Candi dates

If the connectivity check is being sent using a relayed | oca
candidate, the client MIST create a permission first if it has not

al ready created one previously. It would have created one previously
if it had told the TURN server to create a perm ssion for the given
rel ayed candi date towards the | P address of the renpte candidate. To
create the perm ssion, the |ICE agent follows the procedures defined
in [RFC5766]. The permi ssion MJST be created towards the | P address
of the renote candidate. It is RECOWENDED that the agent defer
creation of a TURN channel until |1CE conpletes, in which case

perm ssions for connectivity checks are normally created using a
Creat ePerm ssion request. Once established, the agent MJST keep the
permi ssion active until |CE concl udes.

7.2.2. Forming Credentials

A connectivity-check Binding request MJUST utilize the STUN short-term
credential mechani sm

The usernanme for the credential is formed by concatenating the
usernanme fragnment provided by the peer with the usernane fragnment of
the |1 CE agent sending the request, separated by a colon (":").

The password is equal to the password provided by the peer

For exanpl e, consider the case where I1CE agent L is the initiating
agent and I CE agent R is the responding agent. Agent L included a
usernanme fragnment of LFRAG for its candidates and a password of
LPASS. Agent R provided a usernane fragment of RFRAG and a password
of RPASS. A connectivity check fromL to Rutilizes the usernane
RFRAG LFRAG and a password of RPASS. A connectivity check fromR to
L utilizes the usernane LFRAG RFRAG and a password of LPASS. The
responses utilize the sanme usernanes and passwords as the requests
(note that the USERNAME attribute is not present in the response).
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7.2.3. Diffserv Treatnent

If the agent is using Differentiated Services Code Point (DSCP)
mar ki ngs [ RFC2475] in data packets that it will send, the agent
SHOULD apply the sane markings to Binding requests and responses that
it will send.

If nmultiple DSCP narkings are used on the data packets, the agent
SHOULD choose one of them for use with the connectivity check.

7.2.4. Sending the Request

A connectivity check is generated by sending a Binding request from
t he base associated with a |local candidate to a renpte candi date.

[ RFC5389] describes how Bi ndi ng requests are constructed and
gener at ed.

Support for backwards conpatibility with RFC 3489 MJUST NOT be assuned
when perform ng connectivity checks. The FINGERPRI NT nmechani sm MUST
be used for connectivity checks.

7.2.5. Processing the Response

This section defines additional procedures for processing Binding
responses specific to | CE connectivity checks.

Wien a Binding response is received, it is correlated to the
correspondi ng Bi ndi ng request using the transaction |ID [ RFC5389],

whi ch then associates the response with the candi date pair for which
the Bi nding request was sent. After that, the response is processed
according to the procedures for a role conflict, a failure, or a
success, according to the procedures bel ow

7.2.5.1. Rol e Confli ct

If the Binding request generates a 487 (Role Conflict) error response
(Section 7.3.1.1), and if the |ICE agent included an | CE- CONTROLLED
attribute in the request, the agent MJST switch to the controlling
role. |If the agent included an | CE-CONTROLLI NG attribute in the
request, the agent MJUST switch to the controlled role.

Once the agent has switched its role, the agent MJST add the

candi dat e pair whose check generated the 487 error response to the
triggered-check queue associated with the checklist to which the pair
bel ongs, and set the candidate pair state to Waiting. Wen the
triggered connectivity check is later performed, the | CE- CONTROLLI NG
| CE- CONTROLLED attribute of the Binding request will indicate the
agent’s new role. The agent MJST change the tiebreaker val ue.
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NOTE: A role switch requires an agent to reconpute pair priorities
(Section 6.1.2.3), since the priority values depend on the role.

NOTE: A role switch will also inpact whether the agent is responsible
for nom nating candi date pairs, and whether the agent is responsible
for initiating the exchange of the updated candidate infornation with
the peer once ICE is concl uded.

7.2.5.2. Fai l ure

This section describes cases when the candidate pair state is set to
Fai | ed.

NOTE: When the | CE agent sets the candidate pair state to Failed as a
result of a connectivity-check error, the agent does not change the
states of other candidate pairs with the sane foundation

7.2.5.2.1. Non-Symmetric Transport Addresses

The | CE agent MUST check that the source and destination transport
addresses in the Binding request and response are symetric. That

is, the source IP address and port of the response MJIST be equal to
the destination I P address and port to which the Binding request was
sent, and the destination |P address and port of the response MJST be
equal to the source |IP address and port from which the Binding
request was sent. |f the addresses are not symetric, the agent MJST
set the candidate pair state to Fail ed.

7.2.5.2. 2. | CMP Error

An | CE agent NMAY support processing of ICMP errors for connectivity

checks. If the agent supports processing of ICVMP errors, and if a
Bi ndi ng request generates a hard ICWMP error, the agent SHOULD set the
state of the candidate pair to Failed. |Inplenenters need to be aware

that 1CMP errors can be used as a nethod for Denial -of-Service (DoS)
attacks when neking a decision on how and if to process |ICWP errors.

7.2.5.2.3. Tineout

If the Binding request transaction tinmes out, the |ICE agent MJST set
the candi date pair state to Fail ed.

7.2.5.2.4. Unrecoverabl e STUN Response
If the Binding request generates a STUN error response that is

unrecover abl e [ RFC5389], the | CE agent SHOULD set the candi date pair
state to Fail ed.
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7.2.5.3. Success

A connectivity check is considered a success if each of the follow ng
criteria is true:

o The Binding request generated a success response; and

0 The source and destination transport addresses in the Binding
request and response are symetric.

If a check is considered a success, the I CE agent performs (in order)
the actions described in the follow ng sections.

7.2.5.3.1. Discovering Peer-Reflexive Candi dat es

The | CE agent MJST check the mapped address fromthe STUN response.
If the transport address does not match any of the |ocal candidates
that the agent knows about, the napped address represents a new
candi date: a peer-reflexive candidate. Like other candidates, a
peer-refl exi ve candi date has a type, base, priority, and foundation
They are conputed as foll ows:

o The type is peer reflexive.

0 The base is the local candidate of the candidate pair from which
t he Bi ndi ng request was sent.

o0 The priority is the value of the PRIORITY attribute in the Binding
request.

o The foundation is described in Section 5.1.1.3.

The peer-reflexive candidate is then added to the Iist of |oca
candi dates for the data stream The usernane fragnent and password
are the sane as for all other local candidates for that data stream

The | CE agent does not need to pair the peer-reflexive candidate with
renote candidates, as a valid pair will be created due to the
procedures in Section 7.2.5.3.2. If an agent wishes to pair the
peer-refl exive candidate with renote candi dates other than the one in
the valid pair that will be generated, the agent MAY provi de updated
candidate information to the peer that includes the peer-reflexive
candidate. This will cause the peer-reflexive candidate to be paired
with all other renote candi dates
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7.2.5.3.2. Constructing a Valid Pair

The | CE agent constructs a candi date pair whose | ocal candidate
equal s the mapped address of the response and whose renote candi date
equal s the destination address to which the request was sent. This
is called a "valid pair".

The valid pair might equal the pair that generated the connectivity
check, a different pair in the checklist, or a pair currently not in
t he checkli st.

The agent mmintains a separate list, referred to as the "valid list".
There is a valid list for each checklist in the checklist set. The
valid list will contain valid pairs. Initially, each valid list is

enpty.

Each valid pair within the valid list has a flag, called the
"nom nated flag". When a valid pair is added to a valid list, the
flag value is set to 'false’

The valid pair will be added to a valid list as follows:

1. If the valid pair equals the pair that generated the check, the
pair is added to the valid list associated with the checklist to
whi ch the pair bel ongs; or

2. If the valid pair equals another pair in a checklist, that pair
is added to the valid list associated with the checklist of that
pair. The pair that generated the check is not added to a valid
list; or

3. If the valid pair is not in any checklist, the agent conputes the
priority for the pair based on the priority of each candi date,
using the algorithmin Section 6.1.2. The priority of the |loca
candi dat e depends on its type. Unless the type is peer
reflexive, the priority is equal to the priority signaled for
that candidate in the candi date exchange. |If the type is peer
reflexive, it is equal to the PRIORITY attribute the agent placed
in the Binding request that just conpleted. The priority of the
renote candidate is taken fromthe candidate information of the
peer. |If the candi date does not appear there, then the check has
been a triggered check to a new renote candidate. |In that case,
the priority is taken as the value of the PRIORITY attribute in
the Binding request that triggered the check that just conpleted.
The pair is then added to the valid list.
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NOTE: It will be very common that the valid pair will not be in any
checklist. Recall that the checklist has pairs whose |oca

candi dates are never reflexive; those pairs had their |oca

candi dates converted to the base of the reflexive candi dates and were
then pruned if they were redundant. \Wen the response to the Binding
request arrives, the mapped address will be reflexive if there is a
NAT between the two. |In that case, the valid pair will have a | oca
candi date that doesn’t match any of the pairs in the checklist.

7.2.5.3.3. Updating Candidate Pair States

The | CE agent sets the states of both the candidate pair that
generated the check and the constructed valid pair (which may be
different) to Succeeded.

The agent MJST set the states for all other Frozen candidate pairs in
all checklists with the same foundation to Waiting.

NOTE: Wthin a given checklist, candidate pairs with the sane
foundations will typically have different conponent |ID val ues.

7.2.5.3.4. Updating the Nom nated Fl ag

If the controlling agent sends a Binding request with the USE-

CANDI DATE attribute set, and if the I CE agent receives a successful
response to the request, the agent sets the nonminated flag of the
pair to true. |If the request fails (Section 7.2.5.2), the agent MJST
renove the candidate pair fromthe valid list, set the candidate pair
state to Failed, and set the checklist state to Fail ed.

If the controll ed agent receives a successful response to a Binding
request sent by the agent, and that Binding request was triggered by
a received Binding request with the USE- CANDI DATE attribute set
(Section 7.3.1.4), the agent sets the nominated flag of the pair to
true. If the triggered request fails, the agent MJST renpve the
candidate pair fromthe valid list, set the candidate pair state to
Fail ed, and set the checklist state to Fail ed.

Once the nominated flag is set for a conponent of a data stream it
concl udes the I CE processing for that conponent (Section 8).

7.2.5.4. Checklist State Updates

Regar dl ess of whether a connectivity check was successful or failed,
the conpletion of the check may require updating of checklist states.
For each checklist in the checklist set, if all of the candidate
pairs are in either Failed or Succeeded state, and if there is not a
valid pair in the valid list for each conponent of the data stream
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associated with the checklist, the state of the checklist is set to
Failed. |If there is a valid pair for each conponent in the valid
list, the state of the checklist is set to Succeeded.

7.3. STUN Server Procedures

An | CE agent (lite or full) MJUST be prepared to receive Binding
requests on the base of each candidate it included in its nost recent
candi dat e exchange

The agent MJST use the short-termcredential nechanism(i.e., the
MESSAGE- | NTECGRI TY attribute) to authenticate the request and perform
a nmessage integrity check. Likew se, the short-termcredential
mechani sm MUST be used for the response. The agent MJST consider the
usernanme to be valid if it consists of two values separated by a
colon, where the first value is equal to the usernane fragnment
generated by the agent in a candi date exchange for a session in
progress. It is possible (and in fact very likely) that the
initiating agent will receive a Binding request prior to receiving
the candidates fromits peer. |f this happens, the agent MJST

i medi ately generate a response (including conputation of the napped
address as described in Section 7.3.1.2). The agent has sufficient
information at this point to generate the response; the password from
the peer is not required. Once the answer is received, it MJST
proceed with the renmining steps required; nanely, see Sections
7.3.1.3, 7.3.1.4, and 7.3.1.5 for full inplementations. In cases
where multiple STUN requests are received before the answer, this may
cause several pairs to be queued up in the triggered-check queue.

An agent MJST NOT utilize the ALTERNATE- SERVER nechani sm and MJST NOT
support the backwards-conpatibility mechani sns defined in RFC 5389
(for working with the protocol in RFC 3489). It MJST utilize the

FI NGERPRI NT rechani sm

If the agent is using DSCP markings [ RFC2475] in its data packets, it
SHOULD apply the sane nmarkings to Binding responses. The sane woul d
apply to any Layer 2 narkings the endpoint m ght be applying to data
packets.

7.3.1. Additional Procedures for Full |nplenmentations
This subsection defines the additional server procedures applicable

to full inplenentations, when the full inplenmentation accepts the
Bi ndi ng request.
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7.3.1.1. Detecting and Repairing Role Conflicts

In certain usages of ICE (such as 3PCC), both |ICE agents may end up
choosing the sanme role, resulting in a role conflict. The section
descri bes a nechanismfor detecting and repairing role conflicts.
The usage docunent MUST specify whether this nechanismis needed.

An agent MJST exani ne the Binding request for either the | CE-
CONTROLLI NG or | CE- CONTROLLED attribute. It MJST foll ow these
procedures:

o If the agent is in the controlling role, and the | CE- CONTROLLI NG
attribute is present in the request:

* |f the agent’s tiebreaker value is larger than or equal to the
contents of the | CE- CONTROLLING attribute, the agent generates
a Binding error response and includes an ERROR-CODE attri bute
with a value of 487 (Role Conflict) but retains its role.

* |f the agent’s tiebreaker value is | ess than the contents of
the | CE- CONTROLLI NG attribute, the agent switches to the
controlled role.

o If the agent is in the controlled role, and the | CE- CONTROLLED
attribute is present in the request:

* |f the agent’s tiebreaker value is larger than or equal to the
contents of the | CE- CONTROLLED attribute, the agent switches to
the controlling role.

* |f the agent’s tiebreaker value is |l ess than the contents of
the | CE- CONTROLLED attribute, the agent generates a Binding
error response and includes an ERROR-CODE attribute with a
val ue of 487 (Role Conflict) but retains its role.

o If the agent is in the controlled role and the | CE- CONTROLLI NG
attribute was present in the request, or if the agent was in the
controlling role and the | CE- CONTROLLED attribute was present in
the request, there is no conflict.

A change in roles will require an agent to reconpute pair priorities
(Section 6.1.2.3), since those priorities are a function of role.
The change in role will also inpact whether the agent is responsible
for selecting nomnated pairs and initiating exchange w th updated
candi dat e i nformati on upon concl usion of |CE
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The renai ni ng subsections in Section 7.3.1 are followed if the agent
generated a successful response to the Binding request, even if the
agent changed rol es.

7.3.1.2. Conputing Mapped Addresses
For requests received on a relayed candi date, the source transport

address used for STUN processing (nanmely, generation of the
XOR- MAPPED- ADDRESS attribute) is the transport address as seen by the

TURN server. That source transport address will be present in the
XOR- PEER- ADDRESS attribute of a Data Indication nessage, if the
Bi ndi ng request was delivered through a Data Indication. If the

Bi ndi ng request was delivered through a Channel Data nessage, the
source transport address is the one that was bound to the channel

7.3.1.3. Learning Peer-Refl exi ve Candi dat es

If the source transport address of the request does not nmatch any
exi sting renote candidates, it represents a new peer-reflexive renote
candidate. This candidate is constructed as foll ows:

o The type is peer reflexive.

o0 The priority is the value of the PRIORITY attribute in the Binding
request.

0 The foundation is an arbitrary value, different fromthe
foundations of all other renpte candidates. |f any subsequent
candi dat e exchanges contain this peer-reflexive candidate, it wll
signal the actual foundation for the candi date.

0 The conponent IDis the conmponent ID of the local candidate to
whi ch the request was sent.

This candidate is added to the |ist of renpte candi dates. However,
the I CE agent does not pair this candidate with any |ocal candi dates.

7.3.1.4. Triggered Checks

Next, the agent constructs a pair whose | ocal candidate has the
transport address (as seen by the agent) on which the STUN request
was received and a renote candi date equal to the source transport
address where the request cane from (which may be the peer-reflexive
renote candi date that was just learned). The local candidate will be
either a host candidate (for cases where the request was not received
through a relay) or a relayed candidate (for cases where it is
received through a relay). The local candidate can never be a
server-reflexive candidate. Since both candi dates are known to the
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agent, it can obtain their priorities and conpute the candi date pair
priority. This pair is then |ooked up in the checklist. There can
be one of several outcones

o0 When the pair is already on the checklist:

* |f the state of that pair is Succeeded, nothing further is
done.

* |f the state of that pair is In-Progress, the agent cancels the
I n-Progress transaction. Cancellation neans that the agent
will not retransnmt the Binding requests associated with the
connectivity-check transaction, will not treat the |ack of
response to be a failure, but will wait the duration of the
transaction timeout for a response. In addition, the agent
MUST enqueue the pair in the triggered checklist associated
with the checklist, and set the state of the pair to Witing,
in order to trigger a new connectivity check of the pair.
Creating a new connectivity check enabl es validating
I n-Progress pairs as soon as possible, without having to wait
for retransm ssions of the Binding requests associated with the
original connectivity-check transaction

* |f the state of that pair is Waiting, Frozen, or Failed, the
agent MUST enqueue the pair in the triggered checkli st
associated with the checklist (if not already present), and set
the state of the pair to Waiting, in order to trigger a new
connectivity check of the pair. Note that a state change of
the pair fromFailed to Waiting might also trigger a state
change of the associated checklist.

These steps are done to facilitate rapid conpletion of | CE when both
agents are behi nd NAT.

o If the pair is not already on the checklist:
* The pair is inserted into the checklist based on its priority.
* |ts state is set to Waiting.
* The pair is enqueued into the triggered-check queue.
When a triggered check is to be sent, it is constructed and processed
as described in Section 7.2.4. These procedures require the agent to
know t he transport address, username fragnent, and password for the
peer. The usernane fragnment for the renpte candidate is equal to the

part after the colon of the USERNAME in the Bi nding request that was
just received. Using that usernane fragnent, the agent can check the
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candi dates received fromits peer (there may be nore than one in
cases of forking) and find this usernane fragment. The correspondi ng
password is then picked.

7.3.1.5. Updating the Nonmi nated Fl ag

If the controlled agent receives a Binding request with the USE-
CANDI DATE attribute set, and if the | CE agent accepts the request,
the following action is based on the state of the pair conputed in
Section 7.3.1. 4.

o If the state of this pair is Succeeded, it neans that the check
previously sent by this pair produced a successful response and
generated a valid pair (Section 7.2.5.3.2). The agent sets the
nomi nated flag value of the valid pair to true

o |If the received Binding request triggered a new check to be
enqueued in the triggered-check queue (Section 7.3.1.4), once the
check is sent and if it generates a successful response, and
generates a valid pair, the agent sets the nom nated flag of the
pair to true. |If the request fails (Section 7.2.5.2), the agent
MUST renove the candidate pair fromthe valid list, set the
candidate pair state to Failed, and set the checklist state to
Fai | ed.

If the controll ed agent does not accept the request fromthe
controlling agent, the controlled agent MJST reject the nomination
request with an appropriate error code response (e.g., 400)

[ RFC5389] .

Once the nominated flag is set for a conponent of a data stream it
concl udes the I CE processing for that conponent. See Section 8.

7.3.2. Additional Procedures for Lite Inplenmentations

If the controlled agent receives a Binding request with the USE-

CANDI DATE attribute set, and if the | CE agent accepts the request,

t he agent constructs a candi date pair whose | ocal candidate has the
transport address on which the request was received, and whose renote
candidate is equal to the source transport address of the request
that was received. This candidate pair is assigned an arbitrary
priority and placed into the valid list of the associated checkli st.
The agent sets the nominated flag for that pair to true

Once the nominated flag is set for a conponent of a data stream it
concl udes the I CE processing for that conponent. See Section 8.
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8. Concluding | CE Processing
This section describes how an | CE agent conpletes |ICE
8.1. Procedures for Full Inplenmentations

Concl udi ng | CE invol ves nonminating pairs by the controlling agent and
updati ng state nachinery.

8.1.1. Nominating Pairs

Prior to nom nating, the controlling agent |lets connectivity checks
continue until sone stopping criterion is met. After that, based on
an evaluation criterion, the controlling agent picks a pair anong the
valid pairs in the valid list for nom nation

Once the controlling agent has picked a valid pair for nom nation, it
repeats the connectivity check that produced this valid pair (by
enqueuei ng the pair that generated the check into the triggered-check
queue), this time with the USE- CANDI DATE attri bute

(Section 7.2.5.3.4). The procedures for the controlled agent are
described in Section 7.3.1.5.

Eventual ly, if the noninations succeed, both the controlling and
controlled agents will have a single noninated pair in the valid Iist
for each conponent of the data stream Once an | CE agent sets the
state of the checklist to Conpleted (when there is a nonminated pair
for each conponent of the data stream, that pair beconmes the
selected pair for that agent and is used for sending and receiving
data for that conponent of the data stream

If an agent is not able to produce selected pairs for each conponent
of a data stream the agent MJST take proper actions for inform ng
the other agent, e.g., by renoving the stream The exact actions are
out side the scope of this specification

The criteria for stopping the connectivity checks and for picking a
pair for nomination are outside the scope of this specification
They are a matter of local optimzation. The only requirenent is
that the agent MJST eventually pick one and only one candi date pair
and generate a check for that pair with the USE- CANDI DATE attribute
set.

Once the controlling agent has successfully noninated a candi date
pair (Section 7.2.5.3.4), the agent MJUST NOT noni nate another pair
for sane conponent of the data streamw thin the | CE session. Doing
so requires an ICE restart.
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A controlling agent that does not support this specification (i.e.

it is inplenmented according to RFC 5245) nmi ght noni nate nore than one
candidate pair. This was referred to as "aggressive nonination"” in
RFC 5245. |If nore than one candidate pair is nom nated by the
controlling agent, and if the controlled agent accepts multiple

nom nati ons requests, the agents MJUST produce the selected pairs and
use the pairs with the highest priority.

The usage of the 'ice2' ICE option (Section 10) by endpoints
supporting this specification is supposed to prevent controlling
agents that are inplenmented according to RFC 5245 from using
aggr essi ve noninati on.

NOTE: In RFC 5245, usage of "aggressive nonination" allowed agents to
continuously nom nate pairs, before a pair was eventually sel ected,
in order to allow sending of data on those pairs. In this

speci fication, data can always be sent on any valid pair, wthout

nom nation. Hence, there is no |longer a need for aggressive

nomi nati on.

8.1.2. Updating Checklist and I CE States

For both a controlling and a controll ed agent, when a candidate pair
for a conponent of a data streamgets noninated, it mght inpact
other pairs in the checklist associated with the data stream |t

m ght al so inpact the state of the checklist:

0 Once a candidate pair for a conponent of a data stream has been
nom nated, and the state of the checklist associated with the data
streamis Running, the I CE agent MJST renove all candidate pairs
for the sane conponent fromthe checklist and fromthe triggered-

check queue. |If the state of a pair is In-Progress, the agent
cancel s the In-Progress transaction. Cancellation neans that the
agent will not retransmt the Binding requests associated with the

connectivity-check transaction, will not treat the |ack of
response to be a failure, but will wait the duration of the
transaction tinmeout for a response.

0 Once candidate pairs for each conponent of a data stream have been
nom nated, and the state of the checklist associated with the data
streamis Running, the I CE agent sets the state of the checkli st
to Conpl et ed.

0 Once a candidate pair for a conponent of a data stream has been
nomi nat ed, an agent MJST continue to respond to any Binding
request it might still receive for the nom nated pair and for any
remai ni ng candi date pairs in the checklist associated with the
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data stream As defined in Section 7.3.1.4, when the state of a
pair is Succeeded, an agent will no |onger generate triggered
checks when receiving a Binding request for the pair.

Once the state of each checklist in the checklist set is Conpleted,
the agent sets the state of the | CE session to Conpl et ed.

If the state of a checklist is Failed, |ICE has not been able to
successfully conplete the process for the data stream associated with
the checklist. The correct behavior depends on the state of the

checklists in the checklist set. |If the controlling agent wants to
conti nue the session wi thout the data stream associated with the
Fai |l ed checklist, and if there are still one or nore checklists in

Runni ng or Conpl eted nbpde, the agent can let the | CE processing
continue. The agent MJST take proper actions for renoving the failed
data stream If the controlling agent does not want to continue the
session and MJST termi nate the session, the state of the I CE session
is set to Failed.

If the state of each checklist in the checklist set is Failed, the
state of the ICE session is set to Failed. Unless the controlling
agent wants to continue the session without the data streans, it MJST
term nate the session

8.2. Procedures for Lite |Inplenentations

When | CE concludes, a lite | CE agent can free host candi dates that
were not used by ICE, as described in Section 8.3.

If the peer is a full agent, once the lite agent accepts a nom nation
request for a candidate pair, the lite agent considers the pair

nom nated. Once there are nonminated pairs for each conponent of a
data stream the pairs becone the selected pairs for the conponents
of the data stream Once the lite agent has produced selected pairs
for all conponents of all data streans, the |ICE session state is set
to Conpl et ed.

If the peer is alite agent, the agent pairs |local candidates with
renot e candi dates that are of the same data stream and have the sane
component, transport protocol, and I P address famly. For each
component of each data stream if there is only one candidate pair,
that pair is added to the valid list. |If there is nore than one
pair, it is RECOWENDED that an agent follow the procedures of RFC
6724 [RFC6724] to select a pair and add it to the valid |ist.
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If all of the conponents for all data streans had one pair, the state
of I CE processing is Conpleted. Oherwi se, the controlling agent
MJUST send an updated candidate list to reconcile different agents
selecting different candidate pairs. |CE processing is conplete
after and only after the updated candi date exchange is conpl ete.

8.3. Freeing Candi dates
8.3.1. Full Inplenentation Procedures

The rules in this section describe when it is safe for an agent to
cease sending or receiving checks on a candidate that did not becone
a selected candidate (i.e., is not associated with a selected pair)
and when to free the candi date.

Once a checklist has reached the Conpleted state, the agent SHOULD
wait an additional three seconds, and then it can cease responding to
checks or generating triggered checks on all |ocal candi dates other
than the ones that becane sel ected candi dates. Once all |CE sessions
have ceased using a given local candidate (a candidate may be used by
multiple | CE sessions, e.g., in forking scenarios), the agent can
free that candidate. The three-second delay handl es cases when
aggressive nomnation is used, and the selected pairs can quickly
change after | CE has conpl eted

Freeing of server-reflexive candidates is never explicit; it happens
by lack of a keepalive.

8.3.2. Lite Inplenmentation Procedures

Alite inplenmentation can free candidates that did not becone
sel ected candi dates as soon as | CE processing has reached the
Conmpl eted state for all |ICE sessions using those candi dates.

9. ICE Restarts

An | CE agent MAY restart ICE for existing data streans. An |ICE
restart causes all previous states of the data streans, excluding the
roles of the agents, to be flushed. The only difference between an

I CE restart and a brand new data session is that during the restart,
data can continue to be sent using existing data sessions, and a new
data session always requires the roles to be determ ned.
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10.

11.

The follow ng actions can be acconplished only by using an | CE
restart (the agent MJST use ICE restarts to do so):

0 Change the destinations of data streans.
0 Change froma lite inplenentation to a full inplenentation
0 Change froma full inplenentation to a lite inplenentation

To restart I CE, an agent MJST change both the password and the
usernanme fragment for the data strean(s) being restarted

Wien the ICE is restarted, the candidate set for the new | CE session
m ght include sonme, none, or all of the candidates used in the
current | CE session

As described in Section 6.1.1, agents MJST NOT redeterm ne the roles
as part as an ICE restart, unless certain criteria that require the
roles to be redeternmined are ful fill ed.

| CE Option

This section defines a new | CE option, "ice2’. Wen an |ICE agent
includes "ice2’ in a candidate exchange, the | CE option indicates
that it is conpliant to this specification. For exanple, the agent
will not use the aggressive nonination procedure defined in RFC 5245
In addition, it will ensure that a peer conpliant with RFC 5245 does
not use aggressive nom nation either, as required by Section 14 of
RFC 5245 for peers that receive unknown | CE options.

An agent conpliant to this specification MJST informthe peer about
the conpliance using the "ice2' option

NOTE: The encodi ng of the "ice2’ option, and the nessage(s) used to
carry it to the peer, are protocol specific. The encoding for SDP
[ RFC4566] is defined in [|CE-SIP-SDP]

Keepal i ves
Al'l endpoi nts MJUST send keepalives for each data session. These

keepal i ves serve the purpose of keeping NAT bindings alive for the
data session. The keepalives SHOULD be sent using a fornat that is

supported by its peer. |CE endpoints allow for STUN based keepalives
for UDP streanms, and as such, STUN keepalives MJST be used when an
I CE agent is a full ICE inplenentation and is communicating with a

peer that supports ICE (lite or full).
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12.

12.

An agent MJST send a keepalive on each candidate pair that is used

for sending data if no packet has been sent on that pair in the |ast
Tr seconds. Agents SHOULD use a Tr val ue of 15 seconds. Agents MAY
use a bigger value but MJUST NOT use a value snaller than 15 seconds.

Once sel ected pairs have been produced for a data stream keepalives
are only sent on those pairs.

An agent MJST stop sending keepalives on a data streamif the data
streamis renoved. |If the ICE session is term nated, an agent MJST
stop sending keepalives on all data streans.

An agent MAY use another value for Tr, e.g., based on configuration
or network/ NAT characteristics. For exanple, if an agent has a
dynami c way to discover the binding lifetines of the intervening
NATs, it can use that value to determine Tr. Administrators
deploying ICE in nore controll ed networking environnments SHOULD set
Tr to the longest duration possible in their environnent.

When STUN is being used for keepalives, a STUN Binding Indication is
used [ RFC5389]. The Indication MJUST NOT utilize any authentication
mechanism It SHOULD contain the FINGERPRINT attribute to aid in
demul ti pl exing, but it SHOULD NOT contain any other attributes. It
is used solely to keep the NAT bindings alive. The Binding
Indication is sent using the sane |ocal and renote candi dates that
are being used for data. Though Binding Indications are used for
keepal i ves, an agent MJST be prepared to receive a connectivity check
as well. If a connectivity check is received, a response is
generated as di scussed in [RFC5389], but there is no inpact on | CE
processi ng ot herw se.

Agents MJST by default use STUN keepalives. Individual |ICE usages
and | CE extensions MAY specify usage-/extension-specific keepalives.

Dat a Handl i ng
1. Sending Data

An | CE agent MAY send data on any valid pair before selected pairs
have been produced for the data stream

Once sel ected pairs have been produced for a data stream an agent
MUST send data on those pairs only.

An agent sends data from the base of the |local candidate to the
renote candidate. |In the case of a |ocal relayed candidate, data is
forwarded through the base (located in the TURN server), using the
procedures defined in [ RFC5766] .
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12.

12.

If the local candidate is a relayed candidate, it is RECOMVENDED t hat
an agent creates a channel on the TURN server towards the renote
candidate. This is done using the procedures for channel creation as
defined in Section 11 of [RFC5766].

The selected pair for a conponent of a data streamis:

o enpty if the state of the checklist for that data streamis
Running, and there is no previous selected pair for that conmponent
due to an ICE restart

0 equal to the previous selected pair for a conponent of a data
streamif the state of the checklist for that data streamis
Runni ng, and there was a previous selected pair for that conmponent
due to an ICE restart

Unl ess an agent is able to produce a selected pair for each conponent
associated with a data stream the agent MJUST NOT continue sendi ng
data for any conponent associated with that data stream

1.1. Procedures for Lite Inplenentations

Alite inplementati on MUST NOT send data until it has a valid |ist
that contains a candidate pair for each conponent of that data
stream Once that happens, the | CE agent MAY begi n sendi ng data
packets. To do that, it sends data to the renpte candidate in the
pair (setting the destination address and port of the packet equal to
that renote candidate) and will send it fromthe base associated with
the candi date pair used for sending data. 1In case of a relayed
candidate, data is sent fromthe agent and forwarded through the base
(located in the TURN server), using the procedures defined in

[ RFC5766] .

2. Receiving Data

Even though I CE agents are only allowed to send data using valid
candi date pairs (and, once sel ected pairs have been produced, only on
the selected pairs), |ICE inplenentati ons SHOULD by default be
prepared to receive data on any of the candi dates provided in the
nost recent candi date exchange with the peer. | CE usages MAY define
rules that differ fromthis, e.g., by defining that data will not be
sent until selected pairs have been produced for a data stream

When an agent receives an RTP packet with a new source or destination
| P address for a particular RTP/RTCP data stream it is RECOVMMENDED
that the agent readjust its jitter buffers.
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Section 8.2 of RFC 3550 [ RFC3550] describes an algorithmfor

det ecti ng synchroni zati on source (SSRC) collisions and | oops. These
algorithnms are based, in part, on seeing different source transport
addresses with the same SSRC. However, when ICE is used, such
changes will sonmetines occur as the data streans switch between
candidates. An agent will be able to determine that a data streamis
fromthe sane peer as a consequence of the STUN exchange t hat
proceeds nedia data transnission. Thus, if there is a change in the
source transport address, but the nedia data packets conme fromthe
same peer agent, this MJUST NOT be treated as an SSRC col | i sion

Extensibility Considerations

This specification nakes very specific choices about how both | CE
agents in a session coordinate to arrive at the set of candidate
pairs that are selected for data. It is anticipated that future
specifications will want to alter these algorithns, whether they are
sinple changes like tiner tweaks or larger changes |like a revanp of
the priority algorithm Wen such a change is nade, providing
interoperability between the two agents in a session is critical

First, ICE provides the I CE option concept. Each extension or change
to ICE is associated with an I CE option. Wen an agent supports such
an extension or change, it provides the ICE option to the peer agent
as part of the candi date exchange

One of the conplications in achieving interoperability is that |ICE
relies on a distributed algorithmrunning on both agents to converge
on an agreed set of candidate pairs. |If the two agents run different
algorithns, it can be difficult to guarantee convergence on the sane
candi date pairs. The nomi nation procedure described in Section 8
elimnates some of the need for tight coordination by delegating the
selection algorithmconpletely to the controlling agent, and ICE w Il
converge perfectly even when both agents use different pair
prioritization algorithns. One of the keys to such convergence is
triggered checks, which ensure that the nom nated pair is validated
by both agents.

ICE is also extensible to other data streans beyond RTP and for
transport protocols beyond UDP. Extensions to |ICE for non-RTP data
streans need to specify how many conponents they utilize and assign
conponent IDs to them starting at 1 for the nost inportant conponent
ID. Specifications for new transport protocols MJST define how, if
at all, various steps in the ICE processing differ from UDP
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Setting Ta and RTO
1. Cenera

During the |1 CE gathering phase (Section 5.1.1) and while ICE is
perform ng connectivity checks (Section 7), an |ICE agent triggers
STUN and TURN transactions. These transactions are paced at a rate

i ndicated by Ta, and the retransnission interval for each transaction
is calculated based on the retransmission tiner for the STUN
transacti ons (RTO [RFC5389].

This section describes how the Ta and RTO val ues are conputed during
the | CE gathering phase and while ICE is perform ng connectivity
checks.

NOTE: Previously, in RFC 5245, different formul as were defined for
computing Ta and RTO, dependi ng on whether or not |ICE was used for a
real -tine data stream(e.g., RTP).

The formul as bel ow result in a behavior whereby an agent will send
its first packet for every single connectivity check before
performng a retransnmt. This can be seen in the formulas for the
RTO (which represents the retransmt interval). Those fornulas scale
with N, the nunber of checks to be performed. As a result of this,
ICE naintains a nicely constant rate, but it becones nore sensitive
to packet loss. The loss of the first single packet for any
connectivity check is likely to cause that pair to take a long tinme
to be validated, and instead, a lower-priority check (but one for
whi ch there was no packet loss) is much nore likely to conplete
first. This results in I CE performng suboptinally, choosing | ower-
priority pairs over higher-priority pairs.

2. Ta

| CE agents SHOULD use a default Ta value, 50 nms, but MAY use anot her
val ue based on the characteristics of the associ ated dat a.

If an agent wants to use a Ta value other than the default value, the
agent MJST indicate the proposed value to its peer during the

est abli shnent of the |ICE session. Both agents MJST use the higher

val ue of the proposed values. |f an agent does not propose a val ue,
the default value is used for that agent when conparing which val ue

i s higher.

Regardl ess of the Ta val ue chosen for each agent, the comnbination of
all transactions fromall agents (if a given inplenentation runs
several concurrent agents) MJST NOT be sent nore often than once
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every 5 nms (as though there were one global Ta value for pacing all
agents). See Appendix B.1 for the background of using a value of
5m with | CE

NOTE: Appendi x C shows exanpl es of required bandw dth, using
different Ta val ues.

3. RTO

During the | CE gathering phase, |ICE agents SHOULD cal cul ate the RTO
val ue using the follow ng formul a:

RTO = MAX (500ns, Ta * (Num O - Cands))
Num Of - Cands: the number of server-reflexive and relay candi dates

For connectivity checks, agents SHOULD cal cul ate the RTO val ue using
the follow ng fornul a:

RTO = MAX (500nms, Ta * N * (NumWiting + Num | n-Progress))
N: the total nunmber of connectivity checks to be perforned.

Num Wi ting: the nunber of checks in the checklist set in the
Waiting state.

Num | n- Progress: the number of checks in the checklist set in the
I n-Progress state.

Note that the RTOw Il be different for each transaction as the
nunber of checks in the Waiting and I n-Progress states change.

Agents MAY cal cul ate the RTO val ue using ot her mechani sns than those
descri bed above. Agents MJST NOT use an RTO value smaller than
500 ms.

Exanpl es

This section shows two | CE exanpl es: one using | Pv4 addresses and one
using | Pv6 addresses.

To facilitate understanding, transport addresses are |isted using
vari abl es that have menoni ¢ names. The format of the nane is
entity-type-seqno: "entity" refers to the entity whose | P address the
transport address is on and is one of "L", "R', "STUN', or "NAT".

The type is either "PUB" for transport addresses that are public or
"PRIV' for transport addresses that are private [ RFC1918]. Finally,
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seqg-no i s a sequence nunber that is different for each transport
address of the sane type on a particular entity. Each variable has
an | P address and port, denoted by varnane.|P and var name. PORT
respectively, where varnane is the name of the variable.

In the call flow itself, STUN nessages are annotated with severa
attributes. The "S=" attribute indicates the source transport
address of the nmessage. The "D=" attribute indicates the destination
transport address of the nmessage. The "MA=" attribute is used in
STUN Bi ndi ng response nessages and refers to the mapped address.

"USE- CAND" inplies the presence of the USE- CANDI DATE attri bute.

The call flow exanples onmit STUN aut hentication operations and focus
on a single data stream between two full inplenentations.

1. Exanple with I Pv4 Addresses

The exanple below is using the topology shown in Figure 7.

Fomm - - +
| STUN |
| Server
[ SR +
|
R T +
| |
| I nt er net |
| |
e +
| |
| |
Fommmm e oo - + |
| NAT | |
[ S — + |
| |
| |
+omm - + +omm - +
| L | | R |
+----- + +----- +

Fi gure 7: Exanpl e Topol ogy
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In the exanple, ICE agents L and R are full ICE inplenentations.
Bot h agents have a single | Pv4 address, and both are configured with
the same STUN server. The NAT has an endpoi nt-independent mapping
property and an address-dependent filtering property. The IP
addresses of the |ICE agents, the STUN server, and the NAT are shown

bel ow:
ENTI TY | P Address Menpni ¢ name
| CE Agent L: 10.0.1.1 L- PRI V-1
| CE Agent R 192.0.2.1 R- PUB- 1
STUN Ser ver: 192.0.2.2 STUN- PUB- 1
NAT (Public): 192.0.2.3 NAT- PUB- 1

L NAT STUN R

| STUN al | oc. | |

| (1) STUN Req |

| S=$L- PRI V-1 |

| D=$STUN- PUB- 1

I

I
|
I
| == > I
| (2) STUN Req |
| S=$NAT- PUB- 1
| D=$STUN- PUB- 1
|
I
I
I
I

I

I

I

I

I

I I
I I
I I
I I
| | (3) STUN Res |
| | S=$STUN- PUB- 1 |
| | D=$NAT- PUB- 1 |
| MA=$NAT- PUB- 1 |
I (ESEEEEEEEE R I I
| (4) STUN Res | |
| S=$STUN- PUB- 1 | |
I I

I I

I

I

I

I

I

I

I

I

|

| D=$L- PRI V-1 |

| MA=SNAT- PUB- 1 |

| <o | |

| (5) L's Candidate Infornmation|

I e >
| STUN
| al I oc.
| (6) STUN Req
| S=$R- PUB- 1
| D=$STUN- PUB- 1
R

| (7) STUN Res |
| S=$STUN- PUB- 1 |
| D=$R- PUB- 1 |
I
I

I I
I I
I I
I I
I I
I I
I I
| |
| | | MA=$R- PUB- 1
I I
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(8) R s Candidate Infornation| |

I
SR T I
| | (9) Bind Req | Begi n
| | S=$R- PUB- 1 | Connectivity
| | D=$L- PRI V-1 | Checks
I I SRR I
| | Dr opped |
| (10) Bind Req | | |
| S=$L- PRI V-1 | | |
| D=$R- PUB- 1 | | |
[------mmm - >| I I
| | (11) Bind Req | |
| | S=$NAT- PUB-1 | |
| | D=$%R- PUB- 1 | |
I R >|
| | (12) Bind Res | |
| | S=$R- PUB- 1 | |
| | D=$NAT- PUB-1 | |
| | MA=SNAT- PUB- 1 | |
I | <-mmmmmmee e I
| (13) Bind Res | | |
| S=$R- PUB- 1 | | |
| D=$L- PRI V-1 | | |
| MA=$NAT- PUB- 1 | | |
| <----mmmm--- I I I
| Dat a I I I
I >|
I I I I
| | (14) Bind Req | |
| | S=$R- PUB- 1 | |
| | D=SNAT- PUB-1 | |
| | o |
| (15) Bind Req | | |
| S=$R- PUB- 1 | | |
|D=$L-PRI V-1 | | |
D PRCELECTEIE | |
| (16) Bind Res | | |
| S=$L-PRIV-1 | | |
| D=$R- PUB- 1 | | |
| MA=$R- PUB- 1 | | |
EETERERDETES > | |
| | (17) Bind Res | |
| | SS$NAT-PUB-1 | |
| | D=$R- PUB- 1 | |
| | MVA=$R- PUB- 1 | |
| R A CRCEELT TP REY >
| Dat a I I I
| < I

Keranen, et al. St andards Track [ Page 62]



RFC 8445 I CE July 2018

I
| (18) Bind Req

| | |

| | |
| S=$L-PRI V-1 | | |
| D=$R-PUB-1 | | |
| USE- CAND | | |
R > | |
| | (19) Bind Req | |
| | S=$NAT- PUB-1 | |
| | D=$R-PUB-1 | |
| | USE- CAND | |
| | <o >]
| | (20) Bind Res | |
| | S=$R-PUB-1 | |
| | D=$NAT- PUB- 1 | |
| | MA=$NAT- PUB- 1 | |
| R RIS L EEE L EPEPEPEE |
| (21) Bind Res | | |
| S=$R-PUB-1 | | |
| D=$L- PRI V-1 | | |
| MA=$NAT- PUB- 1 | | |
| <oemee e | | |
| | |

Fi gure 8: Exanple Fl ow

Messages 1-4: Agent L gathers a host candidate fromits local IP
address, and fromthat it sends a STUN Binding request to the STUN
server. The request creates a NAT binding. The NAT public IP
address of the binding becones agent L's server-reflexive candi date.

Message 5: Agent L sends its local candidate information to agent R
using the signaling protocol associated with the |ICE usage.

Messages 6-7: Agent R gathers a host candidate fromits local IP
address, and fromthat it sends a STUN Binding request to the STUN
server. Since agent R is not behind a NAT, R s server-reflexive
candidate will be identical to the host candi date.

Message 8: Agent R sends its local candidate information to agent L,
using the signaling protocol associated with the |ICE usage.

Since both agents are full ICE inplenmentations, the initiating agent
(agent L) becones the controlling agent.
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Agents L and R both pair up the candidates. Both agents initially
have two pairs. However, agent L will prune the pair containing its
server-refl exive candidate, resulting in just one (L1). At agent L,
this pair has a local candidate of $L_PRIV_1 and a renpte candi date
of SR PUB 1. At agent R there are two pairs. The highest-priority
pair (Rl) has a local candidate of $R PUB_1 and a renote candi date of
$L PRIV 1, and the second pair (R2) has a local candidate of $R PUB 1
and a renote candidate of $NAT PUB 1. The pairs are shown bel ow (the
pair nunbers are for reference purposes only):

Pairs
ENTI TY Local Renot e Pair # Val i d
| CE Agent L: L PRIV 1 R PUB 1 L1
| CE Agent R R PUB 1 L PRIV 1 R1

R PUB 1 NAT PUB 1 R2

Message 9: Agent R initiates a connectivity check for pair #2. As
the renpte candidate of the pair is the private address of agent L,
the check will not be successful, as the request cannot be routed
fromRto L, and will be dropped by the network.

Messages 10-13: Agent L initiates a connectivity check for pair L1.
The check succeeds, and L creates a new pair (L2). The | ocal

candi date of the new pair is $NAT PUB 1, and the renpbte candidate is
$R PUB 1. The pair (L2) is added to the valid list of agent L.
Agent L can now send and receive data on the pair (L2) if it w shes.

Pairs
ENTI TY Local Renot e Pair # Val i d
| CE Agent L: L PRIV 1 R PUB 1 L1

NAT PUB 1 R PUB 1 L2 X
| CE Agent R R PUB 1 L PRV 1 R1

R PUB 1 NAT PUB 1 R2

Messages 14-17: \Wen agent R receives the Binding request from agent
L (nmessage 11), it will initiate a triggered connectivity check. The
pai r matches one of agent R s existing pairs (R2). The check
succeeds, and the pair (R2) is added to the valid list of agent R
Agent R can now send and receive data on the pair (R2) if it w shes.
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Pairs
ENTI TY Local Renot e Pair # Val i d
| CE Agent L: L PRV 1 R PUB 1 L1

NAT PUB 1 R PUB 1 L2 X
| CE Agent R R PUB 1 L PRV 1 R1

R PUB 1 NAT PUB 1 R2 X

Messages 18-21: At sone point, the controlling agent (agent L)
decides to nominate a pair (L2) inthe valid list. It perforns a
connectivity check on the pair (L2) and includes the USE- CANDI DATE
attribute in the Binding request. As the check succeeds, agent L
sets the nominated flag value of the pair (L2) to "true’', and agent R
sets the nonminated flag value of the matching pair (R2) to 'true’

As there are no nore conponents associated with the stream the

nom nated pairs becone the selected pairs. Consequently, processing
for this streamnoves into the Conpleted state. The I CE process al so
noves into the Conpleted state.

2. Exanple with | Pv6 Addresses

The exanple below is using the topology shown in Figure 9.

Fom e e +
| STUN |
| Server
S +
|
i +
| |
| | nt er net |
| |
o e e e e e e e ea oo +
| |
| |
| |
| |
| |
| |
| |
L + L +
| L | | R |
+-- o - + +-- o - +

Fi gure 9: Exanpl e Topol ogy
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In the exanple, ICE agents L and R are full ICE inplenentations.
Bot h agents have a single | Pv6 address, and both are configured with
the sane STUN server. The |IP addresses of the |ICE agents and the
STUN server are shown bel ow:

ENTI TY | P Address mnenpni ¢ nanme
| CE Agent L: 2001: db8:: 3 L- PUB- 1
| CE Agent R 2001: db8:: 5 R- PUB- 1
STUN Ser ver: 2001: db8:: 9 STUN- PUB- 1
L STUN R
| STUN al | oc. |
| (1) STUN Req
| S=$L- PUB- 1

| D=$STUN- PUB- 1

|
(2) STUN Res
S=$STUN- PUB- 1

|

| D=$L-PUB-1

| MA=$L- PUB- 1

| <--mmmmmmm e |

| (3) L's Candidate Infornmation|

I e >
| STUN
| al l oc.
| (4) STUN Req
| S=$R- PUB- 1
| D=$STUN- PUB- 1
R

|

|

|

|

|

| | (5) STUN Res |
| | S=$STUN- PUB- 1 |
| | D=$R- PUB- 1 |
| | MA=$R- PUB- 1 |
| [EEREEEEEEEEES >
| (6) R s Candidate Information| |
|

| (7) Bind Req |

| S=$L- PUB- 1 |

| D=$R- PUB- 1 |

|

| (8) Bind Res |
| S=$R- PUB- 1 |
| D=$L- PUB- 1 |
| MA=$L- PUB- 1 |
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| (9) Bind Req

| S=$R- PUB- 1
| D=$L- PUB- 1

| (10) Bind Res

| S=$L- PUB- 1
| D=$R PUB- 1

| MA=$R- PUB- 1

|
| (11) Bind Req

| S=$L- PUB- 1
| D=$R- PUB- 1
| USE- CAND

| (12) Bind Res

| S=$R- PUB- 1
| D=$L- PUB- 1

| MA=$L- PUB- 1

Fi gure 10: Exanple Flow

July 2018

Messages 1-2: Agent L gathers a host candidate fromits local IP
it sends a STUN Bi nding request to the STUN

address, and fromthat
server.

candi date will be identical to the host candi date.

Message 3: Agent L sends its |ocal
usi ng the signaling protocol

Since agent L is not behind a NAT, L's server-reflexive

candi date informati on to agent R
associated with the | CE usage.

Messages 4-5: Agent R gathers a host candidate fromits local IP
it sends a STUN Bi nding request to the STUN

address, and fromthat
server.

candidate will be identical to the host candi date.

Message 6: Agent R sends its |ocal
usi ng the signaling protocol

Ker anen, et al.

St andards Track

Since agent Ris not behind a NAT, R s server-reflexive

candi date information to agent L,
associ ated with the | CE usage.
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Since both agents are full ICE inplenmentations, the initiating agent
(agent L) becones the controlling agent.

Agents L and R both pair up the candidates. Both agents initially
have one pair each. At agent L, the pair (L1) has a local candidate
of $L_PUB 1 and a renote candidate of $R PUB 1. At agent R the pair
(R1) has a local candidate of $R PUB 1 and a renote candi date of
$L_PUB 1. The pairs are shown bel ow (the pair nunbers are for
reference purpose only):

Pairs
ENTI TY Local Renot e Pair # Val i d
| CE Agent L: L PUB 1 R PUB 1 L1
| CE Agent R R PUB 1 L PUB 1 R1

Messages 7-8: Agent L initiates a connectivity check for pair L1
The check succeeds, and the pair (L1) is added to the valid list of
agent L. Agent L can now send and receive data on the pair (L1) if

it w shes.

Pairs
ENTI TY Local Renot e Pair # Valid
ICE Agent L:  LPBI1  RPBI1 L1 X
| CE Agent R R PUB 1 L_PUB 1 R1

Messages 9-10: When agent R receives the Binding request fromagent L
(message 7), it will initiate a triggered connectivity check. The
pair nmatches agent R s existing pair (Rl). The check succeeds, and
the pair (Rl) is added to the valid list of agent R Agent R can now
send and receive data on the pair (Rl) if it w shes.

Pairs
ENTI TY Local Renot e Pair # Val i d
| CE Agent L: L PUB 1 R PUB 1 L1 X
| CE Agent R R PUB 1 L PUB 1 R1 X

Messages 11-12: At sone point, the controlling agent (agent L)
decides to nonminate a pair (L1) in the valid list. It perforns a
connectivity check on the pair (L1) and includes the USE- CANDI DATE
attribute in the Binding request. As the check succeeds, agent L
sets the nomi nated flag value of the pair (L1) to "true’, and agent R
sets the nominated flag value of the matching pair (Rl) to 'true’
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As there are no nore conponents associated with the stream the

nom nated pairs becone the selected pairs. Consequently, processing
for this streamnoves into the Conpleted state. The |ICE process al so
nmoves into the Conpleted state.

STUN Ext ensi ons
1. Attributes

This specification defines four STUN attributes: PRI ORITY,
USE- CANDI DATE, | CE- CONTROLLED, and | CE- CONTROLLI NG

The PRIORITY attribute indicates the priority that is to be
associated with a peer-reflexive candidate, if one will be discovered
by this check. It is a 32-bit unsigned integer and has an attribute
val ue of 0x0024.

The USE- CANDI DATE attribute indicates that the candidate pair
resulting fromthis check will be used for transm ssion of data. The
attribute has no content (the Length field of the attribute is zero);
it serves as a flag. It has an attribute value of 0x0025.

The | CE- CONTROLLED attribute is present in a Binding request. The
attribute indicates that the client believes it is currently in the
controlled role. The content of the attribute is a 64-bit unsigned
integer in network byte order, which contains a random nunber. The
nurmber is used for solving role conflicts, when it is referred to as
the "tiebreaker value". An |ICE agent MJST use the sane nunber for
all Binding requests, for all streans, within an | CE session, unless
it has received a 487 response, in which case it MJUST change the
nunber (Section 7.2.5.1). The agent MAY change the nunber when an

| CE restart occurs.

The | CE- CONTROLLI NG attribute is present in a Binding request. The
attribute indicates that the client believes it is currently in the
controlling role. The content of the attribute is a 64-bit unsigned
i nteger in network byte order, which contains a random nunber. As
for the | CE- CONTROLLED attribute, the number is used for solving role
conflicts. An agent MJST use the same nunber for all Binding
requests, for all streans, within an | CE session, unless it has

recei ved a 487 response, in which case it MJST change the nunber
(Section 7.2.5.1). The agent MAY change the nunber when an | CE
restart occurs.
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2. New Error-Response Codes
This specification defines a single error-response code:

487 (Role Conflict): The Binding request contained either the |ICE-
CONTROLLI NG or | CE- CONTROLLED attribute, indicating an ICE rol e
that conflicted with the server. The renote server conpared the
ti ebreaker values of the client and the server and deternined that
the client needs to switch roles.

Oper ati onal Consi derations

This section discusses issues relevant to operators operating
net wor ks where ICE will be used by endpoints.

1. NAT and Firewall Types

| CE was designed to work with existing NAT and firewal |l equipnent.
Consequently, it is not necessary to replace or reconfigure existing
firewal | and NAT equipnent in order to facilitate deploynment of |CE
I ndeed, | CE was devel oped to be deployed in environments where the
Voi ce over | P (VolP) operator has no control over the |IP network
infrastructure, including firewalls and NATs.

That said, | CE works best in environments where the NAT devices are
"behave" conpliant, neeting the recommendati ons defined in [ RFC4787]
and [ RFC5382]. In networks with behave-conpliant NAT, ICE will work
wi t hout the need for a TURN server, thus inproving voice quality,
decreasing call setup times, and reducing the bandw dth dermands on

t he networ k operat or

2. Bandwi dth Requirenents

Depl oyment of | CE can have several interactions with avail able
networ k capacity that operators need to take into consideration

2.1. STUN and TURN Server-Capacity Pl anning

First and forenost, |ICE nakes use of TURN and STUN servers, which
woul d typically be located in data centers. The STUN servers require
relatively little bandwi dth. For each conponent of each data stream
there will be one or nore STUN transactions fromeach client to the
STUN server. In a basic voice-only |IPv4 Vol P depl oynent, there will
be four transactions per call (one for RTP and one for RTCP, for both
the caller and callee). Each transaction is a single request and a
singl e response, the former being 20 bytes long, and the latter, 28.
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Consequently, if a systemhas N users, and each nakes four calls in a
busy hour, this would require N*1.7bps. For one nmllion users, this
is 1.7 Mips, a very small nunber (relatively speaking).

TURN traffic is nore substantial. The TURN server will see traffic
vol ume equal to the STUN volune (indeed, if TURN servers are

depl oyed, there is no need for a separate STUN server), in addition
to the traffic for the actual data. The amount of calls requiring
TURN for data relay is highly dependent on network topol ogies, and
can and will vary over tine. In a network with 100% behave-conpl i ant
NATs, it is exactly zero.

The pl anni ng consi derati ons above beconme nore significant in
mul ti medi a scenarios (e.g., audio and video conferences) and when the
nunbers of participants in a session grow.

2.2. Gathering and Connectivity Checks

The process of gathering candi dates and perforning connectivity
checks can be bandwi dth intensive. |CE has been designed to pace
both of these processes. The gathering and connectivity-check phases
are neant to generate traffic at roughly the sanme bandw dth as the
data traffic itself will consune once the | CE process concl udes

This was done to ensure that if a network is designed to support
communi cation traffic of a certain type (voice, video, or just text),
it will have sufficient capacity to support the | CE checks for that
data. Once | CE has concluded, the subsequent |CE keepalives will

| ater cause a marginal increase in the total bandwidth utilization
however, this will typically be an extrenely snmall increase.

Congestion due to the gathering and check phases has proven to be a
problemin deployments that did not utilize pacing. Typically,
access |links becane congested as the endpoints flooded the network
wi th checks as fast as they could send them Consequently, network
operators need to ensure that their |ICE inplenentations support the
paci ng feature. Though this pacing does increase call setup tines,
it makes I CE network friendly and easier to deploy.

2.3. Keepalives

STUN keepalives (in the formof STUN Binding Indications) are sent in
the mddle of a data session. However, they are sent only in the
absence of actual data traffic. 1In deploynents with continuous nedia
and without utilizing Voice Activity Detection (VAD), or deploynents
where VAD is utilized together with short interval (nax 1 second)
confort noise, the keepalives are never used and there is no increase
i n bandwi dt h usage. Wen VAD is being used w thout confort noise,
keepalives will be sent during silence periods. This involves a
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singl e packet every 15-20 seconds, far |ess than the packet every
20-30 ns that is sent when there is voice. Therefore, keepalives do
not have any real inpact on capacity planning.

3. ICE and I CE-Lite

Depl oyments utilizing a mix of ICE and ICE-lite interoperate with
each other. They have been explicitly designed to do so.

However, ICE-lite can only be deployed in Iimted use cases. Those
cases, and the caveats involved in doing so, are docunented in
Appendi x A

4. Troubl eshooting and Perfornmance Managenent

ICE utilizes end-to-end connectivity checks and places nuch of the
processing in the endpoints. This introduces a challenge to the
networ k operator -- how can they troubl eshoot | CE depl oynents? How
can they know how | CE is perfornng?

I CE has built-in features to help deal with these problens.

Signaling servers, typically deployed in data centers of the network
operator, will see the contents of the candi date exchanges t hat
convey the | CE paraneters. These paraneters include the type of each
candi date (host, server reflexive, or relayed), along with their

rel ated addresses. Once | CE processing has conpl eted, an updated
candi dat e exchange takes place, signaling the selected address (and
its type). This updated signaling is perforned exactly for the

pur poses of educating network equi pnment (such as a diagnostic too
attached to a signaling) about the results of |CE processing.

As a consequence, through the | ogs generated by a signaling server, a
net wor k operator can observe what types of candi dates are bei ng used
for each call and what addresses were selected by ICE. This is the
primary information that hel ps evaluate how ICE is perfornng

5. Endpoi nt Configuration

ICE relies on several pieces of data being configured into the
endpoints. This configuration data includes tinmers, credentials for
TURN servers, and hostnanes for STUN and TURN servers. |ICE itself
does not provide a nechanismfor this configuration. |Instead, it is
assumed that this information is attached to whatever nechanismis
used to configure all of the other paraneters in the endpoint. For
SI P phones, standard sol utions such as the configuration framework

[ RFC6080] have been defi ned.
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| AB Consi der ati ons

The |1 AB has studied the problemof "Unilateral Self-Address Fixing"
(UNSAF), which is the general process by which an | CE agent attenpts
to determine its address in another realmon the other side of a NAT
through a col |l aborative protocol reflection nechani sm|[RFC3424]. |ICE
is an exanple of a protocol that perforns this type of function
Interestingly, the process for ICE is not unilateral, but bilateral
and the difference has a significant inpact on the issues raised by
the 1AB. |Indeed, |ICE can be considered a Bilateral Self-Address

Fi xi ng (B-SAF) protocol, rather than an UNSAF protocol. Regardless,
the 1 AB has nandat ed that any protocols devel oped for this purpose
docunent a specific set of considerations. This section neets those
requirenents.

1. Problem Definition
From RFC 3424, any UNSAF proposal needs to provide:

Precise definition of a specific, Iimted-scope problemthat is to
be solved with the UNSAF proposal. A short termfix should not be
generalized to solve other problens. Such generalizations lead to
the the prol onged dependence on and usage of the supposed short
termfix -- nmeaning that it is no longer accurate to call it
"short terni.

The specific problens being solved by I CE are:

Providing a neans for two peers to determ ne the set of transport
addresses that can be used for comuni cati on.

Providing a neans for an agent to determine an address that is
reachabl e by another peer with which it w shes to conmuni cate.

2. Exit Strategy

From RFC 3424, any UNSAF proposal needs to provide:
Description of an exit strategy/transition plan. The better short
termfixes are the ones that will naturally see Il ess and | ess use
as the appropriate technol ogy is depl oyed.

ICE itself doesn't easily get phased out. However, it is useful even

in a globally connected Internet, to serve as a nmeans for detecting
whether a router failure has tenporarily disrupted connectivity, for

exanple. |ICE also helps prevent certain security attacks that have
nothing to do with NAT. However, what | CE does is hel p phase out
ot her UNSAF nechani sns. | CE effectively picks anongst those
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mechani sns, prioritizing ones that are better and deprioritizing ones
that are worse. As NATs begin to dissipate as IPv6 is introduced,
server-reflexive and rel ayed candi dates (both forms of UNSAF
addresses) sinply never get used, because higher-priority
connectivity exists to the native host candidates. Therefore, the
servers get used |less and |l ess and can eventually be renoved when
their usage goes to zero.

I ndeed, ICE can assist in the transition fromlIPv4 to IPv6. |t can
be used to determ ne whether to use |Pv6 or | Pv4 when two dual - st ack
hosts communi cate with SIP (I Pv6 gets used). It can also allow a

network with both 6to4 and native v6 connectivity to deternine which
address to use when conmmuni cating with a peer.

3. Brittleness Introduced by |ICE
From RFC 3424, any UNSAF proposal needs to provide:

Di scussion of specific issues that may render systens nore
"brittle". For exanple, approaches that involve using data at
mul tiple network | ayers create nore dependencies, increase
debuggi ng chal | enges, and nmeke it harder to transition

| CE actually renoves brittleness from existing UNSAF nechani sns. 1In
particular, classic STUN (as described in RFC 3489 [ RFC3489]) has
several points of brittleness. One of themis the discovery process
that requires an ICE agent to try to classify the type of NAT it is
behind. This process is error prone. Wth ICE that discovery
process is sinmply not used. Rather than unilaterally assessing the
validity of the address, its validity is dynam cally determ ned by
measuring connectivity to a peer. The process of deternining
connectivity is very robust.

Anot her point of brittleness in classic STUN and any other unilatera
mechanismis its absolute reliance on an additional server. |CE
makes use of a server for allocating unilateral addresses, but it

all ows agents to directly connect if possible. Therefore, in sone
cases, the failure of a STUN server would still allow for a call to
progress when | CE is used.

Anot her point of brittleness in classic STUNis that it assumes the

STUN server is on the public Internet. Interestingly, with ICE that
is not necessary. There can be a nultitude of STUN servers in a
variety of address realms. |CE will discover the one that has

provi ded a usabl e address.
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The nost troubling point of brittleness in classic STUNis that it
doesn’'t work in all network topologies. |In cases where there is a
shared NAT between each agent and the STUN server, traditional STUN
may not work. Wth ICE, that restriction is renpved.

O assic STUN al so i ntroduces sone security considerations.
Fortunately, those security considerations are also mtigated by |ICE

Consequently, ICE serves to repair the brittleness introduced in
classic STUN, and it does not introduce any additional brittleness
into the system

The penalty of these inprovenents is that | CE i ncreases session
est abli shnent tines.

4. Requirenents for a Long-Term Sol ution
From RFC 3424, any UNSAF proposal needs to provide the foll ow ng:

Identify requirenents for longer term sound technical solutions;
contribute to the process of finding the right |onger term
sol uti on.

Qur concl usions from RFC 3489 renmai n unchanged. However, we feel |ICE
actual |y hel ps because we believe it can be part of the long-term
sol uti on.

5. Issues with Existing NAPT Boxes
From RFC 3424, any UNSAF proposal needs to provide:

Di scussion of the inpact of the noted practical issues wth
exi sting, deployed NA[P] Ts and experience reports.

A nunber of NAT boxes are now being deployed into the market that try
to provide "generic" ALG functionality. These generic ALGs hunt for

| P addresses, in either text or binary formw thin a packet, and
rewite themif they match a binding. This interferes with classic
STUN. However, the update to STUN [ RFC5389] uses an encodi ng that

hi des these binary addresses from generic ALGs.

Exi sti ng NAPT boxes have non-determ nistic and typically short
expiration tinmes for UDP-based bindings. This requires

i mpl enentations to send periodic keepalives to nmaintain those

bi ndings. |ICE uses a default of 15 s, which is a very conservative
estimate. Eventually, over tine, as NAT boxes becone conpliant to
behave [ RFC4787], this m ni mum keepalive will beconme determnistic
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and well known, and the ICE tiners can be adjusted. Having a way to
di scover and control the minimum keepalive interval would be far
better still.

Security Considerations
1. | P Address Privacy

The process of probing for candi dates reveals the source addresses of
the client and its peer to any on-network |istening attacker, and the
process of exchangi ng candi dates reveal s the addresses to any
attacker that is able to see the negotiation. Sone addresses, such
as the server-reflexive addresses gathered through the |oca

interface of VPN users, may be sensitive information. |If these
potential attacks cannot be mitigated, |CE usages can define

mechani sms for controlling which addresses are revealed to the
negoti ati on and/or probing process. |Individual inplenentations may
al so have inplenmentation-specific rules for controlling which
addresses are reveal ed. For exanple, [WDbRTC |IP-HANDLI NG provides
addi tional information about the privacy aspects of revealing IP
addresses via | CE for WbRTC applications. |CE inplenentations where
such issues can arise are RECOWENDED to provide a programmatic or
user interface that provides control over which network interfaces
are used to generate candi dates.

Based on the types of candi dates provided by the peer, and the
results of the connectivity tests perfornmed agai nst those candi dat es,
the peer might be able to determine characteristics of the |oca
network, e.g., if different timngs are apparent to the peer. Wthin
the linmt, the peer nmight be able to probe the | ocal network.

There are several types of attacks possible in an I CE system The
subsecti ons consider these attacks and their counterneasures.

2. Attacks on Connectivity Checks

An attacker might attenpt to disrupt the STUN connectivity checks.
Utimately, all of these attacks fool an |ICE agent into thinking
sonet hing incorrect about the results of the connectivity checks.
Dependi ng on the type of attack, the attacker needs to have different
capabilities. |In sonme cases, the attacker needs to be on the path of
the connectivity checks. |In other cases, the attacker does not need
to be on the path, as long as it is able to generate STUN
connectivity checks. While attacks on connectivity checks are
typically perforned by network entities, if an attacker is able to
control an endpoint, it mght be able to trigger connectivity-check
attacks. The possible false conclusions an attacker can try and
cause are:
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Fal se Invalid: An attacker can fool a pair of agents into thinking a
candidate pair is invalid, when it isn't. This can be used to
cause an agent to prefer a different candidate (such as one
injected by the attacker) or to disrupt a call by forcing all
candi dates to fail.

Fal se Valid: An attacker can fool a pair of agents into thinking a
candidate pair is valid, when it isn't. This can cause an agent
to proceed with a session but then not be able to receive any
dat a.

Fal se Peer-Refl exive Candi date: An attacker can cause an agent to
di scover a new peer-reflexive candidate when it is not expected
to. This can be used to redirect data streams to a DoS target or
to the attacker, for eavesdropping or other purposes.

Fal se Valid on Fal se Candidate: An attacker has al ready convinced an
agent that there is a candidate with an address that does not
actually route to that agent (e.g., by injecting a fal se peer-
refl exive candidate or fal se server-reflexive candidate). The
attacker then launches an attack that forces the agents to believe
that this candidate is valid.

If an attacker can cause a false peer-reflexive candidate or false
valid on a fal se candidate, it can launch any of the attacks
described in [ RFC5389].

To force the false invalid result, the attacker has to wait for the
connectivity check fromone of the agents to be sent. Wen it is,
the attacker needs to inject a fake response with an unrecoverabl e
error response (such as a 400), or drop the response so that it never
reaches the agent. However, since the candidate is, in fact, valid,
the original request may reach the peer agent and result in a success
response. The attacker needs to force this packet or its response to
be dropped through a DoS attack, a Layer 2 network disruption, or
anot her technique. |If it doesn't do this, the success response wll
al so reach the originator, alerting it to a possible attack. The
ability for the attacker to generate a fake response is nitigated

t hrough the STUN short-termcredential nmechanism |In order for this
response to be processed, the attacker needs the password. If the
candi dat e exchange signaling is secured, the attacker will not have
the password, and its response will be discarded.

Spoofed | CMP Hard Errors (Type 3, codes 2-4) can al so be used to
create false invalid results. |If an |ICE agent inplements a response
to these ICWP errors, the attacker is capable of generating an | CW
message that is delivered to the agent sending the connectivity
check. The validation of the |CVMP error nessage by the agent is its
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only defense. For Type 3 code=4, the outer |P header provides no

val idation, unless the connectivity check was sent with DF=0. For
codes 2 or 3, which are originated by the host, the address is
expected to be any of the renpote agent’s host, reflexive, or relay
candi date I P addresses. The | CMP nessage includes the |IP header and
UDP header of the nessage triggering the error. These fields also
need to be validated. The |IP destination and UDP destination port
need to match either the targeted candi date address and port or the
candi dat e’ s base address. The source | P address and port can be any
candidate for the sane base address of the agent sending the
connectivity check. Thus, any attacker having access to the exchange
of the candidates will have the necessary infornmation. Hence, the
validation is a weak defense, and the sending of spoofed | CMP attacks
is also possible for off-path attackers froma node in a network

wi t hout source address validation.

Forcing the fake valid result works in a simlar way. The attacker
needs to wait for the Binding request fromeach agent and inject a
fake success response. Again, due to the STUN short-term credenti al
mechani sm in order for the attacker to inject a valid success
response, the attacker needs the password. Alternatively, the
attacker can route (e.g., using a tunneling mechanism a valid
success response, which normally would be dropped or rejected by the
network, to the agent.

Forcing the false peer-reflexive candidate result can be done with
either fake requests or responses, or with replays. W consider the
fake requests and responses case first. It requires the attacker to
send a Binding request to one agent with a source |IP address and port
for the false candidate. 1In addition, the attacker needs to wait for
a Binding request fromthe other agent and generate a fake response
with a XOR- MAPPED- ADDRESS attribute containing the fal se candi date.

Li ke the other attacks described here, this attack is mtigated by
the STUN nessage integrity nmechani snms and secure candi date exchanges.

Forcing the fal se peer-reflexive candidate result with packet replays
is different. The attacker waits until one of the agents sends a
check. It intercepts this request and replays it towards the other
agent with a faked source IP address. It also needs to prevent the
original request fromreaching the renote agent, by either |aunching
a DoS attack to cause the packet to be dropped or forcing it to be
dropped using Layer 2 nechanisns. The replayed packet is received at
the other agent, and accepted, since the integrity check passes (the
integrity check cannot and does not cover the source |P address and
port). It is then responded to. This response will contain a XOR-
MAPPED- ADDRESS with the fal se candidate, and it will be sent to that
fal se candidate. The attacker then needs to receive it and relay it
towards the originator.
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The other agent will then initiate a connectivity check towards that
fal se candidate. This validation needs to succeed. This requires
the attacker to force a false valid on a false candidate. The
injecting of fake requests or responses to achieve this goal is
prevented using the integrity mechani sms of STUN and the candi date
exchange. Thus, this attack can only be | aunched through repl ays.
To do that, the attacker needs to intercept the check towards this
fal se candidate and replay it towards the other agent. Then, it
needs to intercept the response and replay that back as well.

This attack is very hard to |launch unless the attacker is identified
by the fake candidate. This is because it requires the attacker to
i ntercept and replay packets sent by two different hosts. [If both
agents are on different networks (e.g., across the public Internet),
this attack can be hard to coordinate, since it needs to occur
against two different endpoints on different parts of the network at
the sane tine.

If the attacker itself is identified by the fake candi date, the
attack is easier to coordinate. However, if the data path is secured
(e.g., using the Secure Real -tinme Transport Protocol (SRTP)

[ RFC3711]), the attacker will not be able to process the data
packets, but will only be able to discard them effectively disabling
the data stream However, this attack requires the agent to disrupt
packets in order to block the connectivity check fromreaching the
target. In that case, if the goal is to disrupt the data stream
it’s much easier to just disrupt it with the sane nmechani sm rather
than attack | CE

3. Attacks on Server-Refl exive Address Gathering

| CE endpoi nts make use of STUN Binding requests for gathering server-
refl exi ve candi dates froma STUN server. These requests are not

aut henticated in any way. As a consequence, there are numerous
techni ques an attacker can enploy to provide the client with a fal se
server-refl exive candidate:

0 An attacker can conpronise the DNS, causing DNS queries to return
a rogue STUN server address. That server can provide the client
with fake server-reflexive candidates. This attack is nmitigated
by DNS security, though DNSSEC is not required to address it.

0 An attacker that can observe STUN nessages (such as an attacker on
a shared network segnent, like W-Fi) can inject a fake response
that is valid and will be accepted by the client.

0 An attacker can conpronise a STUN server and cause it to send
responses with incorrect mapped addresses.
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A fal se mapped address | earned by these attacks will be used as a
server-refl exive candidate in the establishnent of the | CE session
For this candidate to actually be used for data, the attacker also
needs to attack the connectivity checks, and in particular, force a
false valid on a false candidate. This attack is very hard to | aunch
if the false address identifies a fourth party (neither the
initiator, responder, nor attacker), since it requires attacking the
checks generated by each I CE agent in the session and is prevented by
SRTP if it identifies the attacker itself.

If the attacker elects not to attack the connectivity checks, the
worst it can do is prevent the server-reflexive candi date from bei ng
used. However, if the peer agent has at |east one candidate that is
reachabl e by the agent under attack, the STUN connectivity checks
thenmsel ves will provide a peer-reflexive candidate that can be used
for the exchange of data. Peer-reflexive candidates are generally
preferred over server-reflexive candidates. As such, an attack
solely on the STUN address gathering will normally have no inpact on
a session at all.

4. Attacks on Rel ayed Candi date Gathering

An attacker mght attenpt to disrupt the gathering of relayed
candidates, forcing the client to believe it has a fal se rel ayed
candi date. Exchanges with the TURN server are authenticated using a
long-termcredential. Consequently, injection of fake responses or
requests will not work. In addition, unlike Binding requests,

Al'l ocate requests are not susceptible to replay attacks with nodified
source | P addresses and ports, since the source |IP address and port
are not utilized to provide the client with its relayed candi date.

Even if an attacker has caused the client to believe in a fal se

rel ayed candi date, the connectivity checks cause such a candidate to
be used only if they succeed. Thus, an attacker needs to |launch a
false valid on a fal se candi date, per above, which is a very
difficult attack to coordinate.

5. Insider Attacks

In addition to attacks where the attacker is a third party trying to
insert fake candidate information or STUN nmessages, there are attacks
possible with | CE when the attacker is an authenticated and valid
participant in the | CE exchange.
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19.5.1. STUN Anplification Attack

The STUN anplification attack is sinmilar to a "voice hamer" attack
where the attacker causes other agents to direct voice packets to the
attack target. However, instead of voice packets being directed to
the target, STUN connectivity checks are directed to the target. The
attacker sends a | arge nunber of candi dates, say, 50. The responding
agent receives the candidate information and starts its checks, which
are directed at the target, and consequently, never generate a
response. In the case of WbRTC, the user m ght not even be aware
that this attack is ongoing, since it mght be triggered in the
background by malicious JavaScri pt code that the user has fetched.
The answerer will start a new connectivity check every Ta ns (say,
Ta=50ns8). However, the retransmission tiners are set to a large
nunber due to the [ arge nunber of candi dates. As a consequence,
packets will be sent at an interval of one every Ta nilliseconds and
then with increasing intervals after that. Thus, STUNw Il not send
packets at a rate faster than data would be sent, and the STUN
packets persist only briefly, until ICE fails for the session
Nonet hel ess, this is an anplification nmechani sm

It is inmpossible to elimnate the anplification, but the volume can
be reduced through a variety of heuristics. |CE agents SHOULD limt
the total nunber of connectivity checks they performto 100.
Additionally, agents MAY linit the nunber of candidates they wll
accept.

Frequently, protocols that wish to avoid these kinds of attacks force
the initiator to wait for a response prior to sending the next
message. However, in the case of ICE, this is not possible. It is
not possible to differentiate the follow ng two cases:

0o There was no response because the initiator is being used to
| aunch a DoS attack against an unsuspecting target that will not
respond.

0 There was no response because the | P address and port are not
reachable by the initiator.

In the second case, another check will be sent at the next
opportunity, while in the former case, no further checks wll be
sent .
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| ANA Consi der ati ons

The original |ICE specification registered four STUN attributes and
one new STUN error response. The STUN attributes and error response
are reproduced here. In addition, this specification registers a new
| CE option.

1. STUN Attributes
| ANA has registered four STUN attri butes:

0x0024 PRIORITY

0x0025 USE- CANDI DATE
0x8029 | CE- CONTRCOLLED
0x802A | CE- CONTROLLI NG

2. STUN Error Responses
| ANA has registered the following STUN error-response code:

487 Rol e Conflict: The client asserted an ICE role (controlling or
controlled) that is in conflict with the role of the server.

3. ICE Options

| ANA has registered the following I CE option in the "I CE Options"
subregistry of the "Interactive Connectivity Establishnent (1CE)"
registry, followi ng the procedures defined in [ RFC6336] .

| CE Option nane:
i ce2

Cont act :
Nanme: | ESG
Emai | : iesg@etf.org

Change Controller:
| ESG

Descri ption:
The 1 CE option indicates that the I CE agent using the |ICE option
is inplemented according to RFC 8445,

Ref er ence:
RFC 8445
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21. Changes from RFC 5245
The purpose of this updated | CE specification is to:

o Carify procedures in RFC 5245.

July 2018

o Make technical changes, due to discovered flaws in RFC 5245 and
feedback fromthe community that has inplenented and depl oyed | CE

applications based on RFC 5245.

o Make the procedures independent of the signaling protocol, by
renoving the SIP and SDP procedures. Procedures specific to a
signaling protocol will be defined in separate usage docunents.

[1 CE-SI P-SDP] defines |CE usage with SIP and SDP
The follow ng technical changes have been done:
0 Aggressive nomnation renoved

0 The procedures for calculating candidate pair states and
schedul i ng connectivity checks nodified.

0 Procedures for calculation of Ta and RTO nodi fi ed.

o Active checklist and Frozen checklist definitions renpved.

0 ’'ice2 |CE option added.

o |Pv6 considerations nodified.

o0 Usage with no-op for keepalives, and keepalives w th non-

peers, renoved.
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Appendix A Lite and Full Inpl enentations

ICE allows for two types of inplenentations. A full inplenmentation
supports the controlling and controlled roles in a session and can
al so perform address gathering. 1In contrast, a lite inplenentation

is amnimalist inplementation that does little but respond to STUN
checks, and it only supports the controlled role in a session

Because | CE requires both endpoints to support it in order to bring
benefits to either endpoint, increnental deploynent of ICEin a
network is nore conplicated. Many sessions involve an endpoint that
is, by itself, not behind a NAT and not one that would worry about
NAT traversal. A very commopn case is to have one endpoint that
requires NAT traversal (such as a Vol P hard phone or soft phone) nake
a call to one of these devices. Even if the phone supports a ful

I CE inplementation, ICE won't be used at all if the other device
doesn’t support it. The lite inplenentation allows for a | ow cost
entry point for these devices. Once they support the lite

i mpl enentation, full inplenmentations can connect to them and get the
full benefits of ICE

Consequently, a lite inplenentation is only appropriate for devices
that will *always* be connected to the public Internet and have a
public I P address at which it can receive packets from any
correspondent. |ICE will not function when a lite inplenentation is
pl aced behi nd a NAT

ICE allows a lite inplenentation to have a single |IPv4 host candidate
and several |1Pv6 addresses. |In that case, candidate pairs are

sel ected by the controlling agent using a static algorithm such as
the one in RFC 6724, which is recomended by this specification
However, static nechanisns for address selection are always prone to
error, since they can never reflect the actual topology or provide
actual guarantees on connectivity. They are always heuristics.
Consequently, if an ICE agent is inplenenting ICE just to sel ect
between its IPv4 and | Pv6 addresses, and none of its |IP addresses are
behi nd NAT, usage of full ICEis still RECOWENDED in order to

provi de the nost robust form of address sel ection possible.

It is inmportant to note that the lite inplenmentation was added to
this specification to provide a stepping stone to ful

i npl enentation. Even for devices that are always connected to the
public Internet with just a single |Pv4 address, a ful

i mpl ementation is preferable if achievable. Full inplenentations

al so obtain the security benefits of ICE unrelated to NAT traversal
Finally, it is often the case that a device that finds itself with a
public address today will be placed in a network tonorrow where it
will be behind a NAT. It is difficult to definitively know, over the
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lifetinme of a device or product, if it will always be used on the
public Internet. Full inplenentation provides assurance that
communi cations wll always work.

Appendi x B. Design Motivations

| CE contains a nunber of normative behaviors that may thensel ves be
sinpl e but derive from conplicated or non-obvious thinking or use
cases that nmerit further discussion. Since these design notivations
are not necessary to understand for purposes of inplenentation, they
are di scussed here. This appendi x i s non-normative.

B.1. Pacing of STUN Transactions

STUN transactions used to gather candidates and to verify
connectivity are paced out at an approximate rate of one new
transaction every Ta mlliseconds. Each transaction, in turn, has a
retransmssion tiner RTOthat is a function of Ta as well. Wy are
these transactions paced, and why are these fornulas used?

Sendi ng of these STUN requests will often have the effect of creating
bi ndi ngs on NAT devi ces between the client and the STUN servers.
Experi ence has shown that nany NAT devices have upper limts on the
rate at which they will create new bindings. Discussions in the |ETF
| CE WG during the work on this specification concluded that once
every 5 ms is well supported. This is why Ta has a | ower bound of

5 ms. Furthernore, transnission of these packets on the network
makes use of bandwi dth and needs to be rate linmted by the I CE agent.
Depl oyments based on earlier draft versions of [RFC5245] tended to
overl oad rate-constrai ned access |inks and performpoorly overall, in
addition to negatively inpacting the network. As a consequence, the
paci ng ensures that the NAT device does not get overloaded and that
traffic is kept at a reasonable rate.

The definition of a "reasonable" rate is that STUN MJUST NOT use nore
bandwi dth than the RTP itself will use, once data starts flow ng

The fornmula for Ta is designed so that, if a STUN packet were sent
every Ta seconds, it would consune the same anount of bandwi dth as
RTP packets, sumed across all data streams. O course, STUN has
retransmts, and the desire is to pace those as well. For this
reason, RTOis set such that the first retransmt on the first
transacti on happens just as the first STUN request on the | ast
transaction occurs. Pictorially:
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Fi rst Packets Retransm ts
| |
| |
_______ Fom e o - s
/ \ / \
/ \ / \
+- -+ +- -+ +- -+ +- -+ +- -+ +- -+
| AL | B1| | C1f | A2| | B2 | C2f
+- -+ +- -+ +- -+ +- -+ +- -+ +- -+
e - - R R R R oo Ti me
0 Ta 2Ta 3Ta 4Ta 5Ta

In this picture, there are three transactions that will be sent (for
exanpl e, in the case of candidate gathering, there are three host
candi dat e/ STUN server pairs). These are transactions A, B, and C
The retransmit tinmer is set so that the first retransnission on the
first transaction (packet A2) is sent at tinme 3Ta.

Subsequent retransnits after the first will occur even |ess
frequently than Ta nilliseconds apart, since STUN uses an exponenti al
backoff on its retransni ssions.

Thi s mechani sm of a gl obal ninimum pacing interval of 5 nms is not
general ly applicable to transport protocols, but it is applicable to
| CE based on the follow ng reasoning.

o Start with the following rules that would be generally applicable
to transport protocols:

1. Let MaxBytes be the maxi num nunber of bytes allowed to be
outstanding in the network at startup, which SHOULD be 14600,
as defined in Section 2 of [RFC6928].

2. Let HTO be the transaction tinmeout, which SHOULD be 2*RTT if
RTT is known or 500 ns otherwise. This is based on the RTO
for STUN nessages from [RFC5389] and the TCP initial RTQ
which is 1 sec in [ RFC6298].

3. Let MnPacing be the nininmm pacing interval between
transactions, which is 5 ns (see above).
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(o]

bserve that agents typically do not know the RTT for |ICE
transactions (connectivity checks in particular), neaning that HTO
will al nost al ways be 500 ns.

(hserve that a M nPacing of 5 ns and HTO of 500 ns gives at nost
100 packets/HTO, which for a typical |ICE check of |less than 120
byt es neans a maxi nrum of 12000 outstandi ng bytes in the network,
which is I ess than the maxi nrum expressed by rule 1

Thus, for ICE, the rule set reduces to just the M nPacing rule,
which is equivalent to having a gl obal Ta val ue.

Keranen, et al. St andards Track [ Page 92]



RFC 8445 I CE July 2018

B.2. Candidates with Miltiple Bases

Section 5.1.3 tal ks about elimnating candi dates that have the same
transport address and base. However, candidates with the sane
transport addresses but different bases are not redundant. When can
an | CE agent have two candi dates that have the sanme | P address and
port but different bases? Consider the topology of Figure 11:

A
| 192. 168/ 16 |

| |
\\ /1

R + /1 \\ R +

| | |
| Initiator|--------- | Cnetl0 |----------- | Responder |
| | 10. 0. 1. 100] | 10.0.1.101 | |
R + \\ /1 R +

Figure 11: ldentical Candidates with Different Bases
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In this case, the initiating agent is nmultihoned. It has one IP
address, 10.0.1.100, on network C, which is a net 10 private network.
The responding agent is on this same network. The initiating agent
is also connected to network A, which is 192.168/16, and has an I P
address of 192.168.1.100. There is a NAT on this network, natting
into network B, which is another net 10 private network, but it is
not connected to network C. There is a STUN server on network B.

The initiating agent obtains a host candidate on its |IP address on
network C (10.0.1.100:2498) and a host candidate on its |IP address on
network A (192.168.1.100:3344). It perfornms a STUN query to its
configured STUN server from 192.168. 1. 100: 3344. This query passes

t hrough the NAT, which happens to assign the binding 10.0.1.100: 2498.
The STUN server reflects this in the STUN Bi ndi ng response. Now, the
initiating agent has obtained a server-reflexive candidate with a
transport address that is identical to a host candi date
(10.0.1.100:2498). However, the server-reflexive candidate has a
base of 192.168.1.100: 3344, and the host candi date has a base of

10. 0. 1. 100: 2498.

B.3. Purpose of the Rel ated- Address and Rel ated-Port Attributes

The candidate attribute contains two values that are not used at al
by ICEitself -- related address and related port. Wy are they
present ?

There are two notivations for its inclusion. The first is
diagnostic. It is very useful to know the rel ationship between the
different types of candidates. By including it, an | CE agent can
know whi ch rel ayed candidate is associated with which reflexive
candidate, which in turn is associated with a specific host

candi date. Wen checks for one candi date succeed but not for others,
this provides useful diagnostics on what is going on in the network.

The second reason has to do with off-path Quality-of-Service (QS)
mechani sns. When ICE is used in environnents such as Packet Cabl e
2.0, proxies will, in addition to perform ng nornal SIP operations,

i nspect the SDP in SIP nessages and extract the | P address and port
for data traffic. They can then interact, through policy servers,
with access routers in the network, to establish guaranteed QoS for
the data flows. This QS is provided by classifying the RTP traffic
based on 5-tuple and then providing it a guaranteed rate, or marking
its DSCP appropriately. Wien a residential NAT is present, and a
rel ayed candi date gets selected for data, this relayed candidate wll
be a transport address on an actual TURN server. That address says
not hi ng about the actual transport address in the access router that
woul d be used to classify packets for QoS treatnent. Rather, the

Keranen, et al. St andards Track [ Page 94]



RFC 8445 I CE July 2018

server-refl exive candi date towards the TURN server is needed. By
carrying the translation in the SDP, the proxy can use that transport
address to request QoS fromthe access router.

B.4. Inportance of the STUN User name

| CE requires the usage of nessage integrity with STUN using its
short-termcredential functionality. The actual short-term
credential is formed by exchangi ng usernanme fragnments in the

candi dat e exchange. The need for this mechani sm goes beyond j ust
security; it is actually required for correct operation of ICE in the
first place.

Consider ICE agents L, R and Z. L and Rare within private
enterprise 1, which is using 10.0.0.0/8. Z is within private
enterprise 2, which is also using 10.0.0.0/8. As it turns out, R and
Z both have IP address 10.0.1.1. L sends candidates to Z. Z
responds to L with its host candidates. In this case, those

candi dates are 10.0.1.1:8866 and 10.0.1.1:8877. As it turns out, R
isin a session at that same tine and is al so using 10.0.1.1: 8866 and
10.0.1.1:8877 as host candidates. This means that Ris prepared to

accept STUN nessages on those ports, just as Zis. L will send a
STUN request to 10.0.1.1: 8866 and another to 10.0.1.1:8877. However,
these do not go to Z as expected. Instead, they go to R If R just

replied to them L would believe it has connectivity to Z, when in
fact it has connectivity to a conpletely different user, R To fix
this, STUN short-termcredential nechanisns are used. The usernane
fragments are sufficiently randony thus it is highly unlikely that R
woul d be using the sane values as Z. Consequently, R would reject
the STUN request since the credentials were invalid. |In essence, the
STUN usernane fragnents provide a formof transient host identifiers,
bound to a particular session established as part of the candidate
exchange.

An unfortunate consequence of the non-uni queness of |P addresses is

that, in the above exanple, R m ght not even be an ICE agent. It
could be any host, and the port to which the STUN packet is directed
could be any epheneral port on that host. |If there is an application

listening on this socket for packets, and it is not prepared to
handl e nal formed packets for whatever protocol is in use, the
operation of that application could be affected. Fortunately, since
the ports exchanged are epheneral and usually drawn fromthe dynamc
or registered range, the odds are good that the port is not used to
run a server on host R but rather is the agent side of some
protocol. This decreases the probability of hitting an all ocated
port, due to the transient nature of port usage in this range.
However, the possibility of a problem does exist, and network

depl oyers need to be prepared for it. Note that this is not a
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problem specific to I CE; stray packets can arrive at a port at any
time for any type of protocol, especially ones on the public
Internet. As such, this requirement is just restating a genera
design guideline for Internet applications -- be prepared for unknown
packets on any port.

B.5. The Candidate Pair Priority Fornula
The priority for a candidate pair has an odd form It is:
pair priority = 2°32*MN(G D) + 2*MAX(G D) + (GD?1:0)

Wiy is this? Wen the candidate pairs are sorted based on this

val ue, the resulting sorting has the MAX MN property. This neans
that the pairs are first sorted based on decreasing val ue of the

m ni mum of the two priorities. For pairs that have the sanme val ue of
the mninumpriority, the maximumpriority is used to sort anongst
them |If the max and the min priorities are the sane, the
controlling agent’s priority is used as the tiebreaker in the |ast
part of the expression. The factor of 2*32 is used since the
priority of a single candidate is always |less than 2*32, resulting in
the pair priority being a "concatenation" of the two conponent
priorities. This creates the MAX¥ MN sorting. MAX/M N ensures that,
for a particular I CE agent, a lower-priority candidate is never used
until all higher-priority candi dates have been tried.

B.6. Wiy Are Keepalives Needed?

Once data begins flowing on a candidate pair, it is still necessary
to keep the bindings alive at internediate NATs for the duration of
the session. Normally, the data stream packets thenselves (e.g.

RTP) neet this objective. However, several cases merit further

di scussion. Firstly, in sone RTP usages, such as SIP, the data
streams can be "put on hold". This is acconplished by using the SDP
"sendonly" or "inactive" attributes, as defined in RFC 3264

[ RFC3264]. RFC 3264 directs inplenentations to cease transm ssion of
data in these cases. However, doing so may cause NAT bindings to
time out, and data won’'t be able to cone off hold.

Secondl y, sone RTP payl oad formats, such as the payload format for
text conversation [RFC4103], may send packets so infrequently that
the interval exceeds the NAT binding tinmeouts.

Thirdly, if silence suppression is in use, long periods of silence

may cause data transnission to cease sufficiently long for NAT
bi ndings to time out.
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B. 7.

B. 8.

B. 9.

Ker

For these reasons, the data packets thensel ves cannot be relied upon
| CE defines a sinple periodic keepalive utilizing STUN Bindi ng

I ndications. This makes its bandw dth requirenments highly

predi ctabl e and thus anenable to QoS reservations.

Why Prefer Peer-Reflexive Candi dates?

Section 5.1.2 describes procedures for conputing the priority of a
candi date based on its type and |l ocal preferences. That section
requires that the type preference for peer-reflexive candi dates

al ways be higher than server reflexive. Wy is that? The reason has
to do with the security considerations in Section 19. It is nuch
easier for an attacker to cause an | CE agent to use a false server-
refl exi ve candidate rather than a fal se peer-reflexive candi date.
Consequently, attacks agai nst address gathering with Binding requests
are thwarted by I CE by preferring the peer-reflexive candi dates.

Why Are Binding Indications Used for Keepalives?

Dat a keepalives are described in Section 11. These keepalives make
use of STUN when both endpoints are | CE capable. However, rather
than using a Binding request transaction (which generates a
response), the keepalives use an Indication. Wy is that?

The prinmary reason has to do with network QoS nechani sns. Once data
begins flowi ng, network elenments will assume that the data stream has
a fairly regular structure, making use of periodic packets at fixed
intervals, with the possibility of jitter. |If an ICE agent is
sendi ng data packets, and then receives a Binding request, it would
need to generate a response packet along with its data packets. This
will increase the actual bandwi dth requirenents for the 5-tuple
carrying the data packets and introduce jitter in the delivery of

t hose packets. Analysis has shown that this is a concern in certain
Layer 2 access networks that use fairly tight packet schedulers for
dat a.

Additionally, using a Binding Indication allows integrity to be

di sabl ed, which may result in better performance. This is useful for
| arge-scal e endpoi nts, such as Public Swi tched Tel ephone Network
(PSTN) gateways and Session Border Controllers (SBCs).

Sel ecting Candi date Type Preference

One criterion for selecting type and | ocal preference values is the
use of a data internediary, such as a TURN server, a tunnel service
such as a VPN server, or NAT. Wth a data internediary, if data is
sent to that candidate, it will first transit the data internediary
before being received. One type of candidate that involves a data
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internmediary is the relayed candi date. Another type is the host
candi date, which is obtained froma VPN interface. Wen data is
transited through a data internediary, it can have a positive or
negative effect on the | atency between transmi ssion and reception
It may or may not increase the packet |osses, because of the

additional router hops that may be taken. It may increase the cost
of providing service, since data will be routed in and right back out
of a data intermediary run by a provider. |If these concerns are

important, the type preference for relayed candi dates needs to be
careful ly chosen.

Anot her criterion for selecting preferences is the IP address fanily
| CE works with both IPv4 and IPv6. It provides a transition

nmechani smthat allows dual -stack hosts to prefer connectivity over

| Pv6 but to fall back to IPv4 in case the v6 networks are

di sconnected. |Inplenentation SHOULD foll ow the guidelines from

[ RFC8421] to avoid excessive delays in the connectivity-check phase
i f broken paths exist.

Anot her criterion for selecting preferences is topol ogical awareness.
This is beneficial for candidates that make use of intermediaries.

In those cases, if an I CE agent has preconfigured or dynam cally

di scovered know edge of the topological proximty of the
intermediaries to itself, it can use that to assign higher |oca
preferences to candi dates obtai ned fromcl oser internediaries.

Anot her criterion for selecting preferences night be security or
privacy. |If a user is a teleconmuter, and therefore connected to a
corporate network and a | ocal home network, the user may prefer their
voice traffic to be routed over the VPN or similar tunnel in order to
keep it on the corporate network when comunicating within the
enterprise but may use the |ocal network when comruni cating with
users outside of the enterprise. 1In such a case, a VPN address woul d
have a hi gher | ocal preference than any other address.
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Appendi x C. Connectivity-Check Bandw dth
The tabl es bel ow show, for I Pv4 and | Pv6, the bandwi dth required for
perform ng connectivity checks, using different Ta values (given in
ms) and different ufrag sizes (given in bytes).
The results were provided by Jusin Uberti (Google) on 11 April 2016.

| P version: |Pv4
Packet len (bytes): 108 + ufrag

ms | 4 8 12 16
_____ |________________________
500 | 1.86k 1.98k 2.11k 2.24k
200 | 4.64k 4.96k 5.28k 5.6k
100 | 9.28k 9.92k 10.6k 11.2k
50 | 18.6k 19.8k 21.1k 22.4k
20 | 46.4k 49.6k 52.8k 56.0k
10 | 92.8k 99.2k 105k 112Kk
5| 185k 198k 211k 224k

2 | 464k 496k 528k 560k
1| 928k 992k 1.06M 1.12M

| P version: |Pv6
Packet len (bytes): 128 + ufrag

ms | 4 8 12 16
500 | 2.18k 2.3k 2.43k 2.56k
200 | 5.44k 5.76k 6.08k 6.4k
100 | 10.9k 11.5k 12.2k 12.8k

50 | 21.8k 23.0k 24.3k 25.6k

20 | 54.4k 57.6k 60.8k 64.0k

10 | 108k 115k 121k 128k

5| 217k 230k 243k 256k
2 | 544k 576k 608k 640k
1| 1.09M 1.15M 1.22M 1.28M

Fi gure 12: Connectivity-Check Bandw dt h
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