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Abstr act

Traffic Engineered (TE) networks have a variety of mechanisnms to
facilitate the separation of the data plane and control plane. They
al so have a range of managenent and provi sioning protocols to
configure and activate network resources. These nmechani sns represent
key technol ogi es for enabling flexible and dynanm ¢ networking. The
term"Traffic Engineered network" refers to a network that uses any
connection-oriented technol ogy under the control of a distributed or
centralized control plane to support dynam c provisioning of end-to-
end connectivity.

Abstraction of network resources is a technique that can be applied
to a single network donmain or across nultiple donains to create a
single virtualized network that is under the control of a network
operator or the custonmer of the operator that actually owns the

net wor k resources.

This docunent provides a franework for Abstraction and Control of TE
Net wor ks (ACTN) to support virtual network services and connectivity
services

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for infornational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Not all docunents
approved by the | ESG are candi dates for any |evel of Internet

St andard; see Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
https://ww.rfc-editor.org/info/rfc8453
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1. Introduction

The term"Traffic Engi neered network” refers to a network that uses
any connection-oriented technol ogy under the control of a distributed
or centralized control plane to support dynam c provisioning of end-
to-end connectivity. TE networks have a variety of nechanisns to
facilitate the separation of data planes and control planes including
distributed signaling for path setup and protection, centralized path
conputation for planning and traffic engi neering, and a range of
managenent and provisioning protocols to configure and activate
networ k resources. These nechani sns represent key technol ogies for
enabling flexible and dynanm c networking. Sone exanpl es of networks
that are in scope of this definition are optical, MPLS Transport
Profile (MPLS-TP) [RFC5654], and MPLS-TE networ ks [RFC2702].

One of the main drivers for Software-Defined Networking (SDN)

[ RFC7149] is a decoupling of the network control plane fromthe data
pl ane. This separation has been achieved for TE networks with the
devel opnent of MPLS/ GWLS [ RFC3945] and the Path Conputati on El enent
(PCE) [RFC4655]. One of the advantages of SDNis its logically
centralized control reginme that allows a global view of the
underlying networks. Centralized control in SDN hel ps inprove
network resource utilization conpared with distributed network
control. For TE-based networks, a PCE nay serve as a logically
centralized path conputation function.

Thi s docunent describes a set of managenment and control functions
used to operate one or nore TE networks to construct virtual networks
that can be presented to custoners and that are built from
abstractions of the underlying TE networks. For exanple, a link in
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the custoner’s network is constructed froma path or collection of
paths in the underlying networks. W call this set of functions
"Abstraction and Control of TE Networks" or "ACTN'

2. Overview
Three key aspects that need to be solved by SDN are:

0 Separation of service requests fromservice delivery so that the
configuration and operation of a network is transparent fromthe
poi nt of view of the customer but it remains responsive to the
customer’s services and busi ness needs.

0 Network abstraction: As described in [ RFC7926], abstraction is the
process of applying policy to a set of information about a TE
network to produce selective information that represents the
potential ability to connect across the network. The process of
abstraction presents the connectivity graph in a way that is
i ndependent of the underlying network technol ogies, capabilities,
and topol ogy so that the graph can be used to plan and deliver
network services in a uniformway

0 Coordination of resources across mnultiple independent networks and
nmul tiple technology |ayers to provide end-to-end services
regardl ess of whether or not the networks use SDN

As networks evolve, the need to provide support for distinct
services, separated service orchestration, and resource abstraction
have energed as key requirenents for operators. In order to support
mul tiple custoners each with its own view of and control of the
server network, a network operator needs to partition (or "slice") or
manage sharing of the network resources. Network slices can be
assigned to each custoner for guaranteed usage, which is a step
further than shared use of conmmon network resources.

Furt hernore, each network represented to a custonmer can be built from
virtualization of the underlying networks so that, for exanple, a
link in the customer’s network is constructed froma path or
collection of paths in the underlying network.

ACTN can facilitate virtual network operation via the creation of a
single virtualized network or a seanl ess service. This supports
operators in viewing and controlling different domains (at any

di mensi on: applied technol ogy, adninistrative zones, or vendor-
specific technol ogy islands) and presenting virtualized networks to
their custoners
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The ACTN franmework described in this docunent facilitates:

(o]

Abstraction of the underlying network resources to higher-Iayer
applications and custoners [ RFC7926].

Virtualization of particular underlying resources, whose sel ection
criterion is the allocation of those resources to a particular
customer, application, or service [ ONF- ARCH

TE Network slicing of infrastructure to neet specific customers
service requirements.

Creation of an abstract environment allow ng operators to view and
control multi-domain networks as a single abstract network.

The presentation to custonmers of networks as a virtual network via
open and progranmabl e interfaces.

Ter m nol ogy

The following terns are used in this docunent. Sone of them are
newl y defined, some others reference existing definitions:

Domai n: A domain as defined by [ RFC4655] is "any collection of

network el enments within a conmmon sphere of address nanagenent or
path conputation responsibility". Specifically, within this
docunent we nean a part of an operator’s network that is under
common managenent (i.e., under shared operational managenent using
the sane instances of a tool and the sane policies). Network
elements will often be grouped into donai ns based on technol ogy
types, vendor profiles, and geographic proximty.

Abstraction: This process is defined in [ RFC7926].

TE Network Slicing: In the context of ACIN, a TE network slice is a

collection of resources that is used to establish a logically
dedi cated virtual network over one or nore TE networks. TE
network slicing allows a network operator to provide dedi cated
virtual networks for applications/custonmers over a conmon network
infrastructure. The logically dedicated resources are a part of
the | arger comon network infrastructures that are shared anong
various TE network slice instances, which are the end-to-end
realization of TE network slicing, consisting of the conbination
of physically or logically dedicated resources.
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Node: A node is a vertex on the graph representation of a TE
topol ogy. In a physical network topol ogy, a node corresponds to a
physi cal network el enment (NE) such as a router. |n an abstract
net wor k topol ogy, a node (sonetinmes called an "abstract node") is
a representation as a single vertex of one or nore physical NEs
and their connecting physical connections. The concept of a node
represents the ability to connect fromany access to the node (a
link end) to any other access to that node, although "limted
cross-connect capabilities" may also be defined to restrict this
functionality. Network abstraction rmay be applied recursively, so
a node in one topology may be created by applying abstraction to
the nodes in the underlying topol ogy.

Link: A link is an edge on the graph representation of a TE
topol ogy. Two nodes connected by a link are said to be "adjacent"
in the TE topology. |In a physical network topol ogy, a link
corresponds to a physical connection. |In an abstract network
topology, a link (sonetines called an "abstract link") is a
representation of the potential to connect a pair of points with
certain TE paraneters (see [ RFC7926] for details). Network
abstraction nmay be applied recursively, so a link in one topol ogy
may be created by applying abstraction to the links in the
under | yi ng t opol ogy.

Abstract Topol ogy: The topol ogy of abstract nodes and abstract |inks
presented t hrough the process of abstraction by a | ower-1layer
network for use by a higher-Ilayer network.

Virtual Network (VN): A VNis a network provided by a service
provider to a custoner for the custoner to use in any way it wants
as though it was a physical network. There are two views of a VN
as follows:

o The VN can be abstracted as a set of edge-to-edge links (a Type
1 VN. Each link is referred as a "VN nenber” and is forned as
an end-to-end tunnel across the underlying networks. Such
tunnel s may be constructed by recursive slicing or abstraction
of paths in the underlying networks and can enconpass edge
points of the custonmer’s network, access |inks, intra-domain
pat hs, and inter-domain |inks.

o0 The VN can al so be abstracted as a topol ogy of virtual nodes

and virtual links (a Type 2 VN). The operator needs to nap the
VN to actual resource assignnment, which is known as "virtua
networ k enbeddi ng". The nodes in this case include physica

endpoi nts, border nodes, and internal nodes as well as
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abstracted nodes. Sinmilarly, the links include physical access
links, inter-domain |links, and intra-donmain Iinks as well as
abstract |inks.

Clearly, a Type 1 VN is a special case of a Type 2 VN
Access link: A link between a custoner node and an operator node.

Inter-domain link: A link between domai ns under distinct nanagenent
adm ni stration.

Access Point (AP): An AP is a logical identifier shared between the
custoner and the operator used to identify an access link. The AP
is used by the custoner when requesting a Virtual Network Service
(VNS). Note that the term"TE Link Ternination Point" defined in
[ TE-TOPQ describes the endpoints of links, while an AP is a
comon identifier for the link itself.

VN Access Point (VNAP): A VNAP is the binding between an AP and a
gi ven VN

Server Network: As defined in [RFC7926], a server network is a
networ k that provides connectivity for another network (the Cdient
Network) in a client-server relationship.

2.2. VNS Mdel of ACTN

A Virtual Network Service (VNS) is the service agreenent between a
customer and operator to provide a VN. When a VN is a sinple
connectivity between two points, the difference between VNS and
connectivity service becones blurred. There are three types of VNSs
defined in this docunent.

0o Type 1 VNS refers to a VNS in which the custoner is allowed to
create and operate a Type 1 VN

0 Type 2a and 2b VNS refer to VNSs in which the custonmer is allowed
to create and operates a Type 2 VN. Wth a Type 2a VNS, the VN is
statically created at service configuration tine, and the customer
is not allowed to change the topology (e.g., by adding or deleting
abstract nodes and links). A Type 2b VNS is the sane as a Type 2a
VNS except that the custoner is allowed to nmake dynam ¢ changes to
the initial topology created at service configuration tine.
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VN Operations are functions that a custoner can exercise on a VN
dependi ng on the agreenent between the custoner and the operator

0 VN Creation allows a customer to request the instantiation of a
VN. This could be through offline preconfiguration or through
dynanmi c requests specifying attributes to a Service Leve
Agreenment (SLA) to satisfy the custoner’s objectives.

o Dynanmic Operations allow a custoner to nodify or delete the VN
The custoner can further act upon the virtual network to
create/nodify/delete virtual |inks and nodes. These changes will
result in subsequent tunnel nanagenent in the operator’s networks.

There are three key entities in the ACTN VNS nodel :
o0 Custoners

0 Service Providers

0 Network Operators

These entities are related in a three tier nodel as shown in
Fi gure 1.

o e e e +
| Cust oner |
e e e e e e oo +
|
VNS [ | I\ VNS
Request | ] | | ] Reply
\/ |
e e e e a - +
| Service Provider |
o e e e e e e oo +
/ | \
/ | \
/ | \
/ | \
oo + oo + oo +
| Net wor k Operat or 1] | Net wor k QOper at or 2| | Net wor k QOper at or 3]
o e oo + o e oo + o e oo +

Figure 1: The Three-Tier Mde

The conmercial roles of these entities are described in the follow ng
secti ons.

Ceccarelli & Lee I nf or mat i onal [ Page 8]



RFC 8453 ACTN Fr amewor k August 2018

2.2.1. Custoners

Basi ¢ customers include fixed residential users, nobile users, and
smal |l enterprises. Each requires a small anpbunt of resources and is
characterized by steady requests (relatively tinme invariant). Basic
custoners do not nodify their services thenselves: if a service
change is needed, it is perforned by the provider as a proxy.

Advanced custoners include enterprises and governnents. Such
customers ask for both point-to point and multipoint connectivity

wi th high resource denmands varying significantly in time. This is
one of the reasons why a bundl ed service offering is not enough, and
it is desirable to provide each advanced custoner with a custonized
VNS. Advanced customers nmay al so have the ability to nmodify their
service paraneters within the scope of their virtualized
environnents. The primary focus of ACTN is Advanced Custoners.

As custoners are geographically spread over nmultiple network operator
domai ns, they have to interface to nultiple operators and may have to
support multiple virtual network services with different underlying
obj ectives set by the network operators. To enable these custoners
to support flexible and dynami c applications, they need to contro
their allocated virtual network resources in a dynam c fashion; that
means that they need a view of the topology that spans all of the
network operators. Custoners of a given service provider can, in
turn, offer a service to other custoners in a recursive way.

2.2.2. Service Providers

In the scope of ACTN, service providers deliver VNSs to their
custoners. Service providers nmay or may not own physical network
resources (i.e., may or nmay not be network operators as described in
Section 2.2.3). Wen a service provider is the sane as the network
operator, the case is simlar to existing VPN nodels applied to a
single operator (although it nmay be hard to use this approach when
the custoner spans nultiple i ndependent network operator domains).

When network operators supply only infrastructure, while distinct
service providers interface with the custoners, the service providers
are thensel ves custoners of the network infrastructure operators.

One service provider may need to keep nultiple i ndependent network
operators because its end users span geographically across nultiple
networ k operator donmains. |n sone cases, a service provider is also
a network operator when it owns network infrastructure on which
service is provided
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2.2.3. Network Qperators

Net wor k operators are the infrastructure operators that provision the
networ k resources and provi de network resources to their custoners.
The | ayered nodel described in this architecture separates the
concerns of network operators and custoners, with service providers
acting as aggregators of custoner requests.

3. ACTN Base Architecture

This section provides a high-level nodel of ACTN, showi ng the
interfaces and the flow of control between conponents.

The ACTN architecture is based on a three-tier reference nodel and
all ows for hierarchy and recursion. The main functionalities within
an ACTN system are:

0 Milti-domain coordination: This function oversees the specific
aspects of different domains and builds a single abstracted end-
to-end network topology in order to coordi nate end-to-end path
conputati on and path/service provisioning. Donmain sequence path
calculation/deternmination is also a part of this function

0 Abstraction: This function provides an abstracted view of the
underlying network resources for use by the custoner -- a custoner
may be the client or a higher-level controller entity. This
function includes network path conmputation based on custonmer-
service-connectivity request constraints, path conputation based
on the gl obal network-w de abstracted topol ogy, and the creation
of an abstracted view of network resources allocated to each
custoner. These operations depend on custoner-specific network
obj ective functions and custoner traffic profiles.

0 Custonmer mapping/translation: This function is to map custoner
requests/commands i nto network provisioning requests that can be
sent fromthe Milti-Domain Service Coordinator (MDSC) to the
Provi si oni ng Network Controller (PNC) according to business
policies provisioned statically or dynamcally at the Operations
Support System (OSS) / Network Managenment System (NVS).
Specifically, it provides mapping and translation of a customer’s
service request into a set of paraneters that are specific to a
network type and technol ogy such that network configuration
process i s nade possible.

o Virtual service coordination: This function translates information
that is custoner service related into virtual network service
operations in order to seam essly operate virtual networks while
neeting a custoner’s service requirenents. 1In the context of
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ACTN, servicel/virtual service coordination includes a nunber of
servi ce orchestration functions such as nulti-destination | oad-

bal anci ng and guarantees of service quality. It also includes
notifications for service fault and performance degradation and so
forth.

The base ACTN architecture defines three controller types and the
correspondi ng interfaces between these controllers. The follow ng
types of controller are shown in Figure 2:

0 OCNC - Custoner Network Controller
o MSC - Miulti-Domain Service Coordi nator
0 PNC - Provisioning Network Controller

Figure 2 also shows the follow ng interfaces
0 CM - CNC-MDSC Interface

o MPI - MSC PNC Interface
o0 SBI - Southbound Interface
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Fommemana + Fommemana + Fommemana +
| CNC | | CNC | | CNC |
N + N + N +

\ | /
\ | /
Boundary \ | /
bet ween \ | /
Custoner &  ----------- | CM ---e oo
Net wor k Oper at or \ | /
Fom e e e e e oo oo +
| MDSC |
S +
/ | \
------------ | MPI -mmeee oo
/ | \
S + S + S +
| PNC | | PNC | | PNC |
F - + F - + F - +
| SBI / | [\
| / | SBI SBI / \
-------------- | / \
( ) ( ) | / \
- Control - ( Phys. ) | /-
( Plane ) ( Net ) | / ( )
( Physi cal ) - | / ( Phys. )
( Network )  ----- ----- ( Net )
( ( Phys ( Phys. )
--------- ( Net ) ( Net )

Fi gure 2: ACTN Base Architecture

Note that this is a functional architecture: an inplenmentation and
depl oynent m ght collocate one or nore of the functional conponents.
Fi gure 2 shows a case where the service provider is also a network
operator.

3.1. Custoner Network Controller

A Customer Network Controller (CNC) is responsible for comunicating
a custoner’s VNS requirenents to the network operator over the CNC
MDSC Interface (CM). It has know edge of the endpoints associated
with the VNS (expressed as APs), the service policy, and other QS
information related to the service.
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As the CNC directly interfaces with the applications, it understands
nmul ti ple application requirenments and their service needs. The
capability of a CNC beyond its CM role is outside the scope of ACTN
and may be inplenmented in different ways. For exanple, the CNC nay,
in fact, be a controller or part of a controller in the custoner’s
domain, or the CNC functionality could al so be inplenented as part of
a service provider's portal

3.2. Milti-Domain Service Coordinator

A Mil ti-Dormain Service Coordinator (MDSC) is a functional block that

i npl ements all of the ACIN functions listed in Section 3 and
described further in Section 4.2. Two functions of the MDSC, nanely,
nmul ti-domai n coordination and virtualization/abstraction are referred
to as network-related functions; whereas the other two functions,
nanel y, custonmer mapping/translation and virtual service
coordination, are referred to as service-related functions. The MDSC
sits at the center of the ACTN nodel between the CNC that issues
connectivity requests and the Provisioning Network Controllers (PNCs)
that manage the network resources. The key point of the MDSC (and of
t he whol e ACTN framework) is detaching the network and service
control from underlying technology to help the customer express the
network as desired by business needs. The MDSC envel opes the
instantiation of the right technol ogy and network control to neet

busi ness criteria. In essence, it controls and nmanages the
primtives to achieve functionalities as desired by the CNC

In order to allow for multi-domain coordination, a 1: N rel ationship
nmust be al |l owed between MDSCs and PNCs.

In addition to that, it could also be possible to have an M1
relati onship between MDSCs and PNCs to all ow for network-resource
partitioning/sharing anong different custonmers that are not
necessarily connected to the sanme MDSC (e.g., different service
providers) but that are all using the resources of a common network
i nfrastructure operator

3.3. Provisioning Network Controller

The Provisioning Network Controller (PNC) oversees configuring the
network el ements, nonitoring the topol ogy (physical or virtual) of
the network, and collecting infornmation about the topol ogy (either
raw or abstracted).

The PNC functions can be inplenented as part of an SDN donai n
controller, a Network Managenent System (NMS), an El enent Managenent
System (EM5), an active PCE-based controller [RFC3283], or any other
means to dynamically control a set of nodes that inplenents a
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northbound interface fromthe standpoint of the nodes (which is out
of the scope of this docunent). A PNC domain includes all the
resources under the control of a single PNC. It can be conposed of
different routing domai ns and admi ni strative domains, and the
resources may conme fromdifferent |ayers. The interconnection

bet ween PNC dormains is illustrated in Figure 3.
_( ) _ _( ) _

_( ) _( )

( ) Bor der ( )
( PNC  ------ Link ------ PNC )
( Domain X | Border| ========| Border| Donmain Y )
( | Node | | Node | )
e )

Fi gure 3: PNC Donmi n Borders
3.4. ACTN Interfaces

Direct custoner control of transport network elements and virtualized
services is not a viable proposition for network operators due to
security and policy concerns. Therefore, the network has to provide
open, progranmebl e interfaces, through which custonmer applications
can create, replace, and nodify virtual network resources and
services in an interactive, flexible, and dynanic fashion.

Three interfaces exist in the ACIN architecture as shown in Figure 2.

0 CM: The CNC-MDSC Interface (CM) is an interface between a CNC
and an MDSC. The CM is a business boundary between customer and
network operator. It is used to request a VNS for an application
Al'l service-related information is conveyed over this interface
(such as the VNS type, topol ogy, bandw dth, and service
constraints). Most of the information over this interface is
agnostic of the technol ogy used by network operators, but there
are sone cases (e.g., access link configuration) where it is
necessary to specify technol ogy-specific details.

o MPI: The MDSC-PNC Interface (MPl) is an interface between an NMDSC
and a PNC. It comunicates requests for new connectivity or for
bandwi dt h changes in the physical network. In multi-domain
environnents, the MDSC needs to comunicate with multiple PNCs,
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each responsible for control of a domain. The MPI presents an
abstracted topol ogy to the MDSC hi di ng technol ogy-specific aspects
of the network and hiding topol ogy according to policy.

0 SBI: The Sout hbound Interface (SBlI) is out of scope of ACIN. Many
different SBls have been defined for different environnents,
technol ogi es, standards organi zati ons, and vendors. It is shown
in Figure 3 for reference reason only.

4. Advanced ACTN Architectures

This section describes advanced configurations of the ACIN
architecture.

4.1. NDSC Hi erarchy

A hierarchy of MDSCs can be foreseen for many reasons, anong which
are scalability, adm nistrative choices, or putting together
different |layers and technologies in the network. In the case where
there is a hierarchy of MDSCs, we introduce the terns "higher-Ieve
MDSC' (MDSC-H) and "l ower-1evel MDSC' (MDSC-L). The interface
between themis a recursion of the MPI. An inplenentation of an
MDSC- H makes provi sioning requests as normal using the MPI, but an
MDSC-L nmust be able to receive requests as normal at the CM and al so
at the MPI. The hierarchy of MDSCs can be seen in Figure 4.

Anot her inplenentation choice could foresee the usage of an MDSC- L
for all the PNCs related to a given technology (e.g., Internet
Protocol (IP) / Miltiprotocol Label Switching (MPLS)) and a different
MDSC-L for the PNCs related to anot her technol ogy (e.g., Optical
Transport Network (OIN) / Wavel ength Division Miltiplexing (WDM) and
an MDSC-H to coordi nate them
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Fommemm e +
| CNC |
F +
| +----- +
| CM | CNC |
Fomm e - + L +
------- | MDSGH |---- |
| b ] om
WPl | WPl | |
| | |
Fomm e e o + Fomm e e o +
| MDSC- L | | MDSC- L
S RS + S RS +
VP | | | |
| | | |
| PNC | | PNC | | PNC | | PNC

Fi gure 4: NMDSC Hi erarchy

The hi erarchy of MDSC can be recursive, where an MDSC-H is, in turn
an MDSC-L to a higher-|evel NMDSC H

4.2. Functional Split of MDSC Functions in Orchestrators

An inplenmentation choice could separate the MDSC functions into two
groups: one group for service-related functions and the other for
networ k-rel ated functions. This enables the inplenentation of a
service orchestrator that provides the service-related functions of
the MDSC and a network orchestrator that provides the network-rel ated
functions of the MDSC. This split is consistent with the YANG
service nodel architecture described in [ RFC8309]. Figure 5 depicts
this and shows how the ACTN interfaces may map to YANG data nodel s.
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Figure 5: ACTIN Architecture in the Context of the YANG Service Model s
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5. Topol ogy Abstraction Methods

Topol ogy abstraction is described in [RFC7926]. This section
di scusses topol ogy abstraction factors, types, and their context in
the ACTN architecture.

Abstraction in ACTN is perforned by the PNC when presenting avail abl e
topology to the MDSC, or by an MDSC-L when presenting topology to an
MDSC-H.  This function is different fromthe creation of a VN (and
particularly a Type 2 VN) that is not abstraction but construction of
virtual resources

5.1. Abstraction Factors

As di scussed in [RFC7926], abstraction is tied with the policy of the
networks. For instance, per an operational policy, the PNC woul d not
provi de any technol ogy-specific details (e.g., optical paraneters for
Wavel ength Switched Optical Network (WSON) in the abstract topol ogy
it provides to the MDSC. Sinilarly, the policy of the networks may
determi ne the abstraction type as described in Section 5. 2.

There are many factors that may inpact the choice of abstraction

0 Abstraction depends on the nature of the underlying donain
networks. For instance, packet networks nmay be abstracted with
fine granularity while abstraction of optical networks depends on
the switching units (such as wavel engths) and the end-to-end
continuity and cross-connect limtations wthin the network

0 Abstraction al so depends on the capability of the PNCs. As
abstraction requires hiding details of the underlying network
resources, the PNC s capability to run algorithmnms inpacts the
feasibility of abstraction. Some PNCs may not have the ability to
abstract native topology while other PNCs may have the ability to
use sophi sticated al gorithns.

0 Abstraction is a tool that can inprove scalability. Were the
native network resource information is of a large size, there is a
specific scaling benefit to abstraction

o The proper abstraction |evel may depend on the frequency of
t opol ogy updates and vice versa.

0o The nature of the MDSC s support for technol ogy-specific
paraneters inpacts the degree/level of abstraction. |f the MDSC
i s not capable of handling such paraneters, then a higher |evel of
abstraction i s needed.
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0 |In sone cases, the PNCis required to hide key interna
topol ogi cal data fromthe MDSC. Such confidentiality can be
achi eved through abstraction.

5.2. Abstraction Types

This section defines the following three types of topol ogy
abstraction:

0 Native/Wite Topology (Section 5.2.1)
o Black Topol ogy (Section 5.2.2)
0 Gey Topology (Section 5.2.3)

5.2.1. Native/Wite Topol ogy

This is a case where the PNC provi des the actual network topology to
the MDSC wi t hout any hiding or filtering of information, i.e., no
abstraction is perforned. In this case, the MDSC has the ful

know edge of the underlying network topol ogy and can operate on it
directly.

5.2.2. Bl ack Topol ogy

A bl ack topol ogy replaces a full network with a m ni nal
representation of the edge-to-edge topol ogy w thout disclosing any
node internal connectivity information. The entire domain network
may be abstracted as a single abstract node with the network’s
access/egress |links appearing as the ports to the abstract node and
the inplication that any port can be "cross-connected" to any other
Figure 6 depicts a native topology with the correspondi ng bl ack

topol ogy with one virtual node and inter-domain links. 1In this case,
the MDSC has to nake a provisioning request to the PNCs to establish
the port-to-port connection. |If there is a |large nunber of

i nterconnected domai ns, this abstraction nethod may i npose a heavy
coordi nation |load at the MDSC | evel in order to find an optinmal end-
to-end path since the abstraction hides so nuch information that it
is not possible to deternine whether an end-to-end path is feasible
wi t hout asking each PNC to set up each path fragment. For this
reason, the MPI might need to be enhanced to allow the PNCs to be
queried for the practicality and characteristics of paths across the
abstract node.
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PNC Donai n
+- -+ +- -+ +- -+ +- -+
------ B e T o S
++- + ++- + +- ++ +- ++
I I I I
I I I I
I I I I
I I I I
++- + ++- + +- ++ +- ++
------ B S T T L S L
+- -+ +- -+ +- -+ +- -+

Hmmmmmmaaa +
- - -+ +- - -
| Abstract |

| Node
- -4 +- - -
tmmmmmm e +

Figure 6: Native Topology with Correspondi ng
Bl ack Topol ogy Expressed as an Abstract Node

5.2.3. Gey Topol ogy

A grey topol ogy represents a conprom se between bl ack and white
topologies froma granularity point of view In this case, the PNC
exposes an abstract topol ogy containing all PNC domai n border nodes
and an abstraction of the connectivity between those border nodes.
This abstraction may contain either physical or abstract nodes/!links.

Two types of grey topology are identified:

o In a type A grey topol ogy, border nodes are connected by a ful
mesh of TE links (see Figure 7).

o In a type B grey topol ogy, border nodes are connected over a nore-
detail ed network conprising internal abstract nodes and abstracted
links. This node of abstraction supplies the MDSC with nore
i nformati on about the internals of the PNC domain and allows it to
make nore inforned choi ces about how to route connectivity over
t he underlyi ng networKk.
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PNC Donai n
+- -+ +- -+ +- -+ +- -+
------ B e T o S
++- + ++- + +- ++ +- ++
I I I I
I I I I
I I I I
I I I I
++- + ++- + +- ++ +- ++
------ B S T T L S L
+- -+ +- -+ +- -+ +- -+

Abstract Network

: +- -+ +--+
------- S Sk S S —
++- + +- ++
|\ 7
|\
AT
7\

: ++- + +-++
------- S SRR T S
+- -+ +- -+

Figure 7: Native Topology with Correspondi ng Grey Topol ogy
5.3. Methods of Building Gey Topol ogies

This section discusses two different nethods of building a grey
t opol ogy:

o Automatic generation of abstract topology by configuration
(Section 5.3.1)

0 On-dermand generation of supplenentary topol ogy via path
conputation request/reply (Section 5.3.2)
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5.3.1. Autonatic Generation of Abstract Topol ogy by Configuration

Automati c generation is based on the abstraction/sunmarization of the
whol e domain by the PNC and its advertisenment on the MPI. The |eve
of abstraction can be deci ded based on PNC configuration paraneters
(e.g., "provide the potential connectivity between any PE and any
ASBR in an MPLS-TE network").

Note that the configuration paraneters for this abstract topol ogy can
i ncl ude avail abl e bandwi dth, |atency, or any conbination of defined
paraneters. How to generate such information is beyond the scope of
thi s docunent.

This abstract topology nmay need to be periodically or incrementally
updat ed when there is a change in the underlying network or the use
of the network resources that nake connectivity nore or |ess
avai | abl e.

5.3.2. On-Denmand Generation of Suppl enentary Topol ogy via Path Conpute
Request/ Repl y

Whi |l e abstract topology is generated and updated automatically by
configuration as explained in Section 5.3.1, additional supplenmentary
topol ogy may be obtained by the MDSC via a path conpute request/reply
nmechani sm

The abstract topol ogy advertisements from PNCs give the MDSC t he
border node/link information for each domain. Under this scenario,
when the MDSC needs to create a new VN, the MDSC can issue path
conputation requests to PNCs with constraints nmatching the VN request
as described in [ACTN-YANG . An exanple is provided in Figure 8
where the MDSC is creating a P2P VN between APl and AP2. The MDSC
could use two different inter-domain links to get fromdomain X to
domain Y, but in order to choose the best end-to-end path, it needs
to know what domain X and Y can offer in terns of connectivity and
constraints between the PE nodes and the border nodes.

( ) ( )
- BrdrX 1------- BrdrY.1 -

(+---+ ) ( )
-+---( |PEl] Dom X ) ( DomY |PE2| )---+-
I (+---+ ) ( +---4) I
AP1 - BrdrX 2------- BrdrY.2 - AP2
( ) ( )

Figure 8: A Milti-Domain Exanpl e
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The MDSC issues a path conputation request to PNC X asking for
potential connectivity between PEL1L and border node BrdrX 1 and
between PE1 and BrdrX 2 with related objective functions and TE
metric constraints. A simlar request for connectivity fromthe
border nodes in domain Y to PE2 will be issued to PNC.Y. The MDSC
nmerges the results to conpute the optimal end-to-end path including
the inter-domain links. The MDSC can use the result of this
conmputation to request the PNCs to provision the underlying networks,
and the MDSC can then use the end-to-end path as a virtual link in
the VN it delivers to the custoner.

5.4. Hierarchical Topol ogy Abstracti on Exanple

This section illustrates how topol ogy abstracti on operates in
different levels of a hierarchy of MDSCs as shown in Figure 9.
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Actual Topol ogy

«C ) «C ) « ) « )
(o) 0 ( 0--0) (o)
C 7\ ) C IV ) c 1 1) C 7\ )
CE A 0---(0-0---0-0)==(0-0-0-0-0)==(0--0--0-0)==(0-0-0-0-0)---0 CE B
C V71 ) Cr 1) C 1 1) C V71 )
( o) (o-0 ( 0--0) ( o)
() () () ()
Domain 1 Domain 2 Domain 3 Domain 4
Wher e
o] is a node
--- is alink
=== is a border |ink
Figure 9: Illustration of Hi erarchical Topol ogy Abstraction

In the exanple depicted in Figure 9, there are four domains under
control of PNCs: PNCl, PNC2, PNC3, and PNC4. MDSC-L1 controls PNC1
and PNC2, while MDSC-L2 controls PNC3 and PNC4. Each of the PNCs
provides a grey topol ogy abstraction that presents only border nodes
and |inks across and outside the domain. The abstract topol ogy
MDSC- L1 that operates is a conbination of the two topol ogies from
PNC1 and PNC2. Likew se, the abstract topology that MDSC- L2 operates
is shown in Figure 9. Both MDSC-L1 and MDSC-L2 provide a bl ack
topol ogy abstraction to MDSC-H in which each PNC domain is presented
as a single virtual node. MDSC-H conbines these two topologies to
create the abstraction topology on which it operates. NMDSC- H sees

t he whol e four domain networks as four virtual nodes connected via
virtual 1inks.

5.5. VN Recursion with Network Layers

In sone cases, the VN supplied to a custonmer nay be built using
resources fromdifferent technology | ayers operated by different
operators. For exanple, one operator nay run a packet TE network and
use optical connectivity provided by another operator

As shown in Figure 10, a custonmer asks for end-to-end connectivity
between CE A and CE B, a virtual network. The custonmer’s CNC nekes a
request to Qperator 1's MDSC. The MDSC wor ks out which network
resources need to be configured and sends instructions to the
appropriate PNCs. However, the link between Qand Ris a virtua

link supplied by Operator 2: Operator 1 is a customer of Operator 2.
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To support this, Operator 1 has a CNC that communi cates w th Operator
2's MDSC. Note that Operator 1's CNCin Figure 10 is a functiona

conmponent that does not dictate inplenmentation: it nmay be enbedded in
a PNC.
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Figure 10: VN Recursion with Network Layers
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In order to map identification of connections between the custoner’s
sites and the TE networks and to scope the connectivity requested in
the VNS, the CNC and the MDSC refer to the connections using the

Access Point (AP) construct as shown in Figure 11.

+---+ X ( ) Z +---+

| CE1| - == +----( )---+---| CE2|

N )| e

AP1 - - AP2

Fi gure 11: Custoner View of APs

Let’s take as an exanple a scenario shown in Figure 11. CEl is
connected to the network via a 10 Gops link and CE2 via a 40 Cbps
link. Before the creation of any VN between AP1 and AP2, the
customer view can be summari zed as shown in Figure 12.
I S +
| Endpoint | Access Link Bandwi dth |
+oeem - N N T . +
| AP id| CE, port | MaxResBw | Avail abl eBw |
L Fom e e - Fom e e - B S +
| APl |CEl,portX | 10 CGops | 10 Ghps |
Fommnn N N . +
| AP2 |CE2,portZ | 40 Cops | 40 Gops |
o - N N N . +

Figure 12: AP - Custoner View
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On the other hand, what the operator sees is shown in Figure 13

( ) ( )

W (4o ) ( o-4) Y
~+---( |PE1l| DomX )----( DomY |PE2| )---+-
| (et ) ( o)
AP1 - - - - AP2

( ) ( )

Figure 13: QOperator View of the AP

which results in a sunmari zation as shown in Figure 14

Fom e e - o e e e e e e e e e e e e m o +

| Endpoint | Access Link Bandwi dth |
S e N N . +
| AP id] PE,port | MaxResBw | Avail abl eBw |
o - N N T N . +
| AP1 | PE1,portW| 10 Gbps | 10 Gops |
L Fom e e - Fom e e - B S +
| AP2 | PE2,portY | 40 CGops | 40 Gops |
Fommnn N N . +

Figure 14: AP - Operator View

A Virtual Network Access Point (VNAP) needs to be defined as binding
between an AP and a VN. It is used to allowdifferent VNs to start
fromthe sane AP. It also allows for traffic engineering on the
access and/or inter-domain links (e.g., keeping track of bandw dth
allocation). A different VNAP is created on an AP for each VN

In this sinple scenario, we suppose we want to create two virtual
networks: the first with VNidentifier 9 between APl and AP2 with
bandwi dth of 1 Gbps and the second with VN identifier 5, again
bet ween AP1 and AP2 and with bandw dth 2 Gops.

The operator view would evolve as shown in Figure 15.
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ommme e T T T +

| Endpoint | Access Link/VNAP Bw |
R R R T LT +
| AP/ VNAPi d| PE, port | MaxResBw | Avail abl eBw |
Fomm e e o Fom e e - Fom e e - B S +
| AP1 | PEL, port W| 10 Cops | 7 Cbps |
| - VNAPL. 9| | 1 Gops | N. A |
| - VNAP1. 5] | 2 Gops | N. A |
Fommme e R R R +
| AP2 | PE2, portY | 4 0CGbps | 37 Cbps |
| - VNAP2. 9| | 1 Gops | N. A |
| - VNAP2. 5] | 2 Gops | N. A |
Fommmee o T R R T T +

Figure 15: AP and VNAP - Operator View after VNS Creation
6.1. Dual -Hom ng Scenario

Oten there is a dual-homing relationship between a CE and a pair of
PEs. This case needs to be supported by the definition of VN, APs,
and VNAPs. Suppose CEl connected to two different PEs in the
operator domain via APl and AP2 and that the customer needs 5 Gops of
bandwi dt h between CE1 and CE2. This is shown in Figure 16.

AP1 AP3
------- (PE1) (PE3)-------

W/ ( ) \ X
+---+/ ( ) \+---+
| CE1] ( ) | CE2|
+- - - +\ ( ) [ +---+

Y\ | Z

------- (PE2) (PE4)-------
AP2 ( )

Fi gure 16: Dual - Homi ng Scenario

In this case, the custoner will request a VN between APl, AP2, and
AP3 specifying a dual -homing rel ationship between AP1 and AP2. As a
consequence, no traffic will flow between APl and AP2. The dual -
hom ng rel ati onshi p woul d then be mapped agai nst the VNAPs (since

ot her independent VNs m ght have AP1 and AP2 as endpoints).

The custoner view would be shown in Figure 17.
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I S +
| Endpoint | Access Link/VNAP Bw |
I N N T . - +
| AP/ VNAPi d| CE, port | MaxResBw | Avail abl eBw | Dual Homi ng|
Fomm e e o Fom e e - Fom e e - B S S +
| AP1 | CE1, portW| 10 Gbops | 5 CGhps |
| - VNAPL. 9| | 5 Gops | N. A | VNAP2.9 |
N T Fommemeena Fommemeeaa N . N +
| AP2 | CE1, portY | 40 Gops | 35 Gbps | |
| - VNAP2. 9| | 5 Gops | N. A. | VNAPL1.9 |
Fomm e e o Fom e e - Fom e e - B S S +
| AP3 | CE2, port X | 50 Ghps | 45 Chps | |
| - VNAP3. 9| | 5 Gops | N. A | NONE |
N T Fommemeena Fommemeeaa N . N +

Figure 17: Dual -Homing -- Custoner View after VN Creation
7. Advanced ACTN Application: Milti-Destination Service

A nore-advanced application of ACTN is the case of data center (DC)
sel ection, where the custoner requires the DC selection to be based
on the network status; this is referred to as "Milti-Destination
Service" in [ACTNNREQ. 1In terms of ACTN, a CNC coul d request a VNS
bet ween a set of source APs and destination APs and |eave it up to
the network (MDSC) to deci de which source and destination APs to be
used to set up the VNS. The candidate |ist of source and destination
APs is decided by a CNC (or an entity outside of ACTN) based on
certain factors that are outside the scope of ACTN

Based on the AP sel ection as deternm ned and returned by the network
(MDSC), the CNC (or an entity outside of ACTN) should further take
care of any subsequent actions such as orchestration or service setup
requi renents. These further actions are outside the scope of ACTN

Consi der a case as shown in Figure 18, where three DCs are avail abl e,
but the custonmer requires the DC selection to be based on the network
status and the connectivity service setup between the APl (CEl) and
one of the destination APs (AP2 (DC-A), AP3 (DC-B), and AP4 (DC-QC)).
The MDSC (in coordination with PNCs) woul d sel ect the best
destination AP based on the constraints, optimzation criteria,
policies, etc., and set up the connectivity service (virtual

net wor k) .
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( ) ( )
+---+ ) ( +----+
| CE1|---+---( Domain X )----( Domain Y )---+---|DC A
oot ( ) ( )] e
AP1 - - - - AP2
( ) ( )
J J
| |
AP3- + AP4- +
+--|--+ +-|---+
| DC- B | DC-C
+----+ +----+

Fi gure 18: Endpoint Sel ection Based on Network Status
7.1. Preplanned Endpoint M gration

Furthernmore, in the case of DC selection, a customer could request a
backup DC to be selected, such that in case of failure, another DC
site could provide hot stand-by protection. As shown in Figure 19,
DC-Cis selected as a backup for DC-A.  Thus, the VN should be set up
by the MDSC to include primary connectivity between APl (CEl) and AP2
(DC-A) as well as protection connectivity between AP1 (CEl) and AP4
(DGO .

( ) ( )
oo+ T oo+
| CE1| ---+----( Domain X )----( DomainyY )---+---|DC A
et | ) ( ) A
AP1 - - - - AP2 |
( ) ( )
—m e a - —m e a - |
| | |
AP3- | AP4- | HOT STANDBY
| | |
oo+ oo+ |
| DC- D| |DC-Cl <-------------
+o-- -4 +o-- -4

Fi gure 19: Preplanned Endpoint M gration
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7.2. On-the-Fly Endpoint Mgration

Conmpared to preplanned endpoint mgration, on-the-fly endpoint
selection is dynamic in that the nmigration is not preplanned but

deci ded based on network condition. Under this scenario, the MDSC
woul d nmonitor the network (based on the VN SLA) and notify the CNC in
the case where sone other destination AP would be a better choice
based on the network paraneters. The CNC should instruct the MDSC
when it is suitable to update the VN with the new AP if it is
required.

8. Manageability Considerations

The objective of ACTNis to nmanage traffic engi neered resources and
provide a set of mechanisnms to allow customers to request virtua
connectivity across server-network resources. ACTN supports nultiple
customers, each with its own view of and control of a virtual network
built on the server network; the network operator will need to
partition (or "slice") their network resources, and nanage the
resources accordingly.

The ACTN platformwill, itself, need to support the request,

response, and reservations of client- and network-1ayer connectivity.
It will also need to provide perfornmance nonitoring and control of TE
resources. The nmanagenent requirenments nmay be categorized as
fol | ows:

Managenment of external ACTN protocols

Managenment of internal ACTN interfaces/protocols

Managenment and nonitoring of ACTN conponents

Configuration of policy to be applied across the ACTN system

O O0OO0Oo

The ACTN framework and interfaces are defined to enable traffic

engi neering for virtual network services and connectivity services.
Net wor k operators may have ot her Operations, Adnministration, and

Mai nt enance (OAM) tasks for service fulfillnent, optimzation, and
assurance beyond traffic engineering. The realization of OAM beyond
abstraction and control of TE networks is not discussed in this
docunent .
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8.1. Policy

Policy is an inportant aspect of ACIN control and managenent.
Policies are used via the conponents and interfaces, during

depl oynent of the service, to ensure that the service is conpliant

wi th agreed-upon policy factors and variations (often described in
SLAs); these include, but are not limted to connectivity, bandwi dth,
geographi cal transit, technol ogy selection, security, resilience, and
economni ¢ cost.

Dependi ng on the depl oynent of the ACTN architecture, some policies
may have | ocal or global significance. That is, certain policies nmay
be ACTN conponent specific in scope, while others nmay have broader
scope and interact with rmultiple ACTN conponents. Two exanples are
provi ded bel ow

o Alocal policy mght limt the nunber, type, size, and scheduling
of virtual network services a custoner nmay request via its CNC
This type of policy would be inplenented |ocally on the NMDSC

o A global policy mght constrain certain custoner types (or
specific custoner applications) only to use certain MDSCs and be
restricted to physical network types managed by the PNCs. A
gl obal policy agent woul d govern these types of policies.

The objective of this section is to discuss the applicability of ACIN
policy: requirenents, conponents, interfaces, and exanples. This
section provides an analysis and does not mandate a specific nethod
for enforcing policy, or the type of policy agent that would be
responsi bl e for propagating policies across the ACIN conponents. It
does highlight exanples of how policy nay be applied in the context

of ACTN, but it is expected further discussion in an applicability or
sol uti on-specific docunent, will be required

8.2. Policy Applied to the Custoner Network Controller

A virtual network service for a custoner application will be
requested by the CNC. The request will reflect the application

requi renents and specific service needs, including bandwidth, traffic
type and survivability. Furthernore, application access and type of
virtual network service requested by the CNC, will be need adhere to
specific access control policies.
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8.3. Policy Applied to the Multi-Domain Service Coordinator

A key objective of the MDSC is to support the custoner’s expression
of the application connectivity request via its CNC as a set of
desired busi ness needs; therefore, policy will play an inportant
role.

Once aut horized, the virtual network service will be instantiated via
the CNC-MDSC Interface (CM); it will reflect the custoner
application and connectivity requirenments and specific service-
transport needs. The CNC and the MDSC conponents will have agreed-
upon connectivity endpoints; use of these endpoints should be defined
as a policy expression when setting up or augnenting virtual network
services. Ensuring that perm ssible endpoints are defined for CNCs
and applications will require the MDSC to nmaintain a registry of
perm ssi bl e connection points for CNCs and application types.

Conflicts may occur when virtual network service optim zation
Criteria are in conpetition. For exanple, to neet objectives for
service reachability, a request may require an interconnection point
bet ween mul ti pl e physical networks; however, this mght break a
confidentially policy requirenment of a specific type of end-to-end
service. Thus, an MDSC may have to bal ance a nunber of the
constraints on a service request and between different requested
services. It may al so have to bal ance requested services with
operational norms for the underlying physical networks. This

bal anci ng nmay be resol ved using configured policy and using hard and
soft policy constraints.

8.4. Policy Applied to the Provisioning Network Controller

The PNC i s responsible for configuring the network el enents,

noni tori ng physi cal network resources, and exposing connectivity
(direct or abstracted) to the MDSC. Therefore, it is expected that
policy will dictate what connectivity information will be exchanged
on the MPI.

Policy interactions nmay arise when a PNC deternines that it cannot
conmpute a requested path fromthe MDSC, or notices that (per a
locally configured policy) the network is | ow on resources (for
exanpl e, the capacity on key links becane exhausted). In either
case, the PNC will be required to notify the MDSC, which nmay (again
per policy) act to construct a virtual network service across another
physi cal network topol ogy.
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Furt hernmore, additional fornms of policy-based resource nanagenent

will be required to provide VNS performance, security, and resilience
guarantees. This will likely be inplenented via a | ocal policy agent
and additional protocol nethods.

9. Security Considerations

The ACTN framework described in this docunent defines key conponents
and interfaces for managed TE networks. Securing the request and
control of resources, confidentiality of the information, and
availability of function should all be critical security

consi derati ons when depl oyi ng and operati ng ACTN pl atf or ns.

Several distributed ACTN functional conponents are required, and

i mpl enent ati ons shoul d consi der encrypting data that flows between
components, especially when they are inplenmented at renote nodes,
regardl ess of whether these data flows are on external or interna
network interfaces.

The ACTN security discussion is further split into two specific
categories described in the foll owi ng subsecti ons:

o Interface between the Custoner Network Controller and Mil ti-Donain
Service Coordi nator (MDSC), CNC-MDSC Interface (CM)

o Interface between the Miulti-Domain Service Coordi nator and
Provi si oni ng Network Controller (PNC), MDSC-PNC Interface (MPI)

Froma security and reliability perspective, ACTN may encounter many
ri sks such as malicious attack and rogue el enents attenpting to
connect to various ACTN conponents. Furthernore, sone ACTN
conmponents represent a single point of failure and threat vector and
nmust al so manage policy conflicts and eavesdroppi ng of conmuni cation
bet ween di fferent ACTN conponents.

The conclusion is that all protocols used to realize the ACIN
framework should have rich security features, and custoner,
application and network data should be stored in encrypted data
stores. Additional security risks may still exist. Therefore,

di scussion and applicability of specific security functions and
protocols will be better described in docunments that are use case and
envi ronnent specific.
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9.1.

9. 2.

10.

CNC- MDSC I nterface (CM)

Data stored by the MDSC will reveal details of the virtual network
services and whi ch CNC and custoner/application is consum ng the
resource. Therefore, the data stored nust be considered a candi date
for encryption.

CNC Access rights to an MDSC nmust be managed. The MDSC nust all ocate
resources properly, and nethods to prevent policy conflicts, resource
wast e, and deni al - of -service attacks on the MDSC by rogue CNCs shoul d
al so be consi dered.

The CM will likely be an external protocol interface. Suitable

aut henti cation and authorization of each CNC connecting to the MDSC
will be required; especially, as these are likely to be inplenmented
by di fferent organi zations and on separate functional nodes. Use of
t he AAA-based nechani sns woul d al so provide rol e-based aut hori zation
met hods so that only authorized CNC s may access the different
functions of the MDSC.

MDSC- PNC I nterface (MPI)

VWhere the MDSC nust interact with nultiple (distributed) PNCs, a PKI-
based nechani smis suggested, such as building a TLS or HTTPS
connection between the MDSC and PNCs, to ensure trust between the
physi cal network |ayer control conponents and the MDSC. Trust
anchors for the PKI can be configured to use a smaller (and
potentially non-intersecting) set of trusted Certificate Authorities
(CAs) than in the Wb PKI

Whi ch MDSC t he PNC exports topology information to, and the | evel of
detail (full or abstracted), should al so be authenticated, and
specific access restrictions and topol ogy views should be
configurabl e and/ or policy based.

| ANA Consi derations

Thi s docunent has no | ANA acti ons.
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Appendi x A,  Exanpl e of MDSC and PNC Functions Integrated in a Service/
Net wor k Or chestrat or

This section provides an exanple of a possible depl oynent scenari o,
in which Service/ Network Orchestrator can include the PNC
functionalities for domain 2 and the MDSC functionalities.

Cust oner
R T T +
Fomm - + |
| | ONC | |
| to---- + |
R [----mmmmm e +
|
Servi ce/ Net wor k | C™M
Orchestrator |
[ S I T T +
[ + MPI [ +
| | MDSC |--------- | PNC2 ||
| S + S +
E - IR [----- +
MPI |
Domai n Controll er | |
F - [----- + |
+----- + | SB
| IPneL || |
L + |
[ S, | ----- + |
v SBI s
( ) ( )
( ) ( )
( Domain 1 )----( Domain 2 )
( ) ( )
( ) ( )
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