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Abst ract

The paper, by one of its devel opers, describes the
conceptual franmework in which the ARPANET i nterconputer
net wor ki ng protocol suite, including the DoD standard
Transm ssion Control Protocol (TCP) and Internet Protocol (IP),
were designed. It also conpares and contrasts several aspects of
t he ARPANET Reference Model (ARM) with the nore widely publicized
I nternational Standards Organization's Reference Mdel for Open
System I nterconnection (I SORM.



" A PERSPECTI VE ON THE ARPANET REFERENCE MODEL"

M A Padlipsky

I nt roducti on

Despite the fact that "the ARPANET" stands as the
proof - of - concept of interconputer networking and, as discussed in
nore detail below, introduced such fundanmental notions as
Layering and Virtualizing to the literature, the w de
availability of material which appeals to the Internationa
St andards Organi zation’s Reference Mbdel for Open System
I nterconnection (I SORM has pronpted many new coners to the
field to overlook the fact that, even though it was largely
tacit, the designers of the ARPANET protocol suite have had a
reference nodel of their own all the long. That is, since well
before | SO even took an interest in "networking", workers in the
ARPA- sponsored research comunity have been goi ng about their
busi ness of doing research and devel opnent in interconputer
networking with a particular frane of reference in mnd. They
have, unfortunately, either been so busy with their work or were
per haps sonehow unsuited tenperanentally to do | earned papers on
abstract topics when there are interesting things to be said on
specific topics, that it is only in very recent times that there
has been nmuch awareness in the research community of the inpact
of the ISORMon the lay mind. Wen the author is asked to review
sol enm nenoranda conparing such things as the ARPANET treat nent
of "internetting" with that of CCITT enploying the | SORM "as the
frane of reference," however, the tinme has clearly cone to
attenpt to enunci ate the ARPANET Reference Mdel (ARM
publicly--for such conparisons are painfully close to conparing
an orange with an apple using redness and snoot hness as the
dom nant criteria, given the philosophical closeness of the COTT
and |1 SO nodel s and their mutual disparities fromthe ARPANET
nodel

This paper, then, is primarily intended as a perspective on
the ARM (Secondarily, it is intended to point out some of the
di fferences between the ARM and the | SORM For a perspective on
this subthene, please see Note [1]) It can't be "the official"
versi on because the ARPANET Network Working Group (NAG), which
was the collective source of the ARM hasn’t had an official
general neeting since Cctober, 1971, and can scarcely be
resurrected to haggle over it. It does, at |east, represent with
sonme degree of fidelity the views of a nunber of NWG nenbers as
those views were expressed in NWG general neetings, NAG protoco
design conmittee neetings, and private conversations over the
i ntervening years. (Menbers of the current ARPA |Internet Wbrking
G oup, which applied
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and adapted the original nodel to a broader arena than had
initially been contenplated, were also consulted.) That night
not sound so inpressive as a pronuncianento from an internationa
standards organi zati on, but the reader should be sonewhat
consol ed by the consideration that not only are the views
expressed here purported to be those of the primary workers in
the field, but also at |east one Englishnan hel ped out in the
revi ew process.

Hi st ori cal / Phil osophi cal Cont ext

Al t hough rigorous historians of science night quibble as to
whet her they were "invented" by a particular group, it is an
historical fact that many now wi del y-accept ed, fundanent al
concepts of interconputer networking were original to the ARPANET
Net work Working Group. [2] Before attenpting to appreciate the
i nplications of that assertion, let’s attenpt to define its two
key terns and then cite the concepts it alludes to:

By "interconputer networking"” we nmean the attachnent of
mul tiple, usually general -purpose conputer systems--in the sense
of Operating Systenms of potentially different manufacture (i.e.
"Het er ogeneous QOperating Systens")--to sone conmuni cations
net work, or comuni cati ons networ ks sonmehow i nterconnected, for
t he purpose of achieving resource sharing anongst the
participating operating systens, usually called Hosts. (By
"resource sharing" we nean the potential ability for progranms on
each of the Hosts to interoperate with programs on the other
Hosts and for data housed on each of the Hosts to be made
available to the other Hosts in a nore general and flexible
fashi on than nerely enabling users on each of the Hosts to be
able to login to the other Hosts as if they were local; that is,
we expect to do nore than nere "renpte access" to interconputer
networ ked Hosts.) By "the ARPANET Network Working G oup," we
mean t hose system programers and conputer scientists from
nuner ous Defense Advanced Research Projects Agency-sponsored
installations whose honme operating systens were intended to
becone early Hosts on the ARPANET. (By "the ARPANET" we mean,
dependi ng on context, either that communicati ons network
sponsored by DARPA whi ch served as proof-of-concept for the
conmmuni cati ons technol ogy known as "packet sw tching," or
consi stent with common usage, the interconputer network which was
evol ved by the NWG that uses that communi cati ons network--or
"comm subnet"--as its inter-Host data transm ssion nedium)

The concepts of particular interest are as follows: By
anal ogy to the use of the termin traditional conmmunications, the
NWG deci ded that the key to the nechanization of the
resource-sharing goal (which in turn had been posited in their
i nfornmal charter)



RFC 871 Sept enber 1982

woul d be "protocol s" that Hosts would interpret both in

communi cating with the comm subnet and in communicating with each
other. Because the active entities in Hosts (the programs in
execution) were widely referred to in Conputer Science as
"processes,” it seened clear that the nechanization of resource
sharing had to invol ve interprocess conmuni cation; protocols that
enabl ed and enpl oyed interprocess conmuni cati on becane, al nost
axiomatically, the path to the goal. Perhaps because the
limtations of nere renote access were perceived early on, or
perhaps sinply by analogy to the simlar usage with regard to

di stingui shi ng between physical tape drives and tape drives
associ ated with sone conventional |l y-defined function like the
System | nput stream or the System Qutput streamin batch
operating systens, the discernible comunications paths (or
"channel s") through the desired interprocess comunication
mechani sm becane known as "l ogi cal connections"--the intent of
the termbeing to indicate that the physical path didn't matter
but the designator (nunber) of the |ogical connection could have
an assigned neaning, just like |logical tape drive nunbers.
Because "nodul arity" was an inportant issue in Conputer Science
at the tine, and because the separation of Hosts and Interface
Message Processors (I MP's) was a given, the NWG realized that the
protocols it designed should be "layered,” in the sense that a
given set of related functions (e.g., the interprocess

communi cati on nechanism or "primtives," as realized in a
Host -t o- Host protocol) shoul d not take special cognizance of the
detail ed internal nechanics of another set of related functions
(e.g., the comm subnet attachment nmechanism as realized in a
Host - Comm Subnet Processor protocol), and that, indeed, protocols
may be viewed as existing in a hierarchy.

Wth the notion of achieving resource sharing via |ayered
protocols for interprocess comrmuni cati on over |ogical connections
fairly firmy in place, the NWs turned to how best to achieve the
first step of interconputer networking: allow ng a distant user
to loginto a Host as if local--but with the clear understanding
that the mechani sns enpl oyed were to be generalizable to other
types of resource sharing. Here we conme to the final fundanental
concept contributed by the NWG for it was observed that if n
different types of Host (i.e., different operating systens) had
to be nade aware of the physical characteristics of mdifferent
types of terminal in order to exercise physical control over
them-or even if n different kinds of Host had to becone aware of
the native terninals supported by mother kinds of Hosts if
physical control were to renmain |ocal--there would be an
adm nistratively intractable "n x mproblem" So the notion of
creating a "virtual term nal" arose, probably by analogy to
"virtual nenory" in the sense of sonething that "wasn't really
there" but could be used as if it
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were; that is, a conmon internediate representation (CIR) of
term nal characteristics was defined in order to allow the Host
to which a terninal was physically attached to map the particul ar
characteristics of the termnal into a CIR so that the Host
bei ng | ogged into, knowing the CIR as part of the rel evant
protocol, could map out of it into a formalready acceptable to
the native operating system And when it cane tine to develop a
File Transfer Protocol, the same virtualizing or CIR trick was
clearly just as useful as for a ternminal oriented protocol, so
virtualizing becanme part of the axiom set too.

The NWG, then, at |east pioneered and probably invented the
noti on of doing interconputer networking/resource sharing via
hi erarchi cal, layered protocols for interprocess comruni cation
over | ogical connections of conmon internediate representations/
virtualizations. Meanwhile, outside of the ARPA research
community, "the ARPANET" was perceived to be a najor
technol ogi cal advance. "Networking" becane the "in" thing. And
al ong with popul ar success cane the call for standards; in
particul ar, standards based on a wi dely-publicized "Reference
Model for Open System | nterconnection"” pronul gated by the
I nternational Standards Organization. Not too surprisingly, Open
System I nterconnection | ooks a lot |ike resource sharing, the
| SORM posits a | ayered protocol hierarchy, "connections" occur
frequently, and energi ng higher |evel protocols tend to
virtualize; after all, one expects standards to reflect the state
of the art in question. But even if the |SORM suitably refined
does prove to be the wave of the future, this author feels that
the ARMis by no neans a whitecap, and deserves explication--both
inits role as the ISORM s "roots" and as the basis of a
still-viable alternative protocol suite.

Axi omati zati on

Let’s begin with the axi ons of the ARPANET Reference Model
I ndeed, let’s begin by recalling what an axiomis, in conmon
usage: a principle the truth of which is deened sel f-evident.
G ven that definition, it’s not too surprising that axionms rarely
get stated or exami ned in non-nathematical discourse. |t turns
out, however, that the axiomatization of the ARM-as best we can
recall and reconstruct it--is not only germane to the enunciation
of the ARM but is also a source of instructive contrasts with
our view of the axiomatization of the ISORM (See [1] again.)

Resour ce Shari ng

The fundanmental axiomof the ARMis that interconputer
net wor ki ng protocols (as distinct from conmuni cati ons network
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protocol s) are to enabl e heterogeneous conputer operating systens
("Hosts") to achieve resource sharing. |ndeed, the session at
the 1970 SJCC in which the ARPANET entered the open literature
was entitled "Resource Sharing Conputer Networks"

O course, as self-evident truths, axions rarely receive
much scrutiny. Just what resource sharing is isn't easy to pin
down--nor, for that nmatter, is just what Open System
Interconnection is. But it must have sonething to do with the
ability of the prograns and data of the several Hosts to be used
by and with prograns and data on other of the Hosts in sone sort
of cooperative fashion. It nust, that is, confer nore
functionality upon the human user than nerely the ability to I og
infon to a Host niles away ("renote access").

A striking property of this axiomis that it renders
protocol suites such as "X 25"/"X. 28"/ "X 29" rather
uni nteresting for our purposes, for they appear to have as their
fundamental axiomthe ability to achieve renpbte access only. (It
nm ght even be a valid rule of thunb that any "network" which
physically interfaces to Hosts via devices that resenble nilking
machi nes--that is, which attach as if they were just a group of
| ocal | y-known types of terminals--isn't a resource sharing
net wor k. )

Ref erence [3] addresses the resource sharing vs. renote
access topic in nore detail.

I nt er process Communi cati on

The second axiomof the ARMis that resource sharing will be
achi eved via an interprocess conmuni cati on nechani sm of sone
sort. Again, the concept isn't particularly well-defined in the
"networking" literature. Here, however, there’'s sone
justification, for the concept is fairly well known in the
Operating Systens branch of the Conputer Science literature,
whi ch was the field nost of the NWG nenbers cane from
Unfortunately, because interconputer networking involves
conmuni cati ons devi ces of several sorts, many whose prinmary field
i s Conmuni cati ons becane involved w th "networking" but were not
in a position to appreciate the inplications of the axiom

A process may be viewed as the active elenent of a Host, or
as an address space in execution, or as a "job", or as a "task"
or as a "control point"--or, actually, as any one (or nore) of at
| east 29 definitions fromat |east 28 reputable conputer
scientists. Wat’'s inportant for present purposes isn't the
preci se definition (even if there were one), but the fact that
the axiom s presence dictates the absence of at |east one other
axi om at the sane | evel of
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abstraction. That is, we night have chosen to attenpt to achieve
resource sharing through an explicitly interprocedure

conmuni cation oriented nmechani smof sone sort--wherein the
entities being enabled to conmuni cate were subroutines, or pieces
of address spaces--but we didn't. Wether this was because
sonebody realized that you could do interprocedure conmuni cation
(or achieve a "virtual address space" or "distributed operating
systent or sonme such fornulation) on top of an interprocess
communi cati on nechanism (1 PC), or whether "it just seened
obvious" to do I PC doesn’t matter very nmuch. What matters is
that the axi omwas chosen, assunmes a fair degree of famliarity
with Operating Systens, doesn’t assune extrenely close coupling
of Hosts, and has led to a working protocol suite which does

achi eve resource sharing--and certainly does appear to be an
axiomthe ISORM tacitly accepted, along with resource sharing

Logi cal Connecti ons

The next axiom has to do with whether and how to denul tipl ex
| PC "channel s", "routes", "paths", "ports", or "sockets". That
is, if you' re doing interprocess conmnunication (IPC), you stil
have to deci de whet her a process can conmuni cate with nore than
one ot her process, and, if so, how to distinguish between the bit
streans. (lndeed, even choosing streanms rather than blocks is a
decision.) Although it isn't treated particularly explicitly in
the literature, it seens clear that the ARMaxiomis to do | PC
over | ogical connections, in the follow ng sense: Just as batch
oriented operating systems found it useful to allow processes
(usual ly thought of as jobs--or even "prograns”) to be insul ated
fromthe details of which particul ar physical tape drives were
wor ki ng well enough at a particular nmonent to spin the System
I nput and Qutput reels, and created the view that a reference to
a "logical tape nunmber" would always get to the right physica
drive for the defined purpose, so too the ARMs | PC nmechani sm
creates | ogical connections between processes. That is, the IPC
addr essi ng mechani sm has senmantics as well as syntax.

"Socket" n on any participating Host will be defined as the
"Wl | - Known Socket" (WKS) where a particular service (as
mechani zed by a program which follows, or "interprets", a
particular protocol [4]) is found. (Note that the WKS is
defined for the "side" of a connection where a given service
resides; the user side will, in order to be able to denultipl ex
its network-using processes, of course assign different nunbers
to its "sides" of connections to a given WKS. Al so, the serving
si de takes cogni zance of the using side' s Host designation as
well as the proferred socket, so it too can demultiplex.)
Cearly, you want free sockets as well as Wl l-Known ones, and we
have them |Indeed, at each level of the ARM
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hi erarchy the addressing entities are divided into assigned and
unassi gned sets, and the distinction has proven to be quite
useful to networking researchers in that it confers upon themthe
ability to experinent with new functions w thout interfering with
runni ng mechani smns.

On this axiom the ISORMdiffers fromthe ARM | SORM
"peer-peer" connections (or "associations") appear to be used
only for denultiplexing, with the nunber assigned by the receive
side rather than the send side. That is, a separate protocol is
intro- duced to establish that a particular "transport”
connection will be used in the present "session" for sone
particular service. At the risk of editorializing, |ogica
connections seem nmuch cleaner than "virtual" connections (using
virtual in the sense of sonething that "isn't really there" but
can be used as if it were, by analogy to virtual nenory, as noted
above, and in deference to the X 25 term™"virtual circuit”, which
appears to have dictated the receiver-assigned posture the | SORM
takes at its higher levels.) Al though the | SORM view "works", the
W KS approach avoids the introduction of an extra protocol

Layeri ng

The next axiomis perhaps the best-known, and al nost
certainly the worst-understood. As best we can reconstruct
things, the NWs was nmuch taken wi th the Conputer Science buzzword
of the tines, "nodularity". "Everybody knew' nodularity was a
Good Thing. |In addition, we were given a head start because the
I M s weren’t under our direct control anyway, but could possibly
change at sone future date, and we didn't want to be "l ocked in"
to the then-current | MP-Host protocol. So it was enunciated that
protocol s which were to be nenbers of the ARMsuite (ARMS, for
future reference, although at the time nobody used "ARM', nuch
less "ARMS") were to be layered. It was widely agreed that this
meant a given protocol’s control information (i.e., the contro
i nformati on exchanged by counterpart protocol interpreters, or
"peer entities" in ISORMterns) should be treated strictly as
data by a protocol "below' it, so that you could invoke a
protocol interpreter (Pl) through a known interface, but if
ei ther protocol changed there would not be any dependencies in
the other on the former details of the one, and as long as the
interface didn't change you woul dn’t have to change the Pl of the
prot ocol whi ch hadn’t changed.

Al'l well and good, if sonewhat cryptic. The inportant point
for present purposes, however, isn’t a seem ngly-rigorous
definition of Layering, but an appreciation of what the axi om
meant in the evolution of the ARM What it neant was that we
tried to cone up
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with protocols that represented reasonabl e "packagi ngs" of
functionality. For reasons that are probably unknowabl e, but
about which sone conjectures will be offered subsequently, the
ARM and the | SORM agree strongly on the presence of Layering in
their respective axiomatizations but differ strikingly as to what
packagi ngs of functionality are considered appropriate. To
anticipate a bit, the ARMconcerns itself with three |ayers and
only one of themis mandatorily traversed; whereas the | SORM
agai n as everybody knows, has, because of energing "sub-Ilayers"
what nust be viewed as at | east seven layers, and nmany who have
studied it believe that all of the |layers nust be traversed on
each transm ssion/reception of data.

Per haps the nost significant point of all about Layering is
that the nost frequently-voiced charge at NWG protocol comittee
design neetings was, "That violates Layering!" even though nobody
had an appreci ably-cl earer view of what Layering neant than has
been presented here, yet the ARMS exists. W can only guess what
goes on in the design neetings for protocols to beconme nenbers of
the | SORM suite (I SORMS), but it doesn’'t seemlikely that having
nmore |l ayers coul d possibly decrease the nunmber of argunents...

Indeed, it’s probably fair to say that the ARM vi ew of
Layering is to treat layers as quite broad functional groupings
(Network Interface, Host-Host, and Process-Level, or
Applications), the constituents of which are to be nodul ar
E.g., in the Host-Host |ayer of the current ARMS, the |nternet
Protocol, I P, packages internet addressing--anong other
things--for both the Transm ssion Control Protocol, TCP, which
packages reliable interprocess conmuni cation, and UDP--the | ess
wel | - known User Dat agram Protocol - -whi ch packages only
demul ti pl exabl e interprocess communication ... and for any other
| PC packagi ng which should prove desirable. The | SORM vi ew, on
the ot her hand, fundanentally treats |ayers as rather narrow
functional groupings, attenpting to force nodularity by requiring
additional layers for additional functions (although the
"cl asses" view of the proposed ECMA-sponsored | SORM Transport
protocol tends to minic the relations between TCP, UDP, and |P).

It is, by the way, forcing this view of nmodularity by
mul tiplying layers rather than by trusting the designers of a
given protocol to nake it usable by other protocols within its
own | ayer that we suspect to be a mmjor cause of the divergence
between the | SORM and the ARM but, as indicated, the issue
al rost certainly is not susceptible of proof. (The less
structured view of nodularity will be returned to in the next
maj or section.) At any rate, the notion that "N-entities" nust
conmuni cate with one another by nmeans of "N-1 entities" does seem
to us to take the ISORM out of its
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i nt ended sphere of description into the real mof prescription
where we believe it should not be, if for no other reason than
that for a reference nodel to serve a prescriptive role levies
unreal i zabl e requirenents of precision, and of famliarity with
all styles of operating systens, on its expositors. |In other
words, as it is currently presented, the | SORM hi erarchy of
protocols turns out to be a rather strict hierarchy, with

requi red, "chain of command" inplications akin to the Elizabethan
Wrld Picture’s Great Chain of Being sonme readers nmight recall if
they’ ve studi ed Shakespeare, whereas in the ARM a cat can even

i nvoke a king, nuch | ess | ook at one.

Common | nt er nedi at e Repr esent ati ons

The next axiomto be considered mght well not be an axi om
in a strict sense of the term for it is susceptible of "proof"
in sone sense. That is, when it cane tinme to design the first
Process-Level (roughly equivalent to | SORM Level 5.3 [5] through
7) ARMS protocol, it did seemself-evident that a "virtua
termnal" was a sound conceptual nodel--but it can also be
denmonstrated that it is. The argunment, customarily shorthanded
as "the N X M Probl enf, was sketched above; it goes as foll ows:
If you want to let users at renote terminals log in/fon to Hosts
(and you do--resource sharing doesn’'t preclude renote access, it
subsunes it), you have a problemw th Hosts’ native term na
control software or "access nethods", which only "know about"
certain kinds/brands/types of ternminals, but there are many nore
term nals out there than any Host has internalized (even those
whose operating systens take a generic view of I/0O and don’t
al l ow applications prograns to "expect" particular termnals).

You don’t want to nake N different types of Host/Operating
System have to becone aware of Mdifferent types of terninal
You don’t want to linmt access to users who are at one particul ar
type of terminal even if all your Hosts happen to have one in
common. Therefore, you define a comon internediate
representation (CIR) of the properties of terminals--or create a
Network Virtual Terminal (NVT), where "virtual" is used by
anal ogy to "virtual nenory" in the sense of sonething that isn't
necessarily really present physically but can be used as if it
were. Each Host adds one terminal to its set of supported types,
the NVT--where addi ng neans transl ating/ mapping fromthe CIR to
sonet hi ng acceptable to the rest of the prograns on your system
when receiving ternminal-oriented traffic "fromthe net", and
transl ati ng/ mapping to the CIR from whatever your acceptable
native representati on was when sending ternmnal-oriented traffic
"to the net". (And the systemto which the termnal is
physically attached does the sane things.)
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"Virtualizing" worked so well for the protocol in question
("Telnet", for TELetypewriter NETwork) that when it cane tine to
design a File Transfer Protocol (FTP), it was enpl oyed again--in
two ways, as it happens. (It also worked so well that in sone
circles, "Telnet" is used as a generic termfor "Virtual Term na
Protocol ", just like "Kl eenex" for "disposabl e handkerchief".)
The second way in which FTP (another generic-specific) used
Common I nternmedi ate Representations is well-known: you can make
your FTP protocol interpreters (Pl’s) use certain "virtual" file
types in ARMS FTP's and in proposed | SORMS FTP's. The first way
a CIR was used deserved nore publicity, though: W decided to
have a comuand-oriented FTP, in the sense of naking it possible
for users to cause files to be deleted fromrenote directories,
for exanple, as well as sinply getting a file added to a renote
directory. (W also wanted to be able to designate sone files to
be treated as input to the receiving Hosts’ native "mail" system
if it had one.) Therefore, we needed an agreed-upon
representation of the commands--not only spelling the nanes, but
al so defining the character set, indicating the ends of |ines,
and so on. Inless tine than it takes to wite about, we
realized we already had such a CIR "Tel net".

So we "used Telnet", or at any rate the NVT aspects of that
protocol, as the "Presentation" protocol for the control aspects
of FTP--but we didn't conclude fromthat that Telnet was a | ower
| ayer than FTP. Rather, we applied the principles of nodularity
to make use of a nechanismfor nore than one purpose--and we
didn't presune to know enough about the internals of everybody
el se’s Host to dictate how the progran(s) that conferred the FTP
functionality interfaced with the progran(s) that conferred the
Tel net functionality. That is, on sone operating systens it
makes sense to let FTP get at the NVT CIR by neans of closed
subroutine calls, on others through native IPC, and on stil
others by open subroutine calls (in the sense of replicating the
code that does the NVT mapping within the FTP PI). Such
decisions are best left to the system programmers of the severa
Hosts. Although the ISORMtakes a simlar viewin principle, in
practice many | SORM advocates take the nodel prescriptively
rat her than descriptively and construe it to require that Pl’'s at
a given level nust comunicate with each other via an "N-1
entity" even within the same Host. (Still other 1SORMtes
construe the nodel as dictating "nonolithic" layers--i.e., single
protocols per level--but this view seens to be abating.)

One ot her consideration about virtualizing bears nention
it’s a good servant but a bad master. That is, when you're
dealing with the amount of traffic that traverses a
termnal -oriented |l ogical (or even virtual) connection, you don't
worry nuch about how many CPU cycles you're "wasting" on mapping
into and out of the NVT C R, but

10
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when you're dealing with files that can be mllions of bits |ong,
you probably should worry--for those CPU cycles are in a fairly
real sense the resources you're making sharable. Therefore, when
it comes to (generic) FTP' s, even though we’ve seen it in one or
two | SORM L6 proposals, having only a virtual file conceptua
nodel is not wise. You'd rather |let one side or the other map
directly between native representati ons where possible, to
elimnate the overhead for going into and out of the CIR-for

I ong enough files, anyway, and provi ded one side or the other is
both willing and able to do the mapping to the intended
recipient’s native representation

Ef ficiency

The | ast point leads nicely into an axiomthat is rarely
acknow edged explicitly, but does belong in the ARMIist of
axions: Efficiency is a concern, in several ways. In the first
pl ace, protocol nechanisns are neant to follow the design
principle of Parsinony, or Least Mechanism w tness the argunent
i mredi ately above about making FTP's be able to avoid the double

mappi ng of a Virtual File approach when they can. |In the second
pl ace, witness the argunent further above about | eaving
i npl enment ati on decisions to inplenenters. In the author’s

opi nion, the worst mistake in the | SORMisn’'t defining seven (or
nore) layers, but decreeing that "N-entities" nust comunicate
via "N-1 entities" in a fashion which supports the interpretation
that it applies intra-Host as well as inter-Host. |If you picture
the 1 SORM as a highrise apartnent building, you are constrained
to clinb down the stairs and then back up to visit a nei ghbor
whose apartnent is on your own floor. This mght be good
exercise, but CPU s don't need aerobics as far as we know.

Recalling that this paper is only secondarily about ARM
"vs." ISORM let’s duly note that in the ARMthere is a concern
for efficiency fromthe perspective of participating Hosts
resources (e.g., CPUcycles and, it shouldn’t be overl ooked,
"core") expended on interpreting protocols, and pass on to the
final axiomw thout digressing to one or two proposed specific
| SORM nmechani sms whi ch seemto be extrenely inefficient.

Equity

The | east known of the ARM axions has to do with a concern
over whether particular protocol mechani sms would entail undue
perturbation of native nechanisns if inplemented in particular
Hosts. That is, however reluctantly, the ARMS designhers were
willing tolisten to clainms that "you can’t inplenent that in ny
systent when particular tactics were proposed and, however
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grudgi ngly, retreat froma nechanismthat seened perfectly
natural on their hone systenms to one which didn't seriously

di scormode a col | eague’s home system A tacit design principle
based on equity was enployed. The classic exanple had to do with
"electronic mail", where a desire to avoid charging for incom ng
mai | | ed sone FTP designers to think that the optionally

mandat ory "l ogi n" commands of the protocol shouldn’'t be nmandatory
after all. But the conmmands were needed by sone operating
systens to actuate not only accounting nmechani sms but

aut henti cati on nmechani snms as well, and the process which
"fielded" FTP connections was too privileged (and too busy) to
contain the FTP Pl as well. So (to nmake a conplex story
cryptic), a comon nane and password were advertised for a "free"
account for incomng mail, and the | ogin conmands remai ned
mandatory (in the sense that any Host could require their

i ssuance before it participated in FTP)

Rat her than attenpt to clarify the exanple, let’'s get to its
noral : The point is that how well protocol nechanisns integrate
with particul ar operating systems can be extrenely subtle, so in
order to be equitable to participating systens, you nust either
have your designers be sophisticated inplementers or subject your
designs to review by sophisticated inplenenters (and grant veto
power to themin sone sense).

It is inmportant to note that, in the author’s view, the
| SORM not only does not reflect application of the Principle of
Equity, but it also fails to take any explicit cogni zance of the
necessity of properly integrating its protocol interpreters into
continui ng operating systens. Probably notivated by Equity
consi derations, ARMS protocols, on the other hand, represent the
result of intense inplenentation discussion and testing.

Articul ation

G ven the foregoing discussion of its axions, and a reni nder
that we find it inpossible in Iight of the existence of dozens of
definitions of so fundamental a notion as "process" to believe in
rigorous definitions, the ARPANET Reference Mddel is not going to
require much space to articulate. |ndeed, given further the
observation that we believe reference nodels are supposed to be
descriptive rather than prescriptive, the articulation of the ARM
can be al nost terse

In order to achieve efficient, equitable resource sharing
anong dissimlar operating systems, a |ayered set of interprocess
communi cation oriented protocols is posited which typically
enpl oy common internedi ate representations over | ogica
connections. Three
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| ayers are distinguished, each of which nmay contain a nunber of
protocol s.

The Network Interface |ayer contains those protocols which
are presented as interfaces by conmuni cati ons subnetwor k
processors ("CSNP"; e.g., packet switches, bus interface units,
etc.) The CSNP's are assuned to have their own protocol or
protocol s anong t hensel ves, which are not directly germane to the

nmodel . In particular, no assunption is made that CSNP s of
different types can be directly interfaced to one another; that
is, "internetting" will be acconplished by Gateways, which are

speci al purpose systens that attach to CSNP's as if they were
Hosts (see al so "Gateways" below). The nobst significant property
of the Network Interface layer is that bits presented to it by an
attached Host will probably be transported by the underlying
CSNP's to an addressed Host (or Hosts) (i.e., "reliable" comm
subnets are not posited--although they are, of course, allowed).
A Network layer protocol interpreter ("nmodule") is nornmally

i nvoked by a Host-Host protocol PlI, but may be invoked by a
Process Level / Applications protocol PlI, or even by a Host process
interpreting no formal protocol whatsoever

The Host-Host |ayer contains those protocols which confer
i nterprocess communi cation functionality. |In the current
"internet" version of the ARM the nobst significant property of
such protocols is the ability to direct such IPC to processes on
Hosts attached to "proxi mate networks" (i.e., to CSNP s of
vari ous autononous communi cati ons subnetworks) other than that of
the Host at hand, in addition to those on a given proxi mate net.
(You can, by the way, get into sone narvel ous techni coaesthetic
argunents over whether there should be a separate Internet |ayer;
for present purposes, we assune that the Principle of Parsinony
dom nates.) Another significant property of Host-Host protocols,
al t hough not a required one, is the ability to do such | PC over
| ogi cal connections. Reliability, flow control, and the ability
to deal with "out-of-band signals" are other properties of
Host - Host protocols which nay be present. (See also "TCP/IP
Desi gn Goal s and Constraints", below.) A Host-Host Pl is nornally
i nvoked by a Process Level /Applications Pl, but may al so be
i nvoked by a Host process interpreting no formal protoco
what soever. Al so, a Host need not support nore than a single,
possi bly notional, process (that is, the code running in an
"intelligent terminal" mght not be viewed by its user--or even
its creator--as a formal "process", but it stands as a de facto
one).

The Process Level /Applications |ayer contains those
protocol s which perform specific resource sharing and renote
access functions such as allowing users to log in/fon to foreign
Hosts, transferring files, exchanging nmessages, and the |ike.
Protocols in this |ayer
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will often enploy conmon internediate representations, or
"virtual - izations", to performtheir functions, but this is not
a necessary condition. They are also at liberty to use the
functions perforned by other protocols within the sane |ayer,

i nvoked in whatever fashion is appropriate within a given
operating system context.

Orthogonal to the layering, but consistent with it, is the
noti on that a "Host-Front End" protocol (H FP), or "Host-CQutboard
Processi ng Environnent" protocol, nmay be enpl oyed to of fl oad
Net wor k and Host-Host layer Pl's from Hosts, to Qutboard
Processing Environnents (e.g., to "Network Front Ends", or to
BIU s, where the actual Pl’'s reside, to be invoked by the HFP as
a distributed processing nechanisn), as well as portions of
Process Level / Applications protocols’ functionality. The nost
significant property of an HFP attached Host is that it be
functionally identical to a Host with inboard PI’s in operation
when vi ewed from anot her Host. (That is, Hosts which outboard
Pl's will be attached to in a flexible fashion via an explicit
protocol, rather than in a rigid fashion via the enul ati on of
devi ces already known to the operating systemin question.)

Whet her inboard or outboard of the Host, it is explicitly
assuned that Pl'’s will be appropriately integrated into the
contai ning operating systens. The Network and Host-Host | ayers
are, that is, effectively system prograns (although this
observation should not be construed as inplying that any of their
PI’'s nust of necessity be inplenented in a particul ar operating
systemi s "hard-core supervisor" or equivalent) and their PlI’s
nust be able to behave as such.

Vi sual i zati on

Figures 1 and 2 (adapted from|[6]) present, respectively, an
abstract rendition of the ARPANET Reference Mddel and a
particul ar version of a protocol suite designed to that nodel
Just as one learns in Geonetry that one cannot "prove" anything
fromthe figures in the text, they are intended only to
suppl enent the prose description above. (At |east they bear no
resenbl ance to hi ghrise apartnment houses.)

TCP/ 1 P Design Goals and Constraints

The foregoing description of the ARM in the interests of
conci seness, deferred detail ed discussion of two rather relevant
topics: just what TCP and IP (the Transnission Control Protocol
and the Internet Protocol) are "about", and just what role
Gat eways are
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expected to play in the nodel. W turn to those topics now,
under separate headings.

As has been stated, with the success of the ARPANET [7] as
both a proof-of-concept of interconputer resource sharing via a
packet - swi t ched conmuni cati ons subnetwork and a (still)
functional resource sharing network, a nunber of other bodies,
research and conmercial, devel oped "their own networks." Oten
just the conmunications subnetwork was intended, with the goa
being to achieve renote access to attached Hosts rather than
resource sharing anong them but nonethel ess new networks
abounded. Hosts attached to the original ARPANET or to DoD nets
meant to be transferences of ARPANET technol ogy should, it was
perceived in the research community, be able to do resource
sharing (i.e., interpret common high | evel protocols) with Hosts
attached to these other networks. Thus, the first discernible
goal of what was to beconme TCP/IP was to develop a protocol to
achieve "internetting"

At roughly the same tine--actually probably chronol ogically
prior, but not logically prior--the research conmunity canme to
understand that the original ARPANET Host-Host Protocol or AH HP
(often m scall ed NCP because it was the nost visible conmponent of
the Network Control Programof the early literature) was sonmewhat
flawed, particularly in the area of "robustness."” The comm
subnet was not only relied upon to deliver nessages accurately
and in order, but it was even expected to nmanage the transfer of
bits fromHosts to and fromits nodal processors over a hardware
interface and "link protocol” that did no error checking. So,
al t hough the ARPANET-as-subnet has proven to be quite good in
managi ng those sorts of things, surely if internetting were to be
achi eved over subnets potentially rmuch |ess robust than the
ARPANET subnet, the second di scerni ble goal nust be the
reliability of the Host-to-Host protocol. That is, irrespective
of the properties of the conmuni cati ons subnetworks involved in
internetting, TCP is to furnish its users--whether they be
processes interpreting formal protocols or sinply processes
communi cating in an ad hoc fashion--with the ability to
conmuni cate as if their respective containing Hosts were attached
to the best conm subnet possible (e.g., a hardw red connection).

The nmechani zati ons considered to achieve reliability and
even those for internetting were alien enough to AHHP' s style,
t hough, and the efficiency of several of AH-HP' s native
nmechani sms (particularly Flow Control and the notion of a Contro
Li nk) had been questioned often enough, that a good Host - Host
protocol could not be a sinple extension of AHHP. Thus, along
with the desire for reliability cane a necessity to furnish a
good Host-Host protocol, a
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design goal easy to overlook. This is a rather subtle issue in
that it brings into play a wealth of prior art. For present
purposes, in practical ternms it neans that the "good" ideas
(according to the technical intuition of the designers) of

AH HP- -such as sockets, |ogical connections, Wll-Known Sockets,
and in general the interprocess communication prem se--are
retained in TCP without nuch discussion, while the "bad" ideas
are equally tacitly jettisoned in favor of ones deened either
nore appropriate in their own right or nore consistent with the
ot her two goals.

It could be argued that other goals are discernible, but the
three cited--which nay be restated and conpressed as a desire to
of fer a good Host-Host protocol to achieve reliable
internetting--are challengi ng enough, when thought about hard for
a few years, to justify a docunent of even nore than this one’s
I ength. What of the inplied and/or accepted design constraints,

t hough?

The first discernible design constraint borders on the
obvi ous: Just as the original ARPANET popul ari zed
packet-swi tching (and, unfortunately to a | esser extent, resource
sharing), its literature popul arized the notion of "Layering."
Mechani stically, layering is easy to describe: the contro
informati on of a given protocol nust be treated strictly as data
by the next "lower" protocol (with processes "at the top," and
the/a transm ssion nedium"at the bottom'), as discussed earlier
Phi | osophically, the notion is sufficiently subtle that even
today researchers of good will still argue over what "proper”
| ayering inplies, also as discussed earlier. For present
pur poses, however, it suffices to observe the foll ow ng:
Layering is a useful concept. The precise set of functions
offered by a given layer is open to debate, as is the precise
nunber of |ayers necessary for a conplete protocol suite to
achi eve resource sharing. (Most researchers fromthe ARPANET
"world" tend to think of only three | ayers--the process,
applications, or user |level; the Host-Host |evel; and the network
| evel --though if pressed they acknow edge that "the | MPs nust
have a protocol too." Adherents of the International Standards
Organi zation’s "QOpen System | nterconnection” program -which
appears to be how they spell resource sharing--claimthat seven
is the right nunber of |evels--though if pressed they acknow edge
that "one or two of them have sublevels." And adherents of the
Consul tative Conmittee for International Tel ephony and Tel egraphy
don’t seemparticularly concerned with resource sharing to begin
with.) At any rate, TCP and IP are constrained to operate in a
(or possibly in nmore than one) |ayered protocol hierarchy.
I ndeed, although it is not the sole reason, this fact is the
primary rationale for separating the internetting nmechanization
into a discrete protocol (the Internet Protocol: IP). |In other
wor ds, al though desi gned
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"for" the ARM TCP and IP are actually so layered as to be usefu
even outside the ARM

It should be noted that as a direct consequence of the
Layering constraint, TCP nust be capable of operating "above" a
functionally- equivalent protocol other than IP (e.g., an
interface protocol directly into a proximate conmm subnet, if
internetting is not being done), and | P nust be capabl e of
supporting user protocols other than TCP (e.g., a non-reliable
"Real - Ti me" protocol).

Resisting the tenptation to attenpt to do justice to the
conpl exities of Layering, we nmove on to a second design
constrai nt, which also borders on the obvious: Only mnimal
assunptions can be nmade about the properties of the various
communi cati ons subnetworks in play. (The "network" conposed of
t he concatenation of such subnets is sonetinmes called "a
catenet," though nore often--and | ess picturesquely--nerely "an
internet.") After all, the nain goal is to |l et processes on
Hosts attached to, essentially, "any old (or new) net"
conmuni cate, and to limt that comunication to processes on
Hosts attached to comm subnets that, say, do positive
acknow edgnments of nessage delivery would be rem ss. [8]

Gven this constraint, by the way, it is quite natural to
see the nore clearly Host-to-Host functions vested in TCP and the
nore clearly Host-to-catenet functions vested in IP. It is,
however, a misconception to believe that | P was designed in the
expectation that comm subnets "shoul d" present only the "I owest
common denom nator" of functionality; rather, |IP furnishes TCP
with what anpbunts to an abstraction (sone would say a
virtualization--in the ARPANET Tel net Protocol sense of
virtual i zing as meani ng mapping fronmto a comon internediate
representation to/froma given native representation) of the
properties of "any" comm subnet including, it should be noted,
even one which presents an X. 25 interface. That is, IP allows
for the application to a given transm ssion of whatever generic
properties its proxi mate subnet offers equivalents for; its
desi gn neither depends upon nor ignores the presence of any
property other than the ability to try to get some packet of bits
to sonme destination, which surely is an irreducible mninmfor
the functionality of anything one would be willing to call a
net wor k.

Finally, we take note of a design constraint rarely
enunciated in the literature, but still a potent factor in the
design process: Probably again stemm ng fromthe popularity of
the original ARPANET, as manifested in the nunber of types of
Hosts (i.e., operating systens) attached to it, mninal
assunptions are made about the nature or even the "power" of the
Hosts which could inplement TCP/IP. Cearly, sone notion of
process is necessary if there is to
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be i nterprocess conmuni cation, but even here the entire Host

m ght constitute a single process fromthe perspective of the
catenet. Less clearly, but rather inportantly, Hosts nust either
"be able to tell time" or at |least be able to "fake" that
ability; this is in order to achieve the reliability goal, which
| eads to a necessity for Hosts to retransmt nessages (which nay
have gotten | ost or damaged in the catenet), which in turn | eads
to a necessity to know when to retransnit. |t should be noted,
however, that this does not preclude a (presumably quite nodestly
endowed) Host's sinmply going into a controlled | oop between
transm ssions and retransnmitting after enough megapasses through
the | oop have been nade--if, of course, the acknow edgnent of
recei pt of the transm ssion in question has not already arrived
"in the neantine."

To conclude with a formnul ati on somewhere between the conci se
and the terse, TCP/IP are to constitute a neans for processes on
Hosts about which mninal assunptions are nade to do reliable
i nterprocess conmuni cation in a |layered protocol suite over a
cat enet consisting of comunications subnetworks about which
m ni mal assunptions are nmade. Though it nearly goes wi thout
sayi ng, we would probably be remi ss not to conclude by observing
that that’s a ot harder to do than to say.

Gat eways

One ot her aspect of the ARPANET Reference Mbdel bears
separate nention. Even though it is an exceedingly fine point as
to whether it’s actually "part" of the Mddel or nerely a sine qua
non contextual assunption, the role of Gateways is of
consi derabl e i nportance to the functioning of the Internet
Protocol, IP.

As noted, the defining characteristic of a Gateway is that
it attaches to two or nore proxinmate conmm subnets as if it were a
Host. That is, from"the network’s" point of view Gateways are
not distinguished fromHosts; rather, "normal" traffic will go to
them addressed according to the proximate net's interface
protocol. However, the nobst inportant property of Gateways is
that they interpret a full version of IP which deals with
internet routing (Host IP interpreters are pernmitted to take a
static view of routing, sending datagrans which are destined for
Hosts not directly attached to the proximate net to a known
Gat eway, or Gateways, addressed on the proximate net), as well of
course, as with fragnmentation of datagrans which, although of
perm ssible size on one of their proximte nets, are too |large
for the next proximate net (which contains either the target Host
or still another Gateway).

18



RFC 871 Sept enber 1982

Aside fromtheir role in routing, another property of
Gateways is also of significance: Gateways do not deal with
protocols above IP. That is, it is an explicit assunption of the
ARM that the catenet will be "protocol conpatible", in the sense
that no attenpt will be nade to translate or nmap between
di ssimlar Host-Host protocols (e.g., TCP and AH HP) or
di ssimlar Process-level protocols (e.g., ARPANET FTP and EDN
FTP) at the Gateways. The justifications for this position are
sonmewhat conplex; the interested reader is encouraged to see
Ref erence [10]. For present purposes, however, it should suffice
to note that the case against translating/ mapping Gateways is a
sound one, and that, as with the ARMS protocols, the great
practical virtue of what are sonetines called "IP Gateways" is
that they are in place and running.

"Architectural"™ Highlights

As was inplied earlier, one of the problens with viewing a
ref erence nodel prescriptively rather than descriptively is that
the articulation of the nodel nust be nore precise than appears
to be humanly possible. That the ISORM in striving for
super human precision, fails to achieve it is not grounds for
censure. However, by reaching a degree of apparent precision
that has enticed at | east sone of its readers to attenpt to use
it in a prescriptive fashion, the | SORM has i ntroduced a nunber
of ambi guities which have been attributed as well to the ARM by
relative laynmen in interconputer networking whose initial
exposure to the field was the | SORM Therefore, we conclude this
not -very-rigorous paper with a highly informal treatnent of
various points of confusion stemming fromattenpting to apply the
|SORM to the ARM

(I't should be noted, by the way, that one of the nost
striking ambiguities about the ISORMis just what role X 25 plays
init: W have been informed by a few ISORMtes that X 25 "is"
Levels 1-3, and we accepted that as factual until we were told
during the review process of the present paper that "that’'s not
what we believe in the U K" Wat follows, then, is predicated
on the assunption that the earlier reports were probably but not
definitely accurate--and if it turns out to be intinme to help
prevent |1SO from enbracing X 25 exclusively by pointing out sone
of the problens entailed, so nuch the better.)

"Cust om zed Parki ng Garages"

The typical picture of the | SORM shows what | ooks |ike two
hi ghrises with what | ooks Iike two parking garages between them
(That is, seven layers of protocol per "Data Term nal Equi prent”,
three layers per "Data Circuit Term nating Equi pnent".) The
probl em
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is that only one "style" of parking garage--i.e., one which
presents an X 25 interface--is comonly understood to be

avail abl e to stand beside an | SORM DTE by those who believe that
| SO has adopted X. 25 as its L1-3. In the ARM on the other hand
no constraints are levied on the Comuni cations Subnetwork
Processors. Thus, satellite comunications, "Packet Radi os"
"Ethernets" and the like are all accomvbdated by the ARM

Al so, the sort of CQutboard Processing Environnent nentioned
earlier in which networking protocols are interpreted on behal f
of the Host in a distributed processing fashion is quite
confortably accommbdated by the ARM This is not to say that one
couldn’t develop an OPE for/to the | SORM but rather that doing
so does not appear to us to be natural to it, for at |east two
reasons: 1. The Session Level associates sockets with processes,
hence it belongs "inboard". The Presentation Level involves
consi derabl e bit-diddling, hence it bel ongs "outboard". The
Presentation Level is, unfortunately, above the Session Level
This seens to indicate that outboard processing wasn't taken into
account by the fornmulators of the | SORM 2. Although sone
| SORM tes have clainmed that "X 25 can be used as a Host-Front End
Protocol", it doesn’'t look Iike one to us, even if the ability to
do end-to-end things via what is nomnally the Network interface
i s sonewhat suggestive. (Those who believe that you need a
protocol as strong as TCP below X. 25 to support the virtua

circuit illusion nmight argue that you' ve actually outboarded the
Host - Host | ayer, but both the X 25 spec and the | SORM appeal to
protocol s above X. 25 for full L Il functionality.) Perhaps, with

sufficient ingenuity, one mght use X 25 to convey an H FP, but
it seens clear it isn't neant to be one in and of itself.

"Plenty of Roads"

Based upon several pictures presented at conferences and in
articles, DCE's in the X 25-based | SORM appear to nmany to be
required to present X 25 interfaces to each other as well as to
their DIE's. Metaphorically, the parking garages have single
bri dges between them In the ARM the CSNP-CSNP protocol is
explicitly outside the nodel, thus there can be as many "roads"
as needed between the ARM equival ent to | SORM parki ng gar ages.
This also allays fears about the ability to take advant age of
alternate routing in X 25 subnets or in X 75 internets (because
both X. 25 and X. 75 are "hop-by-hop" oriented, and woul d not seem
to allow for alternate routing w thout revision).
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"Multiple Apartnments Per Floor"

As noted, the ISORM s strictures on inter-entity
communi cati on within each "highrise" are equivalent to having to
clinmb downstairs and then back up to visit another apartnent on
your own floor. The ARMexplicitly expects Pl's within a |ayer
to interface directly with one another when appropriate,
met aphorically giving the effect of nultiple apartnments on each
floor off a common hallway. (Also, for those who believe the
| SORM i nplies only one protocol/apartnment per |ayer/story, again
the ARMis nore flexible.)

"El evat or s"

The 1SORM is widely construed as requiring each |ayer to be
traversed on every transm ssion (although there are runors of the
forthcom ng introduction of "null layers"), giving the effect of
having to clinb all seven stories’ worth of stairs every tinme you
enter the highrise. |In the ARM only Layer |, the Network
Interface |ayer, nust be traversed; protocols in Layers Il and/or
Il need not come into play, giving the effect of being able to
take an el evator rather than clinb the stairs.

"Strai ght d otheslines"

Because t hey appear to have to go down to L3 for their
initiation, the | SORM s Session and Transport connections are, to
us, netaphorically tangled clotheslines; the ARMs | ogica
connections are straight (and go fromthe second floor to the
second floor w thout needing a pole that gets in the way of the
folks on the third floor--if that doesn’'t nake a weak netaphor
totally feeble.)

"Townhouse Styl es Avail abl e"

Shoul d 1 SORM Level 6 and 7 protocols eventuate which are
desirable, the "two-story townhouse style apartnents" they
represent can be erected on an ARML | - L Il (Network Interface
and Host-Host Layers) "foundation". Wth sonme clever carpentry,
even | SORM L5 m ght be cobbled in.

"Manned Custons Sheds"

Al though it’'s straining the architectural netaphor quite
hard, one of the unfortunate inplications of the ISORMs failure
to address operating systemintegration issues is that the notion
of "Expedited Data" exchanges between "peer entities" mght only
anount to an SST flight to a foreign |land where there’s no one on
duty at
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the Custons Shed (and the door to the rest of the airport is

| ocked fromthe other side). By clearly designating the
Host-Host (L I1) mechani snm(s) which are to be used by Layer |11
(Process-Level/ Applications) protocols to convey "out-of - band
signal s", the ARM gives the effect of keeping the Custons Sheds
manned at all tinmes. (It should be noted, by the way, that we
acknow edge the difficulty of addressing systemintegration

i ssues without biasing the discussion toward particul ar systens;
we feel, however, that not trying to do so is far worse than
trying and failing to avoid all parochialism)

"Ready For | nmedi ate Cccupancy"

The ARM protocol suite has been inplenented on a nunber of
different operating systems. The | SORM protocol suite

"officially" offers at nmost (and not in the U K, it should be
recalled) only the highly constraining functionality of X 25 as
L1-L3; L4-L7 are still in the design and agreenent processes,

after which they nust presunably be subjected to stringent
checkout in nultiple inplenmentations before beconm ng usefu
standards. The netaphorical highrises, then, are years away from
being fit for occupancy, even if one is willing to accept the
taste of the interior decorators who seemto insist on building
in nunerous features of dubious utility and naking you take fully
furni shed apartnents whether you like it or not; the ARM
bui | di ngs, on the other hand, offer stoves and refrigerators, but
there’'s plenty of roomfor your own furniture-- and they' re ready
for i medi ate occupancy.

Concl usi on

The architectural metaphor night have been overly extended
as it was, but it could have been drawn out even further to point
up nore issues on which the ARM appears to us to be superior to
the 1SORM if our primary concern were which is "better". In
fairness, the one issue it onmtted which nany woul d take to be in
the 1SORM s favor is that "vendor support” of interpreters of the
| SORM protocols will eventually amount to a desirable
"prefabrication", while the building of the ARMPI's is believed
to be labor-intensive. That would indeed be a good point, if it
were wel | -founded. Unfortunately for its proponents, however,
cl ose scrutiny of the vendor support idea suggests that it is
largely illusory (vide [11]), especially in |light of the anpunt
of time it will take for the international standardization
process to run its course, and the likelihood that specification
anbiguities and optional features will handicap interoperability.
Rat her than extend the present paper even further, then, it seens
fair to conclude that with the possible exception of "vendor
support" (with which exception we take
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exception, for it should be noted that a nunber of vendors are
already offering support for TCP/IP), the ARPANET Reference Mde
and the protocols designed in conformance with it are at |east
wort hy of consideration by anybody who's planning to do rea
inter- conmputer networking in the next several years--especially
if they have operating systens with counterparts on the present
ARPANET, so that nost if not all of the |abor intensive part has
been taken care of already--irrespective of one’'s views on how
good the | SORM protocols eventually will be.
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