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ABSTRACT

The sonetinmes-held position that "vendor supplied"
i nt erconput er networking protocols based upon the International
Standards Organi zation’s Reference Mbdel for Open System
I nterconnection are worth waiting for, in particular in
preference to protocols based upon the ARPANET Reference Mdel
(ARM, is shown to be fall acious.

The paper is a conpanion piece to MB2-47, MB2-48, M2-50,
and MB2-51.



THE | LLUSI ON OF VENDOR SUPPORT

M A Padlipsky

I nt roducti on

Even one or two nenbers of the DoD Protocol Standards
Technical Panel join with many others (including, apparently,
sonme nenbers of the DoD Protocol Standards Steering G oup, and
clearly, sonebody at the GAO) in expressing a desire to "go with
vendor - supported interconputer networking protocols instead of
using our own." The author’s view of the inplications of this
desire should be clear fromthe title of this paper. What
evi dence, then, is there to so stignmatize what is clearly a
wel | -meant desire to save the Governnent noney?

Scope

First, we nust consider what is meant by "vendor-supported
protocols."” It can't be just X 25, because that only gets you
t hrough the network |ayer whether you' re appealing to the
I nternational Standards Organization' s wi dely-publicized
Ref erence Mbdel for Open System I nterconnection (ISORM or to the
unfortunately rather tacit reference nodel (ARM to which the
ARPANET protocols (e.g., TCP, IP, Telnet, FTP) were designed. It
also can’'t be just X 25 and X 28/ X.29 (even with X 75 tossed in
to handle "internetting" and X 121 for addressing) because: 1
They don’t serve as a protocol suite for resource sharing (also
known as OSlI), but rather only allow for renpte access [1]. 2.
They (coming as they do fromthe Consultative Conmittee on
I nternational Tel egraphy and Tel ephony--and incl udi ng one or two
other protocols, inreality) don't even constitute the ful
protocol suite being worked on by the U S. National Bureau of
St andards, nuch |less the somewhat different suite being evol ved
by 1ISO So it nust be a suite fromNBS or |SO and for present
purposes we needn’t differentiate between themas their Reference
Model s are cl ose enough to be shorthanded as the | SORM

Ti nel i ness

Real i zing that we’re being asked to consider an
| SORMrel ated protocol suite as what the vendors are expected to
support has one inmedi ate consequence which in some sense can be
considered to dominate all of the other points to be raised:
That is, the DoD procurenent process entails quite long | ead
times. Yet the ISORMsuite is by no neans conplete at present.
Wthout prejudice to its
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merits or denerits, only X. 25 (as levels 1-3, and with sone
ambiguity as to what level X 75 belongs at) is as yet firmy in
the | SORM suite (which it will be convenient to refer to as

"I SORM5"), and there is even some doubt as to howfirmy they're
there. (E. g., a British observer at a recent PSTP neeting
assured the author that "W in the UK don't believe X 25 is
officially part of the ISORM ") There are proposal s whi ch have
been circulating for sone time at Level 4, and less far al ong
through the international (or even national, remenbering NBS)
standardi zati on process, ones at Level(s) 5-7. It nust be noted
that: 1. These are by and | arge "paper protocols” (that is,
they have not been subjected to the test of actual use). 2.
Even | SO and NBS' s warnest supporters acknow edge that the
standardi zati on process "takes years." So if the DoDis to avoid
buyi ng what might turn out to be a series of pigs in a series of
pokes, it can't wait for the | SORMS

On the other side of the coin, the DoDis letting
i nterconputer networking contracts right now. And, right now,
there does exist a suite of protocols designed to the ARPANET
Ref erence Mbdel (ARMS, with no pun intended). | nplenentations of
the ARMS al ready exist for a number of operating systens already
inuse in the DoD. Now, it is not argued that the ARMS protocols
come "for free" in upcom ng acquisitions (contractors fuss about
the style of the avail able specifications, system naintainers
fear incursions of non-vendor supplied code into operating
systens, and so on), but it is unarguable that the ARMS can be
procured significantly nore rapidly than the I SORM5. (It is also
unar guabl e that those who speak of their unwillingness to see the
DoD "devel op new protocols rather than enploy internationa
standards" haven't done their honmework; we're not talking about
new protocols in the ARVS, we're tal ki ng about protocols that
have been in real use for years.)

Quality of Support

The tineliness argunent can lead to a counterargunent that
the I1SORMB is "worth waiting for," though, so we’'re not done yet.
Let’'s | ook further at what "vendor support" neans. Cdearly, the
proponents of the position expect that vendors’ inplenmentations
of protocols will be in conformance with the Standards for those
protocols. Gven the nature of these specifications, though
what can we infer about the quality of support we can expect from
t he vendors?

There are two problem areas i nedi ately apparent:
anbiguities and options. Let’s take anbiguities first. The
followi ng are sone of the questions raised by know edgabl e
observers about the present state of the | SORVG
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1. Can an X. 25 conm subnet offer alternate routing? (The
answer depends on whether "DCE s" are expected to
follow X 25 between thenselves. The situation is
further conplicated by the fact that sonme | SORM
advocates don't even include the Data Conmmuni cati on
El enents in their depictions of the Mddel; this |eads
to the netaphorical question* "Are there parking
garages between the highrises?") |If you can conformto
X. 25 and not offer alternate routing--which certainly
appears to be consistent with the spec, and mi ght even
be construed as required by it--the DoD s inherent
interest in "survivability" cannot be served by you

2. Can an X. 75 internet offer alternate gatewaying? (The
answer is alnost surely no, unless the X 75 spec is
re-witten.) |If not, again the DoD s interest is not
served.

3. Does "Expedited Data" have senantics with regard to the
L4-L5/L7 interface? (Not as | read the spec, by the
way.) If not, the | SORMS | acks the ability to convey an
"Qut-of -Band-Signal" to an Application protocol. (This
| eads to the nmetaphorical question, "Wat good is an
SST if there’s nobody on duty at the Custons Shed?")

4, Must all layers be traversed on each transni ssion?
(There are runors of a new | SORM "nul | -1 ayer" concept;
it’s not in the last version | |ooked at, however, and

apparently the answer is yes at present.) |If so, the
DoD' s inherent interest in efficiency/tineliness cannot
be served. (This leads to the netaphorical question
"Are there elevators inside the highrises, or just
staircases?")

5. Can an inplenentati on be in conformance with the | SORM
and yet flout the prescription that "N-entities nust
communi cate with each other by nmeans of N-1 entities"?
(Not as | read the spec.) |If not, again
i mpl erent ati ons nust be inefficient, because the
prescription represents an inappropriate |egislation of
i npl ement ati on detail which can only lead to
i nefficient inplenentations.

* This and ot her metaphorical questions are dealt with at
greater length in reference [2].
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6. I's each | ayer one protocol or nmany? (The point quoted
in5 wuld seemto inply the latter, but nany | SORM
advocates claimit’s the former except for L1 and L7.)
If each layer is a "nmonolith", the DoD's interest is
not served because there are many circunstances in
whi ch applications of interest require different L1-3
and L4 protocols in particular, and al nost surely
different L5 and L6 protocols. (Areas of concern
Packeti zed Speech, Packet Radio, etc.)

The upshot of these anbiguities (and we haven’t exhausted
the subject) is that different vendors could easily offer
| SORMS's in good faith which didn't interoperate "off-the-shelf".
Granted, they could alnost certainly be fixed, but not cheaply.
(It is also interesting to note that a recent ANSI X3T5 neeting
decided to vote agai nst acceptance of the | SORM as a
standard--while endorsing it as val uabl e descriptively--because
of that standards conmittee’'s realization of just the point we
are naking here: that requiring contractual conpliance with a
Ref erence Mbdel can only be desirable if the Reference Mbdel were
articulated with utter--and probably humanly
unat t ai nabl e- - preci sion.)

The area of options is also a source for concern over future
interoperability of | SORMS inplenentations fromdifferent
vendors. There's no need to go into detail because the broad
concern borders on the obvious: \What happens when Vendor A's
i npl enentations rely on the presence of an optional feature that
Vendor B's inplenentations don’'t choose to supply? Somebody
Wi nds up paying--and it’'s unlikely to be either Vendor

On the other side of the coin, the ARMS designers were all
col | eagues who net together frequently to resolve anbiguities and
refine optionality in cormon. Not that the ARMS protocols are
held to be flaw ess, but they' re nuch further along than the
| SORVS

To conclude this section, then, there are grounds to suspect
that the quality of vendor support will be Iow unless the price
of vendor support is high

Nat ure of the Design Process

The advant age of havi ng col | eagues desi gn protocols touched
on above | eads to another area which gives rise to concern over
how val uabl e vendor - supported protocols really are. Let’s
consi der how international standards are arrived at:
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The first problemhas to do with just who participates in
the international standardization process. The author has
occasional ly chided two different acquai ntances from NBS t hat
they shoul d do sonet hi ng about setting standards for nenbership
on standards committees. The uniformresponse is to the effect

that "They are, after all, voluntary standard organi zati ons, and
we take what we're given." Just how nuch significance is
properly attached to this insight is problematical. Even the

line of argunent that runs, "How can you expect those
institutions which have votes to send their best technical people
to a standards committee? Those are precisely the people they
want to keep at hone, working away," while enticing, does not,
after all, guarantee that standards conmittees will attract only
| ess-conpetent technicians. There are even a few A d Network
Boys fromthe ARPANET involved with the | SORM and at |east one
at NBS. However, when it is realized that the rule that only
active inplenenters of TCP were allowed on the design team even
precl uded the present author’s attendance (one of the ol dest of
the O d Network Boys, and the coiner of the phrase, at that), it
shoul d be clear that the ARMS enjoys an al nost autonatic

advant age when it cones to technical quality over the | SORMVG

wi t hout even appealing to the acknow edged-by-nmost politicization
of the international standards arena.

What, though, of the NBS s independent effort? They have
access to the experienced designers who evol ved the ARMS, don’t
they? One would think so, but in actual practice the NBS' s
perception of the political necessities of their situation |ed
one of their representatives at a PSTP (the Departnment of Defense
Prot ocol Standards Technical Panel) neeting to reply to a
rem nder that one of the features of their proposed Transport
Protocol was a recapitulation of an early ARPANET Horror Story
and woul d consune inordinate anobunts of CPU tine on participating
Hosts only with a statenent that "the NBS Transport Protocol has
to be acceptable as ECVA [the European Conputer Manufacturer’s
Associ ation] Cass 4." And even though NBS went to one of the
traditional ARPANET-related firms for nost of their protoco
proposal s, curiously enough in all the Features Analyses the
aut hor has seen the features attributed to protocols in the ARMVS
are alnost as likely to be misstated as not.

The concl usi on we should draw fromall this is not that
there’'s sonething wong with the air in Gaithersburg, but rather
that there’'s sonmething bracing in the air that is exhal ed by
techni cal peopl e whose different "honme systens’" idiosyncracies
|l ead naturally to an intellectual cross-fertilization, on the one
hand, and a tacit agreenent that "doing it right" takes
precedence over "doing it expediently," on the other hand. (If
that sounds too corny, the reader should be aware that the author
attended a | arge nunber of
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ARPANET protocol design neetings even if he wasn't eligible for
TCP: in order to clarify our Host-parochial biases, we screaned
at each other a lot, but we got the job done.)

One ot her aspect of the international standardization
process has noteworthy unfortunate inplications for the resultant
desi gns: However one might feel on a technical |evel about the
presence of at |east seven |layers (sone seemto be undergoing
mtosis and growi ng "sublayers"), this leads to a real problem at
t he organi zational --psychol ogi cal |evel. For each |ayer gets its
own conmittee, and each committee is vulnerable to Parkinson' s
Law, and each layer is in danger of becom ng an expansioni st
fiefdom.... [If your protocol designers are, on the other hand,
mai nl y wor ki ng system progranmers when they’'re at hone--as they
tend to be in the ARPANET--they are far less inclined to nmake
their layers their careers. And if experience is weighted
heavily--as it usually was in the ARPANET--the sane designers
tend to be involved with all or nobst of the protocols in your
suite. This not only mlitates against enpire building, it also
m ni m zes ni sunderstandi ngs over the interfaces between
protocol s.

" Space- Ti ne" Consi derati ons

At the risk of beating a downed horse, there’'s one other
problemarea with the belief that "Vendor supplied protocols wll
be worth waiting for" which really nmust be touched on. Let’s
examne the likely notives of the Vendors with respect to
"space-tine" considerations. That is, the system progranmmer
designers of the ARMS were highly notivated to keep protocol
i mpl enentations small and efficient in order to conserve the very
resources they were trying to make sharable: the Hosts' CPU
cycles and nenory |l ocations. Are Vendors sinilarly notivated?

For some, the reminder that "IBMisn’t in business to sel
conputers, it’s in business to sell conputer tine" (and you can
repl ace the conpany name with just about any one you want) shoul d
suffice. Especially when you realize that it was the traditiona
answer to the neophyte programer’s query as to how cone there
were firnms maki ng good livings selling Sort-Merge utilities for
System X when one cane with the operating system (X = 7094 and
the Qperating systemwas |IBSYS, to date the author). But that's
all sonewhat "cynical", even if it's accurate. |s there any
evidence in today’'s worl d?

Well, by their fruits shall you know them 1. The feature
of the NBS Transport Protocol alluded to earlier was an every
15-second "probe" of an open connection ("to be sure the other
guy’s still
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there"). |In the early days of the ARPANET, one Host elected to
have its Host-Host protocol (popularly niscalled "NCP' but nore
accurately AH HP, for ARPANET Host-Host Protocol) send an echo
("ECO') conmand to each other Host each minute. The "Network
Daenon™ on Multics (the process which fielded AH HP comuands)
found its bill tripled as a result. The ECMA-desired protoco
woul d generate four nuisance commands each ninute--from every
Host you're talking to! (The "M', recall, is for
Manufacturers.)* 2. X. 25 is nmeant to be a network interface.
Even with all the anmbiguities of the | SORM one would think the
"peer” of a "DTE" (Host) X 25 nodule (or "entity") would be a
"DCE" (comm subnet processor) X 25 nodule. But you can also "talk
to" at least the foreign DCE' s X 25 and (one believes) even the
foreign DTE's; indeed, it's hard to avoid it. Wy all these
apparently extraneous transm ssions? CCITT is a body consisting
of the representatives of "the PTT s"--European for State-owned
commruni cati ons nmonopolies. 3. The I SORM I egi sl ates t hat
"N-entities" nust conmunicate through "N-1 entities." Doesn't
that make for the needless nultiplication of N1 entities? Wn't
that require processing nore state information than a cl osed (or
even an open) subroutine call within level N? Doesn't anybody
there care about Host CPU cycles and nenory consunption?

Note particularly well that there is no need to attribute
base notives to the designers of the | SORVMS. Wether they're
doing all that sort of thing on purpose or not doesn't matter.
What does matter is that their environment doesn’t offer positive
incentives to design efficient protocols, even if it doesn't
of fer positive disincentives. (And just to anticipate a likely
cheap shot, TCP checksuns are necessary to satisfy the design
goal of reliability; ECMA four pings a minute is[/was]
unconsci onabl e.)

TANSTAAFL

We're very near the end of our analysis. Readers fanmiliar
with the above acronym mi ght be tenpted to stop now, though there
are a few good points to cone. For the benefit of those who are
not aware: "There Ain’t No Such Thing As A Free Lunch."

Achi eving interoperability anmong vendor-supplied protoco
interpreters won't come for free. For that matter, what with al
this "unbundling"

* Rumor has it that the probes have since been withdrawn from
the spec. Bravo. However, that they were ever in the spec is
still extremely disquieting--and howlong it took to get them
out does not engender confidence that the | SORMS will be
"tight" in the next few years.
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stuff, who says even the inconpatible ones cone for free? You

m ght nmake up those costs by not having to pay your naintenance
programers to reinsert the ARMS into each new rel ease of the
operating systemfromthe vendor, but not only don't good
operating systens change all that often, but also you'll be
payi ng out mnicroseconds and nenory cells at rates that can easily
add up to ordering the next nmenber up in the famly. In short,
even if the lunch is free, the bread will be stale and the cheese
will be noldy, nore likely than not. It’'s also the case that as
operating systens have cone to evolve, the "networking" code has
|l ess and less need to be inserted into the hardcore supervisor or
equivalent. That is, the necessary interprocess conmnunication
and process creation primtives tend to conme with the system now,
and devi ce drivers/managers of the user’s own devising can often
be added as options rather than having to be built in, so the
odds are good that it won't be at all hard to keep up with new
rel eases anyway. Furthernore, it turns out that nore and nore
vendors are supplying (or in process of becomng able to supply)
TCP/ I P anyway, so the whole issue of waiting for vendor support

m ght well soon becone noot.
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