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The TCP Maxi mum Segnent Size
and Rel ated Topics

This meno di scusses the TCP Maxi num Segrment Size Option and rel ated
topics. The purposes is to clarify some aspects of TCP and its
interaction with IP. This meno is a clarification to the TCP

speci fication, and contains information that may be consi dered as
"advice to inplenenters”

1. Introduction

This meno di scusses the TCP Maxi num Segrment Size and its relation to
the I P Maxi num Dat agram Size. TCP is specified in reference [1]. IP
is specified in references [2,3].

This discussion is necessary because the current specification of
this TCP option is anbi guous.

Much of the difficulty with understanding these sizes and their

rel ati onship has been due to the variable size of the IP and TCP
headers.

There have been sonme assunptions nmade about using other than the
default size for datagrams with sonme unfortunate results.

HOSTS MUST NOT SEND DATAGRAMS LARCGER THAN 576 OCTETS UNLESS THEY
HAVE SPECI FI C KNOALEDGE THAT THE DESTI NATI ON HOST | S PREPARED TO
ACCEPT LARGER DATAGRANG

This is a long established rule.

To resolve the anbiguity in the TCP Maxi nrum Segnent Size option
definition the following rule is established:

THE TCP MAXI MUM SEGVENT SIZE IS THE | P MAXI MUM DATAGRAM SI ZE M NUS
FORTY.

The default | P Maxi num Datagram Si ze is 576.
The default TCP Maxi num Segnent Size is 536.
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2.

The | P Maxi num Dat agram Si ze

Hosts are not required to reassenble infinitely large |IP datagrans.
The maxi num si ze datagramthat all hosts are required to accept or
reassenble fromfragnments is 576 octets. The maxi num size reassenbly
buffer every host nust have is 576 octets. Hosts are allowed to
accept | arger datagrans and assenble fragnments into |arger datagrans,
hosts may have buffers as | arge as they pl ease.

Hosts must not send datagrans |arger than 576 octets unless they have
specific knowl edge that the destination host is prepared to accept
| arger datagrans.

The TCP Maxi mum Segnent Size Option

TCP provides an option that nmay be used at the time a connection is
established (only) to indicate the nmaxi num size TCP segnment that can
be accepted on that connection. This Maxi nrum Segnent Size (MSS)
announcenent (often mistakenly called a negotiation) is sent fromthe
data receiver to the data sender and says "I can accept TCP segnents
up to size X'. The size (X) nay be larger or snaller than the
default. The MSS can be used conpletely independently in each
direction of data flow The result may be quite different nmaxi num
sizes in the two directions.

The MSS counts only data octets in the segnent, it does not count the
TCP header or the | P header

A footnote: The MSS value counts only data octets, thus it does not
count the TCP SYN and FIN control bits even though SYN and FIN do
consume TCP sequence nunbers.

The Rel ationship of TCP Segnents and | P Dat agrans

TCP segment are transnmitted as the data in | P datagrans. The
correspondence between TCP segnents and | P datagranms nmust be one to
one. This is because TCP expects to find exactly one conplete TCP
segnment in each block of data turned over to it by IP, and I P nust
turn over a block of data for each datagramreceived (or conpletely
reassenbl ed) .
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5.

Layering and Modul arity

TCP is an end to end reliable data stream protocol with error
control, flow control, etc. TCP renenbers nany things about the
state of a connection.

IPis a one shot datagram protocol. |P has no nenory of the
datagranms transmtted. It is not appropriate for IP to keep any

i nformati on about the maxi nrum datagram size a particul ar destination
host night be capabl e of accepting.

TCP and I P are distinct layers in the protocol architecture, and are
often inplemented in distinct program nodul es.

Sonme people seemto think that there nmust be no comuni cati on between
protocol |ayers or program nodules. There nmust be communication

bet ween | ayers and nodul es, but it should be carefully specified and
controlled. One problemin understanding the correct view of

communi cati on between protocol |ayers or program nodul es in general
or between TCP and IP in particular is that the docunments on
protocols are not very clear about it. This is often because the
docunents are about the protocol exchanges between nachi nes, not the
program architecture within a machine, and the desire to all ow nany
program architectures with different organization of tasks into
nmodul es.

I P I nformati on Requirenments

There is no general requirement that | P keep information on a per
host basi s.

I P must nmake a deci sion about which directly attached network address
to send each datagramto. This is sinply mapping an | P address into
a directly attached network address.

There are two cases to consider: the destination is on the sane
network, and the destination is on a different network

Sane Net wor k

For some networks the the directly attached network address can
be conputed fromthe I P address for destination hosts on the
directly attached network

For other networks the mappi ng nust be done by table | ook up
(however the table is initialized and mai ntained, for
example, [4]).
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D fferent Network

The | P address nust be mapped to the directly attached network
address of a gateway. For networks with one gateway to the
rest of the Internet the host need only deternine and renenber
the gateway address and use it for sending all datagrans to

ot her networks.

For networks with nultiple gateways to the rest of the
Internet, the host nust deci de which gateway to use for each
datagramsent. It need only check the destination network of
the I P address and keep information on which gateway to use for
each network.

The | P does, in sone cases, keep per host routing information for
other hosts on the directly attached network. The I P does, in sone
cases, keep per network routing information.

A Speci al Case

There are two | CMP nessages that convey infornation about
particul ar hosts. These are subtypes of the Destination
Unreachabl e and the Redirect | CMP nessages. These nessages are
expected only in very unusual circunstances. To nmake effective
use of these nmessages the receiving host would have to keep

i nformati on about the specific hosts reported on. Because these
messages are quite rare it is strongly recomended that this be
done through an exception nechani smrather than having the |IP keep
per host tables for all hosts.

7. The Rel ationship between | P Datagram and TCP Segnment Sizes
The rel ati onshi p between the val ue of the maxi num | P datagram size
and the maxi num TCP segnent size is obscure. The problemis that
both the | P header and the TCP header may vary in length. The TCP
Maxi mum Segnent Size option (MSS) is defined to specify the maxi mum

nunber of data octets in a TCP segnent exclusive of TCP (or IP)
header .

To notify the data sender of the |largest TCP segnent it is possible
to receive the calculation of the MSS value to send is:

M5S = MIU - si zeof (TCPHDR) - sizeof (I PHDR)

On receipt of the MSS option the calculation of the size of segnent
that can be sent is:

SndMaxSegSi z = M N((MIU - si zeof (TCPHDR) - sizeof (I PHDR)), NMSS)
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where MSS is the value in the option, and MIU is the Maxi mum
Transm ssion Unit (or the maxi num packet size) allowed on the
directly attached network.

Thi s begs the question, though. What val ue should be used for the
"sizeof (TCPHDR)" and for the "sizeof (I PHDR)"?

There are three reasonable positions to take: the conservative, the
noderate, and the |iberal

The conservative or pessimstic position assunes the worst -- that
both the I P header and the TCP header are maxi mum size, that is, 60
octets each.

MBS = MIU - 60 - 60 = MIU - 120

If MIUis 576 then MBS = 456
The noderate position assunes the that the IP is maxi num size (60
octets) and the TCP header is mninmumsize (20 octets), because there
are no TCP header options currently defined that would normally be
sent at the sane tinme as data segnents.

MBS = MIU - 60 - 20 = MIU - 80

If MIUis 576 then MSS = 496

The liberal or optinmistic position assunmes the best -- that both the
| P header and the TCP header are nmininmumsize, that is, 20 octets
each.

MSS = MTU - 20 - 20 = MIU - 40
If MIUis 576 then MBS = 536

If nothing is said about MSS, the data sender may cram as nuch as
possible into a 576 octet datagram and if the datagram has

m ni mum headers (which is nost likely), the result will be 536
data octets in the TCP segnent. The rule relating MSS to the
maxi mum dat agr am si ze ought to be consistent with this.

A practical point is raised in favor of the liberal position too.
Since the use of minimumIP and TCP headers is very likely in the
very | arge percentage of cases, it seenms wasteful to limt the TCP
segnment data to so nuch less than could be transnitted at once
especially since it is less that 512 octets.
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8.

For comparison: 536/576 is 93% data, 496/576 is 86% data, 456/576
is 79% dat a.

Maxi mum Packet Size

Each network has some maxi num packet size, or maxi numtransm ssion
unit (MIU). Utimtely there is sonme limt inmposed by the

technol ogy, but often the limt is an engineering choice or even an
admi nistrative choice. Different installations of the same network
product do not have to use the sane naxi mum packet size. Even within
one installation not all host nust use the sane packet size (this way
i es madness, though).

Some | P inplenmenters have assuned that all hosts on the directly
attached network will be the same or at |east run the sane

i mpl enentation. This is a dangerous assunption. It has often
devel oped that after a small honbgeneous set of host have becone
operational additional hosts of different types are introduced into
the environnent. And it has often developed that it is desired to
use a copy of the inplenentation in a different inhonbgeneous

envi ronnent .

Desi gners of gateways should be prepared for the fact that successfu
gateways will be copied and used in other situation and
installations. Gateways nust be prepared to accept datagrans as

| arge as can be sent in the nmaxi num packets of the directly attached
networks. Gateway inplenentations should be easily configured for
installation in different circunstances.

A footnote: The MIUs of sone popul ar networks (note that the actua
limt in some installations nay be set |ower by administrative

policy):

ARPANET, M LNET = 1007
Et hernet (10Md) = 1500
Prot eon PRONET = 2046

Source Fragnentation

A source host would not nornally create datagram fragnents. Under
normal circunstances datagram fragnents only arise when a gat eway
nmust send a datagraminto a network with a smaller naxi num packet
size than the datagram In this case the gateway nust fragnent the
datagram (unless it is marked "don’t fragment” in which case it is
di scarded, with the option of sending an I CMP nessage to the source
reporting the problen.

It might be desirable for the source host to send datagram fragnents
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10.

i f the maxi mum segnent size (default or negotiated) allowed by the
data receiver were |arger than the nmaxi num packet size allowed by the
directly attached network. However, such datagram fragnents nust not
conbine to a size larger than allowed by the destination host.

For exanple, if the receiving TCP announced that it would accept
segments up to 5000 octets (in cooperation with the receiving IP)
then the sending TCP could give such a | arge segnent to the
sending | P provided the sending IP would send it in datagram
fragments that fit in the packets of the directly attached

net wor k.

There are some conditions where source host fragnentation would be
necessary.

If the host is attached to a network with a snall packet size (for
exanpl e 256 octets), and it supports an application defined to
send fixed sized nmessages |arger than that packet size (for
exanple TFTP [5]).

If the host receives | CMP Echo nessages with data it is required
to send an | CVMP Echo-Reply nessage with the same data. |If the
amount of data in the Echo were larger than the packet size of the
directly attached network the follow ng steps might be required:
(1) receive the fragnents, (2) reassenble the datagram (3)
interpret the Echo, (4) create an Echo-Reply, (5) fragnent it, and
(6) send the fragnents.

Gat eway Fragnentation

Gat eways nust be prepared to do fragmentation. It is not an optiona
feature for a gateway.

Gat eways have no infornmation about the size of datagrans destination
hosts are prepared to accept. It would be inappropriate for gateways
to attenpt to keep such infornation

Gat eways nust be prepared to accept the | argest datagrans that are
al | oned on each of the directly attached networks, even if it is
| arger than 576 octets.

Gat eways nust be prepared to fragnent datagrans to fit into the
packets of the next network, even if it smaller than 576 octets.

If a source host thought to take advantage of the local network’s
ability to carry larger datagrans but doesn’t have the slightest idea
if the destination host can accept |arger than default datagrans and
expects the gateway to fragnent the datagraminto default size
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11.

fragments, then the source host is nmisguided. |If indeed, the
destination host can’'t accept |arger than default datagrams, it
probably can’t reassenble themeither. If the gateway either passes
on the |l arge datagram whole or fragnents into default size fragnments
the destination will not accept it. Thus, this node of behavior by
source hosts nust be outl awed.

A larger than default datagram can only arrive at a gateway because

t he source host knows that the destination host can handle such | arge
dat agrans (probably because the destination host announced it to the
source host in an TCP MsSS option). Thus, the gateway should pass on

this large datagramin one piece or in the largest fragments that fit
into the next network

An interesting footnote is that even though the gateways may know
about know the 576 rule, it is irrelevant to them

I nter-Layer Communication

The Network Driver (ND) or interface should know the Maxi mum
Transmission Unit (MIU) of the directly attached network.

The | P should ask the Network Driver for the NMaxi mrum Transm ssi on
Unit.

The TCP should ask the I P for the Maxi num Dat agram Data Si ze (MDDS) .
This is the MIU minus the | P header length (MDDS = MIU - | PHdrLen).

When opening a connection TCP can send an MSS option with the val ue
equal MDDS - TCPHdr Len

TCP shoul d determ ne the Maxi num Segnent Data Size (MSDS) from either
the default or the received value of the MSS option

TCP should determine if source fragnmentation is possible (by asking
the 1 P) and desirable.

If so TCP may hand to I P segnents (including the TCP header) up to
MSDS + TCPHdr Len

If not TCP may hand to | P segnents (including the TCP header) up
to the |l esser of (MSDS + TCPHdrLen) and NMDDS

| P checks the length of data passed to it by TCP. |If the length is
| ess than or equal MDDS, |P attached the I P header and hands it to
the ND. Oherwise the | P nust do source fragnentation
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12. What is the Default MsS ?
Anot her way of asking this question is "Wat transmtted value for
MBS has exactly the sane effect of not transmitting the option at
al I 2",

In terms of the previous section:

The default assunption is that the Maxi mum Transni ssion Unit is
576 octets.

MU = 576

The Maxi num Dat agram Data Size (MDDS) is the MIU minus the IP
header | ength.

MDDS = MIU - | PHdrLen = 576 - 20 = 556

When openi ng a connection TCP can send an MSS option with the
val ue equal MDDS - TCPHdr Len.

MSS = MDDS - TCPHdrLen = 556 - 20 = 536

TCP shoul d determi ne the Maxi num Segnent Data Size (MSDS) from
either the default or the received value of the MSS option.

Default MSS = 536, then MSDS = 536

TCP shoul d determine if source fragmentation is possible and
desi rabl e.

If so TCP may hand to I P segnments (including the TCP header) up
to MSDS + TCPHdrLen (536 + 20 = 556).

If not TCP may hand to | P segnents (including the TCP header)

up to the lesser of (MSDS + TCPHdrlLen (536 + 20 = 556)) and
MDDS (556).
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13.

14.

The Truth

The rule relating the maxi mum | P datagram si ze and the nmaxi num TCP
segnment size is:

TCP Maxi mum Segnent Size = | P Maxi mum Dat agram Si ze - 40
The rul e nmust match the default case

If the TCP Maxi mnum Segnent Size option is not transmitted then the
data sender is allowed to send | P datagrans of maxi num size (576)
with a minimum | P header (20) and a mini num TCP header (20) and
thereby be able to stuff 536 octets of data into each TCP segnent.

The definition of the MSS option can be stated:

The maxi mum nunber of data octets that may be received by the
sender of this TCP option in TCP segnents with no TCP header
options transnmitted in I P datagrans with no | P header options.

The Consequences

Wien TCP is used in a situation when either the IP or TCP headers are
not nini mum and yet the maxi mum | P datagramthat can be received
remai ns 576 octets then the TCP Maxi num Segnent Size option nmust be
used to reduce the limt on data octets allowed in a TCP segnent.

For exanple, if the IP Security option (11 octets) were in use and
the I P nmaxi num dat agram si ze remai ned at 576 octets, then the TCP
shoul d send the MSS with a value of 525 (536-11).
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