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SOME HI STORI C MOMVENTS | N NETWORKI NG

VWil e awaiting the conpletion of an interimnetwork control program
(INCP) for the MT MAC Dynani ¢ Mdel i ng/ Conput er G aphi cs PDP-6/10
System (M TDG), we were able to achieve a nunber of 'historic nonents
in networking’ worthy of some comment. First, we were able to
connect an MTDG ternminal to a Miultics process nmaking it a Multics
termnal. Second, we successfully attached an MTDG terninal to the
Harvard PDP-10 Systemthereby enabling automatic renote use of the
Harvard Systemfor MT. Third, we devel oped primtive nechani sns

t hrough which renotely generated prograns and data could be
transmitted to our system executed, and returned. Using these
mechani sms in close cooperation with Harvard, we received graphics
prograns and 3D data from Harvard’s PDP-10, processed themrepeatedly
usi ng our Evans & Sutherland Line Drawi ng System (the E&S), and
transmtted 2D scope data to Harvard' s PDP-1 for display.

The 11 NCP

Qur experinents were run on the M TDG PDP-6/10 usi ng what we have
affectionately called our "interiminterimNCP (IINCP). Under the
IINCP the IMP Interface is treated as a single-user I/O device which
deals in raw network nessages. The software supporting necessary
systemcalls includes little nore than the basic interrupt-handling
and buffering schenes to be used later by the NCP. |In short, the
user -1l evel programs which brought us to our historic nonents were
witten close to the hardware with full know edge of | MP-HOST
Protocol (BBN 1822). Wen the INCP and NCP are conpl eted, these
prograns can be pruned considerably (80%. The exercise of witing
prograns which conformto | MP-HOST Protocol was not at all wasted.
Only now can those of us who are not witing the NCP begin to grasp
the full nmeaning of RFNM s and their use in flow control. The
penalties for ignoring an inpatient IMP, for failing to send NOOPS
(NO OPS) when starting up, and for blasting data onto the Network
wi thout regard for RFNM s are now wel | under st ood.

The Multics Connection
Qur quest for historic monents began with the need to denobnstrate

that the conpl ex hardware-software system separating M TDG and
Multics was operative and understood. A task force (Messrs. Bi ngham
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Brodi e, Knight, Metcalfe, Myer, Padlipsky and Ski nner) was
commi ssioned to establish a 'polite conversation’ between a Miltics
term nal and an M TDG t ermni nal

It was agreed that nmessages woul d be what we call 'network ASCl
messages’: 7-bit ASCI| characters right-adjusted in 8-bit fields
havi ng the nost significant bit set, marking, and padding. In that

Miultics is presently predisposed toward |ine-oriented half-dupl ex
termnals, it was decided that all transnissions would end with the
Multics EOL character (ASCII <LINE FEED>). To avoid duplicating nuch
of the INCP in our experinent, the PDP-10 side of the connection was
freed by convention fromarbitrary bit-stream concatenation
requirenents and was pernitted to associate |ogical nessage
boundaries with network nessage boundaries (sic). The 'polite
conversation’ was thus established and successful

Multics, then, connected the conversation to its command processor
and the PDP-10 terminal suddenly becanme a Miultics terminal. But, not
qui te:

First, in the resulting MTDG Miltics connection there was no
provision for a rembte QU T, which in Miltics is not an ASCI
character. This is a problemfor Miltics. It would seemthat an
ASCI | character or the network’s own interrupt control nessage could
be given QUI T significance

Second, our initial driver programdid not provide for RUBOUT

Because the Miultics network input stream bypassed the typewriter
device interface nodule (TTYDIM, line canonicalization was not
perforned. In a nore elegant inplenentation, |ine canonicalization
could be done at Multics, providing the type-in editing conventions
famliar to Multics users. W fixed this problemhastily by having
our driver programdo |ocal RUBOUT editing during line assenbly, thus
providing type-in editing conventions famliar to MTDG users. It is
clearly possible to do both local type-in editing and di stant-host
type-in editing.

Third, we found that because of the manner in which our type-in
entered the Multics systemunder the current network interface (i.e.
not through TTYDIM, our renotely controll ed processes were
classified 'non-interactive’ and thus fell to the bottomof Miltics
queues giving us slow response. This problemcan be easily fixed.

The Harvard Connection
Connecting MTDG ternminals to Miltics proved to be easy in that the

character-oriented M TDG system easily assenbled |lines for the
Multics line-oriented system W (Messrs. Barker, Metcal fe) decided,
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therefore, that it would be worthwhile to connect the M TDG systemto
anot her character-oriented system nanely Harvard’ s PDP-10. This
nmove was al so notivated by MTDG s desire to | earn nore about
Harvard’ s new | anguage systemvia M TDG s own consol es.

It was found that Harvard had al ready provided an ASCI| network
interface to their system which accepted | MP-Tel etype styl e nessages
as standard. W quickly rigged up an | MP-Tel etype nessage handl er at
M TDG and were inmedi ately conpati bl e and connected. But not quite:

First, Harvard runs the Digital Equi prent Corporation (DEC) tine-
sharing systemon their PDP-10 which has <control-C as a QU T
character and <control-Z> as an end-of-file (EOF). M TDG runs the
MAC | nconpati bl e Time-sharing System (1 TS) which has <control-Z> as a
QUIT character and <control-C> as an EOF. This control character

m smatch is convenient in the sense that typing <control-C> while
connected to Harvard systemthrough M TDG causes the right thing to
happen - causes the execution of prograns at Harvard to QU T, as
opposed to causing the driver programat MTDGto QU T. |f, however,
a Harvard programwere to require that an EOF be typed, typing
<control -Z> woul d cause I TS to stop the driver programin its tracks,
| eaving the Harvard EOF wait unsatisfied and the M TDG Harvard
connection severed.

Second, the Harvard system has tenporarily inplenented this renote
network console interface feature using a DEC style pseudo-tel etype
(PTY). This device vis-a-vis the DEC system behaves as a hal f - dupl ex
term nal which wakes up on a set of 'break characters’ (e.g., return
al trode) affording us an opportunity for an interesting experiment.
The use of DDT (Dynanic Debugging Tool) is thereby restricted (though
not prevented) in that break characters nust be scattered throughout
a DDT interaction to bring the PTY to |life to cause DDT to do the
right thing. For exanple, to exanine the contents of a core |ocation
one needs to type 'addr<altnode> (address slash altnode) the altnode
being only a call-to-action to the PTY. To alter the contents of the
opened | ocation, one nust then type ’'<rub-out>contents<return>'; the
<rub-out > character deletes the previous action <alt-node> the
contents are stashed in the open address, and the <return> signals
the close of the address and PTY wake-up. It would seemthat DDT is
a programthat will separate the nen formthe boys in networking.

Third, it was found that the response fromthe Harvard system at

M TDG was seenmingly as fast as could be expected fromone of their
own consoles. This fact is particularly exciting to those who don’t
have a feel for network transit tinmes when it is pointed out that
such response was generated through two tinme-sharing systens, three
user |l evel processes, and three I MPs, all connected in series.
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The Harvard-M T Graphi cs Experi nent

At Harvard are a PDP-10 Ti me-sharing System and a graphics oriented
PDP-1, both connected to Harvard’'s IMP. At M TDG are a PDP-6/10

Ti me-sharing System and an E&S Line Drawing System It was felt
(Messre. Barker, Cohen, MQuillan, Metcalfe, and Taft) that the tine
had come to denonstrate that the network coul d nake renote resource
available - to give Harvard access to the E&S at M TDG via the
network. The protocol for such use of the network was as follows:

(1) MTDG starts its network nonitor programlistening. (2)

Harvard starts its PDP-10 transmtting a core inage containing an
arbitrary PDP-10 program (with an enbedded E&S programin this case).
(3) MTDG receives the core imge fromHarvard and places it inits
menory at the starting address specified, collecting nessages and
concatenating them appropriately. (There was no word-Iength m snatch
problem) (4) Upon collecting a conplete imge (word count sent
first along with starting address), M TDG stashes its own return
address in a specified |location of the transmtted program s i nage
and transfers control to another inmage location. (5) Upon getting
control at MTDG the transnmitted programexecutes (in this case sets
up and runs an E&S progran) and before returning to the M TDG net work
nmoni tor stashes in specified |ocations of its inmage the begi nning and
endi ng addresses of its result. (6) Wth control returned, the

M TDG nonitor programthen transnmts the results to a listening host
whi ch nakes good use of them (in this case a PDP-1 which displays
themy. (7) Then the M TDG program either terninates, returns
control back to the inmage (as in this case), or waits for nore data
and/ or program The protocol was inplenented in the hosts and used
to run a Harvard-assenbl ed version of the E&S Aircraft Carrier
Program (witten originally by Harvard' s Prof. Cohen) at MTDG and to
di splay the resulting dynanic display on Harvard's PDP-1 driven DEC
scopes. The Carrier Programwas 'flown’ from M TDG and the changi ng
vi ews thus generated appeared both at M TDG and Harvard. The picture
was observed to change (being transmission linted) on the order of
twi ce each second (perhaps less often). But all was not rosey:

First, it was observed that during the experinent pronpting nessages
to the | MP-Tel etypes were often garbled. Mst of the garbling can be
attributed to the ASR-33 itself, sonme cannot. There were no errors
detected during data transm ssions not involving the | MP-Tel etypes.

Second, during attenpts to fly the Carrier fromHarvard, we stunbled
across a yet undi agnosed internittent nal function of (presunmably) the
M TDG har dwar e and/ or software whi ch caused our network connection to
be totally shut down by the systemduring bi-directiona

transm ssion. This problemis currently under investigation
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Third, the response of the total system was slow conpared to that
required to do real-time dynami c graphics. One would expect that if
this linmtation is to be overcone, higher bandw dth transm ssion
lines, faster host response to network nessages, and/or perhaps a
message priority systemw ||l be required.
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36-Bit Wrds Transm tted
From Harvard’s PDP-10 to
M TDG s PDP-10

Fom e e e e e oo oo S
| - count | origin-1
S RS
| mage: | start address of results
e,
| mge+1: | end address of results
o e e e e e e e e e e e e e e e e e e e e e =
| mge+2: I unused-----------
o e e e e e e e e e e e e e e e e e e =
| mage+3: | program st op address
e,
| mage+4: | program start address
o e e e e e e e e e e e e e e e e e e e e e =
| mge+5: |
o e e e e e e e e e e e e e e e e e e =
| mage control word |
and image arrive in
network size buffers
which are stripped of|
mar ki ng and paddi ng
and concat enat ed. |
o e e e e e e e e e e e e e e e e e e mm =

36-Bit Wrds Transm tted
From M TDG s PDP-10 to
Harvard’ s PDP-1

R T
| count
S B
First word of results
Specified in | nage+0.
| results
I
I
I
I
I
I
Last word of results
specified in | nage+l.
e e e e e e e e e e e e m e — i, —— =
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+ |l mage control

| word.
| -
| | Filled in by
+ -Harvard's
| | program during
+- its execution.
| +- - -+
+ |Filledin
| <-1 by MTDG |
+ |for return
| |of control
+  +-- --+
I
+
I
I
I
I
I
I
+
+
I
+
I
I
I
I
I
I
I
I
I
I
I
+
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Ceneral Comment s

I n producing 'network ASCI| nessages’ we were required to bend over
backwards to insert marking so that our last data bit could fall on a
word boundary. Surely there nust be a better way. The double

paddi ng schene and its variants with or w thout marking should be
considered. Gven the current hardware, it would seemthat double
paddi ng with marking woul d be an inprovenent. A sinple(?) fix to
host I MP interfaces enabling themto send only good data froma
partially filled last word would pernit a further inprovenent:

mar ki ng and host - suppl i ed single paddi ng.

In these initial experinents Harvard used the | MP-Tel etype nessage
convention or what are call "I MP ASCI| nessages’ (w thout narking)
because it would allow themto use | MP-Tel etypes for logging in and
testing. Miltics, on the other hand, used the standard network
message format (with marking) to have Host-Host conpatibility as per
accepted protocols. Both approaches have nerit. The | MP-Tel etype
message format should be changed to conformw th the network standard
- it should have narking.

Finally, we would |like to announce our readiness to participate in
experinments which will further extend our confidence and conpetence
in networking, especially experinents which, like the preceding, wll
have very large returns with relatively small investnent.

Roster of those participating

Ben Bar ker Har var d, BBN
Grenvil Il e Bi ngham M TDG

Howar d Brodi e M TDG

Dan Cohen Har vard

Ti m Kni ght M TDG M T/ Al
John McQuillan Har vard

Bob Metcal fe M TDG, Harvard
Ed Meyer Multics

M ke Padl i psky Mul tics

Tom Ski nner Mul tics

Ed Taft Har vard

[This RFC was put into nachine readable formfor entry]
[into the online RFC archives by Lorrie Shiota, 10/01]
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