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Mul ti-network Broadcasting within the |Internet

1. Status of this Meno

Thi s RFC descri bes the extension of a network’s broadcast domain to
i ncl ude nore than one physical network through the use of a broadcast
packet repeater.

The followi ng paper will present the problem of nulti-network

br oadcasting and our notivation for solving this problemwhich is in
the context of developing a distributed operating system W discuss
different solutions to extending a broadcast domai n and why we chose
the one that has been inplenented. |In addition, there is information
on the inplenentation itself and sone notes on its perfornmance.

It is hoped that the ideas presented here will help people in the

I nternet who have applications which make use of broadcasting and
have cone up against the limtation of only being able to broadcast
within a single network.

The informati on presented here is accurate as of the date of
publication but specific details, particularly those regarding our

i mpl erentation, may change in the future. Distribution of this meno
is unlimted.

2. The Probl em

Communi cati on between hosts on separate networks has been addressed
largely through the use of Internet protocols and gateways. One
aspect of internetwork conmunication that hasn’t been solved in the
Internet is extending broadcasting to enconpass two or nore networks.
Broadcasting is an efficient way to send information to nmany hosts
while only having to transmit a single packet. Many of the current

| ocal area network (LAN) architectures directly support a broadcast
mechani sm Unfortunately, this broadcast nmechani smhas a shortconing
when it is used in networking environnments which include nultiple
LANs connected by gateways such as in the DARPA Internet. This
shortconming is that broadcasted packets are only received by hosts on
t he physical network on which the packet was broadcast. As a result,
any application which takes advantage of LAN broadcasting can only
broadcast to those hosts on its physical network.

We took advantage of broadcasting in devel oping the Cronus

Distributed Qperating System[1]. Cronus provides services and
communi cati on to processes distributed anong a variety of different
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types of conputer systems. Cronus is built around |ogical clusters
of hosts connected to one or nore high-speed LANs. Conmunication in
Cronus is built upon the TCP and UDP protocols. Cronus nakes use of
broadcasting for dynamically | ocating resources on other hosts and
collecting status information froma collection of servers. Since
Cronus’ s broadcast capabilities are not intended to be linited to the
boundaries of a single LAN, we needed to find some way to extend our
broadcasting domain to include hosts on distant LANs in order to
experinment with clusters that span several physical networks. Cronus
predoni nantly uses broadcasting to communicate with a subset of the
hosts that actually receive the broadcasted nessage. A nulticast
mechani sm woul d be nore appropriate, but was unavail able in sone of
our network inplenentations, so we chose broadcast for the initial

i npl ementation of Cronus utilities.

3. Qur Solution

The techni que we chose to experinent with the multi-network
broadcasti ng probl em can be described as a "broadcast repeater”. A
broadcast repeater is a mechani smwhich transparently rel ays
broadcast packets fromone LAN to another, and nmay also forward
broadcast packets to hosts on a network which doesn’t support
broadcasting at the link-level. This nechanismprovides flexibility
while still taking advantage of the conveni ence of LAN broadcasts.

Qur broadcast repeater is a process on a network host which listens
for broadcast packets. These packets are picked up and
retransmtted, using a sinple repeater-to-repeater protocol, to one
or nore repeaters that are connected to distant LANs. The repeater
on the receiving end will rebroadcast the packet on its LAN,
retaining the original packet’s source address. The broadcast
repeater can be made very intelligent in its selection of nessages to
be forwarded. W currently have the repeater forward only broadcast
messages sent using the UDP ports used by Cronus, but nessages nmay be
sel ected using any field in the UDP or |IP headers, or all |P-Ileve
broadcast nessages nay be forwarded.

4. Alternatives to the Broadcast Repeater

We explored a few alternatives before deciding on our technique to
forward broadcast nessages. One of these nethods was to put

addi tional functions into the Internet gateways. Gateways could
listen at the link-1level for broadcast packets and relay the packets
to one or nore gateways on distant LANs. These gateways could then
transmit the sane packet onto their networks using the |oca
network’s |ink-level broadcast capability, if one is available. Al
gateways participating in this schene woul d have to naintain tables
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of all other gateways which are to receive broadcasts. If the
reci pi ent gateway was serving a network without a capacity to
broadcast it could forward the nessages directly to one or nore
designated hosts on its network but, again, it would require that
tabl es be kept in the gateway. Putting this sort of function into
gateways was rejected for a nunber of reasons: (a) it would require
extensions to the gateway control protocol to allow updating the
lists gateways would have to maintain, (b) since not all nessages
(e.g., LAN address- resolution nessages) need be forwarded, the need
to control forwardi ng should be under the control of higher |evels of
the protocol than may be available to the gateways, (c) Cronus could
be put into environments where the gateways nay be provi ded by
alternative vendors who may not inplenment broadcast propagation, (d)
as a part of the underlying network, gateways are likely to be
controlled by a different agency fromthat controlling the
configuration of a Cronus system adding bureaucratic conplexity to
reconfiguration.

Anot her idea which was rejected was to put broadcast functionality
into the Cronus kernel. The Cronus kernel is a process which runs on
each host participating in Cronus, and has the task of routing al
nmessages passed between Cronus processes. The Cronus kernel is the
only programin the Cronus system which directly uses broadcast
capability (other parts of Cronus communi cate using nmechani sns
provided by the kernel). W could either entirely renove the Cronus
kernel’ s dependence on broadcast, or add a nechanismfor enulating
broadcast using serially-transmtted nessages when the underlying
networ k does not provide a broadcast facility itself. Either
solution requires all Cronus kernel processes to know the addresses
of all other participants in a Cronus system which we view as an
undesirable limt on configuration flexibility. Also, this solution
woul d be Cronus-specific, while the broadcast-repeater solution is
applicable to other broadcast-based protocols.

5. Inplementation

The broadcast repeater is inplenmented as two separate processes - the
forwarder and the repeater. The forwarder process waits for
broadcast UDP packets to conme across its local network which match
one or nore specific port nunmbers (or destination addresses). Wen
such a packet is found, it is encapsulated in a forwarder-repeater
nmessage sent to a repeater process on a foreign network. The
repeater then relays the forwarded packet onto its LAN using that
network’s |ink-level broadcast address in the packet’s destination
field, but preserving the source address fromthe origi nal packet.

Wien the forwarder process starts for the first time it reads a
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configuration file. This file specifies the addresses of repeater
processes, and sel ects which packets should be forwarded to each
repeater process (different repeaters may select different sets of
UDP packets). The forwarder attenpts to establish a TCP connection
to each repeater listed in the configuration file. If a TCP link to
a repeater fails, the forwarder will periodically retry connecting to
it. Non-repeater hosts may also be listed in the configuration file
For these hosts the forwarder will sinply replace the destination
broadcast address in the UDP packet with the host’s address and send
this new datagramdirectly to the non-repeater host.

If a repeater and a forwarder co-exist on the same LAN a probl em may
arise if the forwarder picks up packets which have been rebroadcast
by the repeater. As a precaution against rebroadcast of forwarded
packets ("feedback" or "ringing"), the forwarder does not connect to
any repeaters listed in its configuration file which are on the sane
network as the forwarder itself. Also, to avoid a broadcast | oop

i nvolving two LANs, each with a forwarder talking to a repeater on
the other LAN, forwarders do not forward packets whose source address
is not on the forwarder’s LAN

6. Experience

To date, the broadcast repeater has been inplemented on the VAX
running 4.2 BSD UNI X operating systemw th BBN s networking software
and has proven to work quite well for our purposes. Qur current
configuration includes two Ethernets which are physically separated
by two other LANs. For the past few nonths the broadcast repeater
has successfully extended our broadcast domain to include both

Et hernets even though nessages between the two networks nust pass
through at | east two gateways. W were forced to add a specia
capability to the BBN TCP/IP inpl enentati on which allows privil eged
processes to send out |P packets with another host’'s source address.

The repeater inposes a fair anount of overhead on the shared hosts
that currently support it due to the necessity of waking the
forwarder process on all UDP packets which arrive at the host, since
the decision to reject a packet is made by user-Ilevel software,
rather than in the network protocol drivers. One solution to this
probl em woul d be to i nplenent the packet filtering in the system
kernel (Ileaving the configuration managenent and rebroadcast

mechani smin user code) as has been done by Stanford/CMJ in a UN X
packet filter they have devel oped. As an alternative we are planning
to rehost the inplenentation of the repeater function as a
speci al i zed network service provided by a mcroconputer based
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real -tine systemwhich is already part of our Cronus configuration.
Such a machine is better suited to the task since scheduling overhead
is nmuch less for themthan it is on a nulti-user tinesharing system
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8. Editors Note

Al so see RFCs 919 and 940 on this topic.
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