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An Experinental Miltiple-Path Routing Al gorithm

Status of This Meno

This RFC describes an experinmental, nultiple-path routing al gorithm
designed for a packet-radi o broadcast channel and discusses the
design and testing of a prototype inplenmentation. It is presented as
an exanple of a class of routing algorithnms and data-base nmanagenent
techni ques that may find w der application in the Internet conmunity.
O particular interest may be the nmechani snms to conpute, select and
rank a potentially |arge nunber of speculative routes with respect to
the linmted cunputational resources available. D scussion and
suggestions for inprovenments are wel coned. Distribution of this nmenp
is unlimted.

Abst r act

Thi s docunent introduces wiretap algorithms, which are a cl ass of
routing algorithms that conpute quasi-optimumroutes for stations
sharing a broadcast channel, but with sone stations hidden from
others. The wiretapper observes the paths (source routes) used by
other stations sending traffic on the channel and, using a heuristic
set of factors and weights, constructs speculative paths for its own
traffic. A prototype algorithm called here the Wretap Al gorithm
has been designed for the AX 25 packet-radi o channel. Its design is
simlar in many respects to the shortest-path-first (spf) algorithm
used in the ARPANET and el sewhere, and is in fact a variation in the
class of algorithns, including the Viterbi Al gorithm that construct
optinum paths on a graph according to a distance conputed as a

wei ghted sum of factors assigned to the nodes and edges.

The Wretap Algorithmdiffers fromconventional algorithnms in that it
conputes not only the prinmary route (a mni numdi stance path), but
al so additional paths ordered by distance, which serve as alternate

routes should the primary route fail. This feature is also usefu
for the discovery of new paths not previously observed on the
channel

Since the amateur AX 25 packet-radi o channel is very active in the
Washi ngton, DC, area and carries a good deal of traffic under

puni shing conditions, it was considered a sufficiently heroic
environnent for a convincing denonstration of the prototype
algorithm 1t was inplenmented as part of an I P/TCP driver for the
LSI-11 processor running the "fuzzball" operating system The driver
is connected via serial line to a 6809-based TAPR-1 processor running
the WABDED firmvare, which controls the radi o equi prmmet in both
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virtual -circuit and dat agram nodes. The prototype inplenentation
provides primary and alternate routes, can route around congested
areas and can change routes during a connection. This docunent
descri bes the design, inplenentation and initial testing of the
al gorithm

1. I nt roducti on

Thi s docunent describes the design, inplenentation and initial
testing of the Wretap Algorithm a dynanmic routing algorithmfor the
AX. 25 packet-radi o channel [4]. The AX 25 channel operates in CSMA
contention node at VHF frequenci es using AFSK/ FM nodul ati on at 1200
bps. The AX 25 protocol itself is sinmilar to X 25 link-1ayer protoco
LAPB, but with an extended franme header consisting of a string of
radi o callsigns representing a path, usually selected by the
operator, between two end stations, possibly via one or nore

i nternedi at e packet repeaters or digipeaters. Mst stations can
operate simultaneously as internedi ate systens digi peaters) and as
end systens with respect to the | SO nodel

Wretap uses passive nonitoring of frames transmitted on the channe
in order to build a dynanic data base which can be used to determ ne
optinumroutes. The algorithmoperates in real time and generates a
set of paths ordered by increasing total distance, as deternined by a
shortest-path-first procedure simlar to that used now in the ARPANET
and planned for use in the new Internet gateway system[2]. The

i mpl enentation provides optinumroutes (wWith respect to the factors
and wei ghts selected) at initial-connection tinme for virtua

circuits, as well as for each datagramtransni ssion. This docunent
is an initial status report and overvi ew of the prototype

i mpl ementation for the LSI-11 processor running the "fuzzball"
operating system

The principal advantage in the use of routing algorithnms |like Wretap
is that digipeater paths can be avoi ded when direct paths are
avail abl e, with digipeaters used only when necessary and also to

di scover hidden stations. In the present exploratory stage of
evol ution, the scope of Wretap has been intentionally restricted to
passive nonitoring. 1In a later stage the scope nmay be extended to

i nclude the use of active probes to discover hidden stations and the
use of clustering techniques to nmanage the distribution of |arge
quantities of routing information

The AX. 25 channel interface is the 6809-based TAPR-1 processor
runni ng the WABDED firmnare (version 1.0) and connected to the LSI-11
by a 4800-bps serial Iine. The WABDED firmnare produces as an option
a nmonitor report for each received frane of a selected type
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including U, | and S frames. Wretap processes each of these to
extract routing information and (optionally) saves themin the system
log file. Following is a typical report:

fmKS3Q to WACQ via WB4JFI -5* WB4APR-6 ctl 111 pid FO

The originating station is KS3Q and the destination is WICQ . The
franme has been digipeated first by WB4JFI -5 and then WB4APR-6, is an

I frame (sequence nunbers follow the | indicator) and has protoco
identifier FO (hex). The asterisk "*" indicates the report was
received fromthat station. |If no asterisk appears, the report was

received fromthe originator
2. Design Principles

A path is a concatenation of directed Iinks originating at one
station, extending through one or nore digipeaters and term nating at
anot her station. Each link is characterized by a set of factors such
as cost, delay or throughput that can be conputed or estimated.
Wretap conputes several intrinsic factors for each |ink and updates
the routing data base, consisting of node and Iink tables. The

wei ghted sum of these factors for each link is the distance of that
link, while the sumof the distances for each link in the path is the
di stance of that path

It is the intent of the Wretap design that the distance of a link
reflect the a-priori probability that a packet will successfully
negotiate that link relative to the other choices possible at the
sendi ng node. Thus, the probability of a non-looping path is the
product of the probabilities of its Iinks. Follow ng the technique
of Viterbi [1], it is convenient to represent distance as a
logarithm c transformation of probability, which then beconmes a
metric. However, in the followi ng the underlying probabilities are
not considered directly, since the distances are estinmated on a
heuristic basis.

Wretap incorporates an al gorithmwhich constructs a set of paths,
ordered by distance, between given end stations according to the
factors and weights contained in the routing data base. Such paths
can be considered opti num routes between these stations with respect
to the given assignnent of factors and weights. |n the prototype

i mpl erent ati on one of the end stations nust be the Wretap station
itself; however, in principle, the Wretap station can generate
routes for other stations subject to the applicability of the
information in its data base

Note that Wretap in effect constructs mni mumdi stance paths in the
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direction fromthe destination station to the Wretap station and,
based on that information, then conputes the optinumreciproca

routes fromthe Wretap station to the destination station. The
expectation is that the destination station also runs its own routing
al gorithm which then conputes its own optinmumreciprocal routes
(i.e. the optinumdirect routes fromthe Wretap station). However,
the routing data bases at the two stations may diverge due to
congestion or hidden stations, so that the conputed routes nay not

coi nci de

In principle, Wretap-conputed routes can be fine-tuned using

i nformati on provided not only by its directly comunicating stations
but others that may hear themas well. The nobst interesting scenario
woul d be for all stations to exchange Wretap information using a
suitable distributed protocol, but this is at the nonent beyond the
scope of the prototype inplenmentation. Nevertheless, suboptinum but
useful paths can be obtained in the traditional and sinple way with
one station using a Wretap-conputed route and the other its

reci procal, as determned fromthe received franme header. Thus,
Wretap is conpatible with existing channel procedures and protocols.

3. Inplenentation Overview

The prototype Wretap inplenmentation for the LSI-11 includes two
routines, the wiretap routine, which extracts information from

recei ved nonitor headers and builds the routing data base, and the
routing routine, which calculates paths using the information in the
data base. The data base consists of three tables, the channel table,
node table and link table. The channel table includes an entry for
each channel (virtual circuit) supported by the TAPR- 1 processor
runni ng the WABDED firmnare, five in the present configuration. The
structure and use of this table are only incidental to the algorithm
and will not be discussed further.

The node table includes an entry for each distinct callsign (which
may be a collective or beacon identifier) heard on the channel
together with node-related routing information, the |atest conputed
route and other mscellaneous information. The table is indexed by
node ID (NID), which is used in the conputed route and i n other

tabl es instead of the awkward callsign string. The link table
contains an entry for each distinct (unordered) node pair observed in
a nmonitor header. Each entry includes the fromNID and to-NI D of the
first instance found, together with link-related routing information
and ot her m scellaneous information. Both tables are dynamically
managed using a cache al gorithm based on a wei ghted

| east-recentl y-used replacenment nechani sm described | ater
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The exanpl e di scussed i n Appendi x A includes candi date node and I|ink
tables for illustration. These tables were constructed in real tine
by the prototype inplenentation fromoff-the-air nonitor headers
col l ected over a typical 24-hour period. Each node table entry
requires 26 bytes and each link table entry four bytes. The maxi num
size of the node table is presently 75 entries, while that of the
link table is 150 entries. Once the cache algorithmhas stabilized
for a day or two, it is normal to have about 60 entries in the node
table and 100 entries in the link table.

The node table and |ink table together contain all the information
necessary to construct a network graph, as well as cal culate paths on
that graph between any two end stations, not just those involving the
Wretap station. Note, however, that the Wretap station does not in
general hear all other stations on the channel, so may choose
subopti mrum routes. However, in the Washington, DC, area nost
stations use one of several digipeaters, which are in general heard
reliably by other stations in the area. Thus, a Wretap station can
eventual ly capture routes to alnost all other stations using the
above tables and the routing algorithmdescribed |ater.

4. The Wretap Routine

The wiretap routine is called to process each nonitor header. It
extracts each callsign fromthe header in turn and searches the node
table for corresponding NID, naking a new entry and NID if not
already there. The result is a string of NIDs, starting at the
originating station, extending through a nmaxi mum of eight digipeaters
and ending at the destination station. For each pair of N Ds al ong
this string the link table is searched for either the direct link, as
indicated in the string, or its reciprocal; that is, the direction
towards the originator.

The operations that occur at this point can be illustrated by the
followi ng diagram which represents a nonitor header with apparent
path fromstation 4 to station 6 via digipeaters 7, 2 and 9 in
sequence. It happens the header was heard by the Wretap station (0)
fromstation 2.

(4) (7) (2) (9) (6)
orig o------ >0<=====>Q------ >0------ >0 dest
|
|
\Y
(0)

W retap
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Presumably, the fact that the header was heard fromstation 2

i ndicates the path fromstation 4 to station 2 and then to station O
is viable, so that each link along this path can be narked "heard" in
that direction. However, the viability of the path fromstation 2 to
station 6 can only be presuned, unless additional evidence is
available. If in fact the header is froman AX.25 1 or S frane (but
not a Ufrane), an AX. 25 virtual circuit has apparently been

previ ously established between the end stations and the presunption
is strengthened. 1In this case each link from4 to 6 is marked
"synchroni zed" (but not the Iink from2 to 0).

Not all stations can both originate frames and digi peat them Station
4 is observed to originate and station 7 to digipeat, but station 9
is only a presunptive digipeater and no evidence is avail abl e that
the remaining stations can originate franes. Thus, the Iink from
station 4 to station 7 is marked "source" and fromstation 7 to
station 2 is marked "digi peated."”

Dependi ng on the presence of congestion and hi dden stations, it may
happen that the reciprocal path in the direction fromstation 6 to
station 4 has quite different link characteristics; therefore, a
link can be recogni zed as heard in each direction independently. In
t he above diagramthe Iink between 2 and 7 has been heard in both
directions and is narked "reciprocal”. However, there is only one
synchroni zed mark, which can be set in either direction. If a
particular link is not nmarked either heard or synchroni zed, any
presunption on its viability to carry traffic is highly specul ative
(the traffic is probably a beacon or "CQ'). |If later narked
synchroni zed the presunption is strengthened and if |ater nmarked
heard in the reciprocal direction the presunption is confirned.

Experi ence shows that a successful routing algorithmfor any

packet -radi o channel nust have provisions for congestion avoi dance.
There are two straightforward ways to cope with this. The first is a
static nmeasure of node congestion based on the nunber of links in the
network graph incident at each node. This nunber is conputed by the
wiretap routine and stored in the node table as it adds entries to
the link table.

The second, not yet inplenmented, is a dynanmi c neasure of node
congestion which tallies the nunber of link references during the
nost recent time interval (of specified length). The current plan
was suggested by the reachability nechani smused in the ARPANET and
the Exterior Gateway Protocol [3]. An eight-bit shift register for
each node is shifted in the direction from hi gh-order to | ow order
bits, with zero-bits preceeding the high-order bit, at the rate of
one shift every ten seconds. |If during the preceeding ten-second
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period a header with a path involving that node is found, the

hi gh-order bit of the register is set to one. Wen a path is
cal cul ated the nunber of one-bits in the register is totalled and
used as a neasure of dynami c node congestion. Thus, the tine interva
specified is 80 seconds, which is believed appropriate for the AX 25
channel dynanics

5. Factor Conputations and Wi ghts

The data itens produced by the wiretap routine are processed to
produce a set of factors that can be used by the routing routine to
develop optinmumroutes. 1In order to insure a stable and reliable
convergence as the routing al gorithmconstructs and di scards

candi date paths leading to these routes, the factor conputations
shoul d have the follow ng properties:

1. Al factors should be positive, nonotone functions which increase
in value as system performance degrades from opti num

2. The criteria used to estimate link factors should be symetric;
that is, their values should not depend on the particul ar
direction the link is used.

3. The criteria used to estimte node factors should not depend on
the particular links that traffic enters or |eaves the node.

Each factor is associated with a wei ght assignment which reflects the
contribution of the factor in the distance calculation, with |arger
wei ghts indicating greater inportance. For conparison with other
comon routing algorithms, as well as for effective control of the
conmput ational resources required, it may be desirable to inpose
additional restrictions on these conputations, which my be a topic
for further study. bviously, the success of this routing algorithm
depends on cleverly (i.e. experinentally) determ ned factor
conput ati ons and wei ght assi gnnents.

The particul ar choices used in the prototype inplenentation should be
consi dered educated first guesses that m ght be changed, perhaps in
dramatic ways, in later inplenentations. Nevertheless, the operation
of the algorithmin finding optimmroutes over all choices in factor
conmput ations and wei ghts is unchanged. Recall that the wiretap
routi ne generates data itens for each node and |ink heard and saves
themin the node and link tables. These itens are processed by the
routing routine to generate the factors shown below in Table 1 and
Tabl e 2.

MIls [ Page 7]



RFC 981 March 1986
An Experinmental Miltiple-Path Routing Al gorithm

Factor Weight Nane How Det er mi ned

fo 30 hop 1 for each link

fl 50 unverified 1 if not heard either direction
f2 5 non-reciprocal 1 if not heard both directions
f3 5 unsynchronized 1 if no |l or S frame heard

Table 1. Link Factors

Factor Weight Nane How Det er ni ned

fa 5 conmpl exity 1 for each incident link

f5 20 di gi peat ed 1 if station does not digipeat
f6 - congesti on (see text)

Tabl e 2. Node Factors

Wth regard to link factors, the "hop" factor is assigned as one for
each link and represents the bias found in other routing algorithns
of this type. The intent is that the routing nmechani sm degenerate to
m ni mum hop in the absence of any other infornmation. The
"unverified" factor is assigned as one if the heard bit is not set
(not heard in either direction), while the "non-reciprocal" factor is
assigned as one if the reciprocal bit is not set (not heard in both
directions). The "unsynchroni zed" factor is assigned as one if the
synchroni zed bit is not set (no |l or S frames observed in either
direction).

Wth regard to node factors, the "conplexity" factor is conputed as
the nunber of links incident at the node, while the "congestion"
factor is to be conmputed as the nunber of intervals in the eight
ten-second intervals preceding the tine of observation in which a
frame was transmtted to or through the node. The "di gi peated"”
factor is assigned as one if the node is only a source (i.e. no

di gi peated franes have been heard fromit). For the purposes of

pat h-di stance cal cul ations, the node factors are taken as zero for

t he endpoi nt nodes, since their contribution to any path would be the
sane.
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6.

The Routing Routine

The dynanmi ¢ data base built by the wiretap routine is used by the
routing routine to conpute routes as required. Odinarily, this
needs to be done only when the first frame to a new destination is
sent and at intervals thereafter, with the intervals perhaps

nmodul ated by retry count together with congestion thresholds, etc.
The technique used is a variation of the Viterbi Algorithm[1], which
is simlar to the the shortest-path-first algorithmused in the
ARPANET and el sewhere [2]. It operates by constructing a set of
candi dat e paths on the network graph fromthe destination to the
source in increasing nunmber of hops. Construction continues until al
the conplete paths satisfying a specified condition are found,

foll owi ng which one with m ninumdistance is selected as the primary
route and the others ranked as alternate routes.

There are a nunber of algorithnms to deternine the m m num di stance
path on a graph between two nodes with given netric. The prototype

i npl enent ati on operates using a dynanic path list of entries derived
fromthe Iink table. Each list entry includes (a) the NID of the
current node, (b) a pointer to the preceding node on the path and (c)
the hop count and (d) distance fromthe node to the final destination
node of the path:

[ NID, pointer, hop, distance ]

The algorithmstarts with the list containing only the entry [
dest-NID, 0, O, 0], where dest-NIDis the final destination NI D, and
then scans the list starting at this entry. For each such entry it
scans the link table for all links with either to-NID or fromN D

mat ching NID and for each one found inserts a new entry:

[ new-NID, new pointer, hop + 1, distance + weight ]

where the newNIDis the to-NID of the link if its from N D natches
the old NND and the from NID of the link otherwi se. The new pointer
is set at the address of the old entry and the weight is conmputed
fromthe factors and weights as described previously. The algorithm
coontinues to select succeeding entries and scan the link table unti
no further entries remain to be processed, the allocated list area is
full or the maxi num hop count or distance are exceeded, as expl ai ned
bel ow

Note that in the Viterbi Al gorithm which operates in a sinilar
manner, when paths nerge at a single node, all except one of the

m ni mum di stance paths (called survivors) are abandonded. |If only
one of the mni mumdi stance paths is required, Wretap does the sane;
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however, in the nore general case where alternate paths are required
all non-1ooping paths are potential survivors. |In order to prevent a
size explosion in the list, as well as to suppress |oops, new |ist
entries with newNID matching the NID of an existing entry on the
path to the final destination NID are suppressed and paths with hop
counts exceeding (currently) eight or distances exceeding 255 are
abandoned.

If the Wretap station NIDis found in the fromN D of an entry
inserted in the list, a conplete path has been found. The algorithm
renenbers the mni num di stance and m ni mum hop count of the conplete
paths found as it proceeds. Wen only one of the m ni numdi stance
paths (primary route) is required, then for any list entry where the
di stance exceeds the mni num di stance or the hop count exceeds the
maxi mum hop count (plus one), the path is abandoned and no further
processing done for it. Wien alternate routes are required the
hop-count test is used, but the mininumdistance test is not.

The above pruning mechani sms are designed so that the the al gorithm
al ways finds all conplete paths with the m ni mum hop count and the

m ni mum hop count (plus one), which are designated the alternate
routes. The assignnent of factor conputations and weights is intended
to favor m ni num hop paths under nobst conditions, but to allow the
path Iength to grow by no nore than one additional hop under
conditions of extreme congestion. Thus, the m ni nrumdistance path
(primary route) must be found anong the alternate paths, usually, but
not always, one of the nini mum hop pat hs.

At the conpletion of processing the conplete paths are ranked first
by di stance, then by the order of the final entry in the list, which
is in hop-count order by construction, to establish a well-defined
ordering. The first of these paths represents the primary route,
while the remaining represent alternatives should all |ower-ranked
routes fail.

Some idea of the tine and space conplexity of the routing routine can
be determ ned fromthe observation that the conputations for al
primary and secondary routes of the exanple in Appendix A with 58
nodes and 98 links requires a average of about 30 list entries, but
occasionally overfl ows the maxi numsize, currently 100 entries. Each
step requires a scan of all the links and a search (for |oops) along
the maxi mum path | ength, which in principle can add nost of the links
to the list for each new hop. bviously, the resources required can
escal ate dramatically, unless effective pruning techni ques such as
the above are used.

The prototype inplenentation requires 316 nmilliseconds on an
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LSI-11/73 to calculate the 58 primary routes to all 58 nodes for an
average of about 5.4 milliseconds per route. The inplenentation
requires 1416 mlliseconds to cal culate the 201 conbi ned primary and
alternate routes to all 58 nodes for an average of about 3.4
ml1iseconds per route.

7. Data Base Housekeepi ng

In normal operation Wretap tends to pick up a good deal of errors
and random junk, since it can happen that a station may call any

ot her station using ad-hoc heuristics and often counterproductive
strategies. The result is that Wretap nmay add specul ati ve and
erroneous links to the data base. In practice, this happens
reasonably often as operators manually try various paths to stations
that may be shut down, busy or bl ocked by congestion. Nevertheless,
since Wretap operates entirely by passive nonitoring, speculative
links may represent the principal means for discovery of new paths

The nunber of nodes and |inks, speculative or not, can grow w thout
limt as the Wretap station continues to nonitor the channel. As
the size of the node table or link table approaches the naxi mum a
gar bage-col |l ecti on procedure is automatically invoked. The procedure
used in the prototype inplenentati on was suggested by virtual - nenory
st or age- managenent techni ques in which the ol dest unreferenced page
is replaced when a new page franme is required. Every link table
entry includes an age field, which is increnented once each mnute if
its value is less than 60, once each hour otherw se and reset to zero
when the Iink is found in a nonitor header. Wen new space is
required in the link table, the link with the |argest product of age
and di stance, as determ ned by the factor conputations and weights,
is renoved first.

Every node table entry includes the congestion factor nentioned
above, which is a count of the nunber of Iinks (plus one) incident at
that node. As links are renpoved fromthe link table, these counts
are decrenmented. |If the count for some node decrenents to one, that
node is renoved. Thus, if new space is required in the node table,
links are renoved as described above until the required space is
recl ai ned.

In addition to the above, and in order to avoid capture of the tables
by occasi onal specul ative spasms on one hand and stagnation due to
excessively stale information on the other, if the age counter
exceeds a predeterm ned threshold, currently fifteen mnutes for a
specul ative link and 24 hours for other links, the link is renoved
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fromthe data base regardl ess of distance. It is expected that these
procedures will be inproved as experience with the inplenentation
mat ur es.

8. Summary and Directions for Further Devel opnent

Wretap represents an initial experinment and eval uation of the

ef fecti veness of passive nonitoring in the nanagenent of the AX 25
packet-radi o channel. Wile the results of initial experinents have
been encouragi ng, considerable work needs to be done in the

optim zation effectively, sonme experience needs to be gained in the
day-to-day operation of the prototype system during which various
combi nati ons of weight assignments can be tried.

The prototype inplenentati on has been in use for about four nonths at
this witing; however, a nunber of |essons were quickly |earned. The
i mpl ementation includes a finite-state autonmaton to manage initial
connection requests, including the capability to retry SABM franes
along alternate routes conputed by Wretap. A sinple but effective
heuristic is used to generate specul ative paths by artificially
addi ng |inks between the destination station and the Wretap station
together with all other stations in the node table identified as

di gi peaters. The algorithmthen operates as described above to
generate the primary and alternate routes. An exanple of this
technique is given in the Appendi x.

This techni que works very well, at least in the initial-connection
phase of virtual-circuit node, although it requires significant
conput ati onal resources, due to the |large nunber of possible paths
rangi ng fromreasonable to outrageous. |In the case of datagram node
only the primary route is computed. The heuristic path-abandonnment
strategy outlined above is a critical performance determinant in this
ar ea.

Wiile there is a nechanismfor the TAPR- 1 processor to notify the
prototype inplenentation that a | ower-level AX. 25 virtual circuit has
failed, so that an alternate path can be tried, there is no intrinsic
mechanismto signal the failure of an upper-level TCP connection

whi ch uses | P datagrans wrapped in AX.25 | franmes (connection node)
or U franes (connectionless node). This is a generic problemwth
any end-system protocol where the peers are |located physically
distant fromthe link-level entities. Experience indicates the value
of providing a two-way conduit to share control information between
protocol |ayers may be seriously underestimated.

The prototype inpl enentati on nanages processor and storage demands in
relatively sinple ways, which can result in considerable
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inefficiencies. It is apparent that in any wdely distributed
version of Wretap these demands will have to be carefully managed
As suggest ed above, effective provisions to purge old information
especially speculative links, are vital, as well as provisions to
control the intervals between route conputations, for instance as a
function of link state and traffic node.

The next step in the evolution towards a fully distributed routing
algorithmis the introduction of active probing techniques. This
shoul d considerably inprove the capability to discover new paths, as
well as to fine-tune existing ones. It should be possible to

i mpl erent an active probing mechani smwhile maintaining conpatibility
with the passive-only Wretap, as well as maintaining conpatibilty
with other stations using no routing algorithnms at all. It does seem
that judicious use of beacons to discover and renew paths in the
absence of traffic will be required, as well as sone kind of
echo/reply mechanismsinilar to the | OV Echo/ Reply support required
of Internet hosts.

In order to take advantage of the flexibility provided by routing
algorithns like Wretap, it will be necessary to revise the AX 25
specification to include "l oose" source routing in addition to the
present "strict" source routing. Strict source routing requires
every forwarding stage (callsign) to be explicitly declared, while

| oose source routing would all ow some or all stages to be left to the
di scretion of the local routing agent or digipeater. One suggestion
woul d be to devise a special collective indicator or callsign that
could signal a Wretap digipeater to insert the conputed route string
following its callsign in the AX 25 frame header

A particularly difficult area for any routing algorithmis inits
detection and reponse to congestion. Sone hints on how the existing
W retap nechani sm can be inproved are indicated in this docunent.
Addi tional work, especially with respect to the hidden-station
problem is necessary. Perhaps the nost useful feature of all would
be a link-quality indication derived fromthe radi o, nodem or

franme-1 evel procedures (checksumfailures). Conceivably, this

i nformati on could be included in beacon nessages broadcast
occasionally by the digipeaters.

It is quite likely that the nost effective application of routing
algorithms in general will be at the |ocal -area digipeater sites.
One reason for this is that these stations may have of f-channe
trunking facilities that connect different areas and may exchange
W de-area routing information via these facilities. The routing
informati on collected by the |ocal-area Wretap stations could then
be exchanged directly with the w de-area sites.
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Appendi x A.  An Exanpl e

An exanple will illustrate how Wretap constructs primary and
alternate routes given candi date node and link tables. The candidate
tables resulted froma scenario nmonitoring normal traffic on the

145. 01- MHz AX. 25 packet-radi o channel in the Washi ngton, DC, area
during a typical 24-hour period. The node and link tables
illustrated bel ow give an idea of what the constructed data base

| ooks like, as well as provide the basis for the exanple.

Figure 1 illustrates a candi date node table showing the node ID
(NID), callsign and related information for each station. The Route
field contains the primary route (m ni mumdi stance path), as a string
of NIDs fromthe origination station (NID = 0) to the destination
station shown, with the exception of the endpoint NIDs. The absence
of a route string indicates the station is directly reachable w thout
the assistance of a digipeater. Note that the originating station is
always the first entry in the node table, in this case WBHCF, and is
initialized with defaults before the algorithmis started.

NI D Call sign Fl ags Li nks Last Rec Wit Rout e

0 VBHCF 005 26 15: 00: 19 255

1 VB4APR- 5 017 18 16: 10: 38 30

2 DPTRI D 000 3 00: 00: 00 210 1
3 VW BVD 005 3 23:24: 33 40

4 WBl W 015 5 16: 15: 30 35

5 VB4JFI - 5 017 34 16: 15: 30 35

6 VWBTMZ 015 2 01: 00: 49 150 1
7 VB4 APR- 6 017 14 14: 56: 06 35

8 VB4FQR- 4 017 4 06: 35: 15 40

9 VWDIARW 015 3 14: 56: 04 115 11
10 WA4TSC 015 3 15: 08: 53 115 11
11 WAATSC 1 017 9 15:49: 15 35

12 KJI3E 015 4 15:57: 26 155 1
13 VBZRVX 017 3 09:19: 46 135 7
14 AK3P 015 2 12:57: 53 185 7 15
15 AK3P-5 016 4 12: 57: 53 135 7
16 KC2TN 017 3 04: 01: 17 135 7
17 WA4ZAJ 015 2 21:41: 24 240 5
18 KB3DE 015 3 23:38:16 35

19 K4CG 015 3 13:29: 14 35

20 VB2 MNF 015 2 04:01: 17 180 7 16
21 K4ANGC 015 3 14:57: 44 90 8
22 K3SLV 005 2 03:40: 01 160 1
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26
27
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30
31
32
33
34
35
36
37
38
39

40
41
42
43
44
45
46
47

52
54
55
56
57
58
59
60
61
62
64

KA4USE-
K4AF
V\B4UNB
PK64
NJCG 2
KX3C
WBCSG

WD4SKQ
WA7DPK
N4JGQ
K3AEE
VB3ANQ
K2VPR
GAMZF
KA3ERW
WB3I LO
KB3FN- 5

KS3Q
WAL
NSEGE
N4IMQ
K3JYD- 5
KAATVB
KC3Y
WICTT

K3JYD
WASWTF
KA4USE
N3BRQ
KCAB
WAS ZAl
K4Uw
K3RH
NAKRR
K4XY
WAGYBT

1 017
005
015
005
015
015
015

015
015
015
005
015
015
015
015
015
016

015
015
015
015
016
015
015
005

015
015
005
005
015
005
005
015
015
015
015

ArbhwwNWO

NNWOINWN Ol ANONDNWONWWWWW

NNWNNNNNWNN

14:
12:
06:
02:
13:
02:
06:

16:
01:

22

03:
04:
12:
01:
03:
02:
06:

15:
03:
15:
08:
15:
16:
04:
12:

02:
02:
23:
02:
22:
12:
02:
01:
10:
04:
05:

Figure 1. Candidate
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57: 44 35
46: 38 40
45: 09 240
50: 54 40
24: 53 35
57: 29 35
10: 17 115
00: 33 35
28:11 35
:57:50 35
52: 43 40
01: 27 140
07: 51 240
38: 30 35
11: 17 155
10: 34 140
10: 17 110
54: 57 35
36: 18 135
58: 01 160
02: 58 185
58: 01 155
15: 23 115
14: 36 155
21: 33 245
16: 52 155
01: 20 240
56: 02 105
00: 36 40
10: 37 240
44: 03 40
36: 05 40
20: 47 135
56: 50 35
53: 16 240
13: 07 190
Node Tabl e

In the above table the Dist field shows the tota
primary route,

t he nunber of

the Links field shows the conplexity factor
Iinks incident at that node (plus one),

11

March 1986

di stance of the

which is

and the Last

Rec field shows the tine (UT) the station was |ast heard, directly or

indirectly. The Flags field shows,

MIls

anong ot her things,

whi ch stations
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have origi nated frames and whi ch have di gi peated them The bits in
this field, which is in octal format, are interpeted as follows (bit
O is the rightnost bit):

Bi t Functi on

0 originating station

1 di gi peater station

2 station heard (Last Rec col umm)
3 station synchroni zed connection

Anong the 58 stations shown in Figure 1 are el even digipeaters, all
but three of which also originate traffic. Al but twelve stations
have either originated or digipeated a synchroni zed connection and

only one "station" DPTRID, actually a beacon, has not been heard to
either originate or digipeat traffic.

Figure 2 illustrates a candi date node table of 98 |inks show ng the
fromN D to-NID Flags and Age information for each link as
collected. The bits in the Flags field, which is in octal format, are
interpeted as follows (bit 0 is the rightnost bit):

Bi t Functi on

0 sour ce

1 di gi peat ed

2 heard

3 synchroni zed

4 reci proca
From To Fl ags Age From To Fl ags Age
5 0 017 0 1 0 037 5
4 0 015 0 5 4 035 0
4 1 015 28 7 0 017 60
9 5 015 60 1 5 006 56
4 7 015 60 11 0 017 24
7 15 036 62 7 13 037 60
12 1 015 71 15 14 035 62
7 16 037 70 12 5 015 71
19 0 015 61 16 20 035 70
5 11 036 60 23 0 017 60
5 24 035 73 30 0 015 71
29 11 015 69 5 29 035 73
8 21 035 67 8 5 017 67
31 0 015 72 31 5 015 72
32 0 015 74 32 5 015 69
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40 5 015 17 40 0 015 19
34 7 015 70 35 5 015 62
1 40 035 74 38 7 015 71
5 36 035 72 45 5 015 0
36 0 015 72 5 30 035 14
37 1 015 70 44 5 016 14
12 44 015 17 46 1 015 69
34 1 015 72 44 1 016 70
5 23 036 60 9 11 015 79
10 11 015 60 1 6 035 72
27 5 015 61 11 1 006 83
45 11 015 76 52 1 015 71
5 2 000 14 8 0 005 76
57 5 015 75 17 5 015 75
3 0 005 74 3 5 005 74
26 5 005 71 26 0 005 74
18 5 015 74 18 0 015 74
55 5 005 73 24 0 005 62
61 0 015 63 55 23 005 73
54 5 015 71 61 5 015 63
59 0 005 71 56 0 005 71
5 7 006 71 7 60 035 72
28 0 015 71 62 5 015 69
1 7 036 70 28 5 015 71
7 41 035 70 28 1 015 71
58 0 005 62 1 22 005 70
33 7 005 70 33 0 005 70
64 15 015 69 25 5 015 67
39 10 035 68 11 39 036 68
43 13 015 65 29 39 015 68
40 7 015 62 47 5 005 62
19 23 015 61 27 0 015 61
42 1 005 23 23 21 035 60
1 2 000 5 42 44 015 14
Figure 2. Candi date Link Table
The following tables illustrate the operation of the routing

algorithmin several typical scenarios. Each line in the table
represents the step where an entry is extracted fromthe path |ist
and new entries are deternined. The "Step" colum indexes each step
while the "To" colum indicates the NID of the station at that step.
The "Ptr" columm is the index of the preceeding step along the path
to the destination, while the "Hop" and "Di st" columms represent the
total hop count and conputed distance al ong that path.
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Following is a fairly typical exanple where the destination station
is not directly reachable, but several nultiple-hop paths exist via
various digipeaters. The algorithmfinds four digipeaters: 1, 5, 11
and 39, all but the last of which are directly reachable fromthe
originating station, to generate two routes of two hops and two of
three hops, as shown below. Note that only the steps leading to
conpl ete paths are shown.

Destination: 29 Station: WBCSG

Step NI D Ptr Hop Di st Commrent s

0 29 0 0 0

1 5 0 1 30

2 11 0 1 35

3 39 0 1 35

4 0 1 2 235 Compl ete path: 0 5 29

35 0 2 2 115 Conpl ete path: 0 11 29
37 9 2 2 115

38 10 2 2 115

39 1 2 2 120

40 45 2 2 115

41 39 2 2 110

42 11 3 2 85

43 10 3 2 85

46 0 39 3 240 Conplete path: 0 1 11 29
63 0 42 3 165 Conplete path: 0 11 39 29

The al gorithmranks these routes first by distance and then by order
inthe list, so that the two-hop route at N = 35 would be chosen
first, followed by the three-hop route at N = 63, the two-hop route
at N=4 and, finally the three-hop route at N = 46. The reason why
the second choice is a three-hop route and the third a two-hop route
i s because of the extrene congestion at the digipeater station 5,

whi ch has 34 incident |inks.

Foll owi ng i s an exanpl e showi ng how t he path-pruni ng mechani sns
operate to limt the scope of exploration to those paths nost likely
to lead to useful routes. The algorithmfinds one two-hop route and
four three-hop routes. In this exanple the conplete list is shown,
including all the steps which are abandond for the reasons given
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Destination: 13 Station: WB2RVX

r

Hop Di st

March 1986

St ep NI D Pt
0 13 0
1 7 0
2 43 0
3 0 1
4 4 1
5 15 1
6 16 1
7 34 1
8 38 1
9 60 1
10 5 1
11 1 1
12 41 1
13 33 1
14 40 1
15 5 4
16 0 4
17 1 4
18 14 5
19 64 5
20 20 6
21 1 7
22 0 11
23 4 11
24 12 11
25 40 11
26 37 11
27 46 11
28 44 11
29 34 11
30 6 11
31 52 11
32 28 11
33 0 13
34 0 14
35 5 14
36 1 14

30

35

135
135
130
130
135
135
130

NNNNNNNRERRERO

140
130
130
140
135
210
215
215
180
185

WWWWWNNNNDN

175
205
250
255
255
250
255
255
255
255

WWWWWWwWwwww

250
255
255
215
215
215
210

WWwWwwWwwww

No path
Compl ete path: 0

No path
No path

Max di stance 310

No path

Max di stance 380
Conpl ete path: O
Max di stance 305
Max hops 4
Max hops 4

Max hops 4

Max di stance 295
Conmpl ete path: O
Max di stance 300
Max di stance 295
Max di st ance 295
Max di st ance 285
Max di stance 285
Max di stance 280
Max di stance 290

Max di stance 280
Max di stance 285
Max di stance 295
Conmpl ete path: O
Conmpl ete path: O
Max di stance 385
Max di st ance 300

7 13

4 7 13

17 13

33 7 13
40 7 13

The steps labelled "No path" are abandonded because no |inks could be

found satisfying the constraints:

the NID of the step,

MIls

(b)

| oop-free or (c) total path distan

(a) to-NID or from N D nat chi ng

ce |l ess
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than 256. The steps |labelled "Mux di stance" are abandonded because
the total distance, conputed as the sum of the Dist value plus the
wei ght ed node factors, would exceed 256 as shown. The steps | abelled
"Max hops" are abandonded because the total hop count woul d exceed
the m ni num hop count (plus one) as shown.

Al t hough this exanple shows the conputations for all alternate
routes, if only the primary route is required all steps with total
di stance greater than the m ni numdistance (135) can be abandonded.
In this particular case path exploration term nates after only 14
st eps.

The followi ng exanple shows a typical scenario involving a previously
unknown station; that is, one not already in the data base. Al though
not strictly part of the algorithmitself, the strategy in the
present systemis to generate specul ative paths consisting of an

i mputed direct |ink between the originating station and the
destination station, together with inmputed direct |inks between each
di gi peater in the data base and the destination station. The new
links created will time out according to the cache- managenent

nmechani smin about fifteen m nutes.

In the followi ng exanpl e the destination station is 74, which results
in the following additions to the link table:

fmNID To-NID Flags Node Type

0 74 000 Ori gi nat or
1 74 000 Di gi peater
5 74 000 Di gi peater
7 74 000 Di gi peat er
8 74 000 Di gi peater
11 74 000 Di gi peater
13 74 000 Di gi peater
15 74 000 Di gi peater
16 74 000 Di gi peater
23 74 000 Di gi peat er
39 74 000 Di gi peater
44 74 000 Di gi peater

There are el even digipeaters involved, not all of which nmay be used.
The resulting prinmary route and five alternate routes are shown
below. Note that only five of the eleven digipeaters are used. The
remai nder were either too far away or too heavily congested. Note
that only the list entries leading to conplete paths are shown.
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Desti nati on:

St ep

NI D

74 Station:

Mul tiple-Path Routing Al gorithm

Comment s
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POUORANOOOOOOOOOOOO

NNNNNRRRRPRREPRPRRRERRLRO

Conpl ete pat h:

Conpl et e pat h:
Conpl ete pat h:
Conpl ete pat h:
Conpl et e pat h:
Conpl et e pat h:

0 74

0174
07 74
08 74
0 11 74
0 23 74
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