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Status of This Meno

This meno describes a proposed protocol standard for the ARPA
Internet conmunity. The intention is that hosts in the ARPA-Internet
that choose to inplement |1 SO TSAP services on top of the TCP be
expected to adopt and inplenent this standard. Suggestions for

i mprovenent are encouraged. Distribution of this nmeno is unlinited.

1. Introduction and Phil osophy

The ARPA Internet community has a well-devel oped, nmature set of
transport and internetwork protocols (TCP/IP), which are quite
successful in offering network and transport services to end-users.
The CC TT and the | SO have defined vari ous session, presentation, and
application recomrendati ons which have been adopted by the

i nternational conmunity and numerous vendors. To the |argest extent
possible, it is desirable to offer these higher |evel services
directly in the ARPA Internet, w thout disrupting existing
facilities. This permits users to devel op expertise with I SO and

CCI TT applications which previously were not available in the ARPA

Internet. It also permts a nore graceful transition strategy from
TCP/ | P-based networks to | SO based networks in the nmedi um and
| ong-term

There are two basi c approaches which can be taken when "porting" an
SO or CCTT application to a TCP/IP environnent. One approach is to
port each individual application separately, developing |oca
protocols on top of the TCP. Although this is useful in the
short-term (since special -purpose interfaces to the TCP can be

devel oped quickly), it lacks generality.

A second approach is based on the observation that both the ARPA
Internet protocol suite and the |1SO protocol suite are both | ayered
systens (though the former uses layering froma nore pragmatic
perspective). A key aspect of the layering principle is that of

| ayer-i ndependence. Although this section is redundant for nost
readers, a slight bit of background material is necessary to

i ntroduce this concept.

Externally, a layer is defined by two definitions:
a service-offered definition, which describes the services

provided by the layer and the interfaces it provides to access
t hose services; and,
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a service-required definitions, which describes the services used
by the layer and the interfaces it uses to access those services.

Collectively, all of the entities in the network which co-operate to
provide the service are known as the service-provider. Individually,
each of these entities is known as a service-peer

Internally, a layer is defined by one definition

a protocol definition, which describes the rules which each
servi ce-peer uses when conmuni cating with other service-peers.

Putting all this together, the service-provider uses the protocol and
services fromthe layer belowto offer the its service to the |ayer
above. Protocol verification, for instance, deals with proving that
this in fact happens (and is also a fertile field for many Ph.D

di ssertations in conputer science).

The concept of |ayer-independence quite sinply is:
| F one preserves the services offered by the service-provider

THEN t he service-user is conpletely naive with respect to the
protocol which the service-peers use

For the purposes of this nmenmo, we will use the |ayer-independence to
define a Transport Service Access Point (TSAP) which appears to be
identical to the services and interfaces offered by the SO CCTT
TSAP (as defined in [I1SO8072]), but we will base the internals of
this TSAP on TCP/IP (as defined in [RFC 793, RFC791]), not on the

| SO CCI TT transport and network protocols. Hence, |SQO CCITT higher

| evel layers (all session, presentation, and application entities)
can operate fully w thout know edge of the fact that they are running
on a TCP/IP internetwork.

The aut hors hope that the preceding paragraph will not conme as a
shock to nost readers. However, an ALARM NG nunber of people seemto
think that layering is just a way of cutting up a |large probleminto
smal | er ones, *sinply* for the sake of cutting it up. Al though

| ayering tends to introduce nodularity into an architecture, and
nmodul arity tends to introduce sanity into inplenentations (both
conceptual and physical inplenmentations), nodularity, per se, is not
the end goal. Flexibility IS.

Cass & Rose [ Page 2]



RFC 983 April 1986
| SO Transport Services on Top of the TCP

Moti vati on

In migrating fromthe use of TCP/IP to the | SO protocols, there are
several strategies that one m ght undertake. This nenb was witten
with one particular strategy in nind.

The particular mgration strategy which this neno uses is based on
the notion of gatewaying between the TCP/IP and | SO protocol suites
at the transport layer. There are two strong argunents for this
appr oach:

a. Experience teaches us that it takes just as long to get good
i npl enent ations of the |ower level protocols as it takes to get
good inplementations of the higher level ones. |In particular, it
has been observed that there is still a lot of work being done at
the 1 SO network and transport layers. As a result,

i mpl erent ati ons of protocols above these |ayers are not being
aggressi vely pursued. Thus, sonething nust be done "now' to
provide a nediumin which the higher |evel protocols can be

devel oped. Since TCP/IP is mature, and essentially provides
identical functionality, it is an ideal nediumto support this
devel opnent.

b. Inplenmentation of gateways at the IP and ISOIP |ayers are
probably not of general use in the long term |In effect, this
woul d require each Internet host to support both TP4 and TCP. As
such, a better strategy is to inplenent a graceful migration path
fromTCP/IP to | SO protocols for the ARPA Internet when the | SO
protocol s have matured sufficiently.

Both of these argunents indicate that gatewaying should occur at or
above the transport |ayer service access point. Further, the first
argunent suggests that the best approach is to performthe gatewayi ng
exactly AT the transport service access point to nmaximze the nunber
of 1SO layers which can be devel oped.

NOTE: This nmenp does not intend to act as a migration or

i ntercept docunment. It is intended ONLY to neet the needs

di scussed above. However, it would not be unexpected that the
protocol described in this meno nmight formpart of an overal
transition plan. The description of such a plan however is
COWPLETELY beyond the scope of this meno.

Finally, in general, building gateways between other |layers in the
TCP/ 1P and | SO protocol suites is problematic, at best.

To sumari ze: the primary notivation for the standard described in
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this meno is to facilitate the process of gaining experience with

hi gher-1evel 1SO protocols (session, presentation, and application).
The stability and maturity of TCP/IP are ideal for providing solid
transport services independent of actual inplenentation.

3. The Model

The [1 SO 8072] standard describes the 1SO transport service
definition, henceforth called TP.

ASIDE: This neno references the | SO specifications rather than
the CCI TT reconmendati ons. The differences between these parall el
standards are quite small, and can be ignored, with respect to
this meno, without |oss of generality. To provide the reader with
the rel ati onshi ps:

Transport service [1SO 8072] [ X. 214]
Transport protocol [1SO 8073] [ X. 224]
Sessi on protocol [1SO 8327] [ X. 225]

The 1SO transport service definition describes the services offered
by the TS-provider (transport service) and the interfaces used to
access those services. This nmeno focuses on how t he ARPA

Transm ssion Control Protocol (TCP) [RFC 793] can be used to offer
the services and provide the interfaces.

S + S +
| TS- user | | TS- user |
S + S +

| |

| TSAP interface TSAP interface |

| [1SO8072] |

| |
e + 1SO Transport Services on the TCP e +
| client R e | server |
R + (this meno) R +

| |

| TCP interface TCP interface |

| [RFC 793] |

| |

For expository purposes, the foll owi ng abbreviations are used:

TS- peer a process which inplenments the protocol
described by this neno
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TS- user a process tal king using the services of a
TS- peer
TS- provi der t he bl ack-box entity inplenenting the protoco

described by this nmeno

For the purposes of this nmenmp, which describes version 1 of the TSAP
protocol, all aspects of [ISO 8072] are supported with one exception

Quality of Service paraneters

In the spirit of CCTT, this is left "for further study". Version 2
of the TSAP protocol will nost |likely support the QOS paraneters for
TP by mapping these onto various TCP paraneters.

Since TP supports the notion of a session port (terned a TSAP ID),
but the Iist of reserved 1 SO TSAP IDs is not clearly defined at this
time, this neno takes the philosophy of isolating the TCP port space
fromthe TSAP I D space and uses a single TCP port. This nmeno
reserves TCP port 102 for this purpose. This protocol manages its
own TSAP I D space i ndependent of the TCP. Appendix A of this nmeno
lists reserved TSAP IDs for version 1 of this TSAP protocol. It is
expected that future editions of the "Assigned Nunbers" docunent
[RFC-960] will contain updates to this list. (Interested readers are
encouraged to read [1SO-8073] and try to figure out exactly what a
TSAP IDis.)

Finally, the SO TSAP is fundanentally symetric in behavior. There
is no underlying client/server nodel. Instead of a server |istening
on a well-known port, when a connection is established, the
TS-provi der generates an | NDl CATI ON event which, presumably the
TS-user catches and acts upon. Although this m ght be inplenented by
havi ng a server "listen" by hanging on the | NDI CATION event, fromthe
perspective of the |SO TSAP, all TS-users just sit around in the |IDLE
state until they either generate a REQUEST or accept an | NDI CATI ON
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4. The Primtives

The protocol assunmes that the TCP [ RFC-793] offers the follow ng
service primtives

Event s
connect ed - open succeeded (either ACTIVE or PASSI VE)
connect fails - ACTI VE open failed
data ready - data can be read fromthe connection
errored - the connection has errored and is now cl osed
cl osed - an orderly disconnection has started
Acti ons
listen on port - PASSIVE open on the given port
open port - ACTI VE open to the given port
read data - data is read fromthe connection
send data - data is sent on the connection
cl ose - the connection is closed (pending data is sent)

The protocol offers the following service primtives, as defined in
[1SO 8072], to the TS-user:

Event s
T- CONNECT. | NDI CATI ON

- a TS-user (server) is notified that connection establishnment
is in progress

T- DI SCONNECT. | NDI CATI ON
- a TS-user is notified that the connection is closed
T- CONNECT. CONFI RVATI ON
- a TS-user (client) is notified that the connecti on has been

est abl i shed
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T- DATA. | NDI CATI ON

- a TS-user is notified that data can be read fromthe
connection

T- EXPEDI TED DATA. | NDI CATI ON

- a TS-user is notified that "expedited" data can be read from
t he connection

Actions
T- CONNECT. RESPONSE
- a TS-user (server) indicates that it will honor the request
T- DI SCONNECT. REQUEST
- a TS-user indicates that the connection is to be closed
T- CONNECT. REQUEST

- a TS-user (client) indicates that it wants to establish a
connection

T- DATA. REQUEST
- a TS-user sends data
T- EXPEDI TED DATA. REQUEST

- a TS-user sends "expedited" data
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5.

The Protoco

It is the goal of this neno to offer a TP interface on top of the
TCP. Fortunately, the TCP does just about everything that
TS-provider offers to the TS-user, so the hard parts of the transport
| ayer (e.g., three-way handshakes, choice of |ISS, w ndow ng,
multiplexing, ad infinitun) are all taken care of by the TCP

Despite the symmetry of TP, it is useful to consider the protoco
with the perspective of a client/server nodel.

The informati on exchanged between TSAP-peers is in the form of
packets termed "TPKT"s. The format of these packets is described in
the next section. For the purposes of the description below, a TPKT
has a code which is one of:

CR - request connection
CC - confirm connection
DR - request di sconnection
DT - data

ED - expedited data

A TSAP server begins by LISTEN ng on TCP port 102. Wen a TSAP
client successfully connects to this port, the protocol begins.

A client decides to connect to the port when a TS-user issues a

T- CONNECT. REQUEST action. This action specifies the TSAP ID of the
renote TS-user, whether expedited data is to be supported, and
(optionally) sone initial TS-user data. The client consults the TSAP
ID given to ascertain the | P address of the server. |f the expedited
data option was requested, the client opens a passive TCP port, in
non- bl ocki ng node, noting the port nunber. This TCP port is terned

the "expedited port". The client then tries to open a TCP connection
to the server on port 102. |If not successful, the client fires

T- DI SCONNECT. | NDI CATI ON for the TS-user specifying the reason for
failure (and, closes the expedited port, if any). |If successful, the

client sends a TPKT with code CR cont ai ni ng:

- the TSAP ID of the TS-user on the client’s host (the "caller")

- the TSAP ID of the TS-user that the client wants to talk to
(the "called")

- if the expedited data option was requested, the TSAP I D of the
expedited port for the client’s host

- any TS-user data fromthe T- CONNECT. REQUEST

The client now awaits a response.
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The server, upon receipt of the TPKT, validates the contents of the
TPKT (checking the version nunber, verifying that the code is CR and
so forth). |If the packet is invalid, the server sends a TPKT with
code DR specifying "PROTOCOL ERROR', closes the TCP connection, and
goes back to the LI STEN state.

If the packet is valid, the server exanines the TSAP ID that the
renote TS-user wants to communicate with. |[If the TS-user specified
can be located and started (e.g., the appropriate program which

i npl enents the indicated protocol is present), then the server starts
this TS-user by firing T- CONNECT. | NDI CATION. Oherw se, the server
sends a TPKT with code DR specifying "SESSI ON ENTI TY NOT ATTACHED TO
TSAP" or "REMOTE TRANSPORT ENTI TY CONGESTED AT CONNECT REQUEST TI ME"
as appropriate, closes the TCP connection, and goes back to the

LI STEN st at e.

The server now waits for a T- CONNECT. RESPONSE or T- DI SCONNECT. REQUEST
fromthe TS-user it started. if the latter is given, the server
sends a TPKT with code DR containing the reason for the di sconnect as
supplied by the TS-user.

The server then closes the TCP connection and goes back to the LI STEN
state.

Instead, if T-CONNECT. RESPONSE is given, the server sees if an
expedited port was specified in the connection request. |If so, the
server opens a second TCP connection and connects to the specified
port. |If the connection fails, the server sends a TPKT with code DR
speci fyi ng " CONNECTI ON NEGOTI ATI ON FAI LED', cl oses the TCP
connection, and goes back to the LISTEN state. If the connection
succeeded, the server notes the local port number used to connect to
t he expedited port.

If an expedited port was not specified in the TPKT with code CR, and
the server’s TS-user indicates that it wants to use expedited data,
then the server sends a TPKT with code DR specifying "CONNECTI ON
NEGOTI ATI ON FAI LED', fires T-DI SCONNECT. | NDICATION with this error to
the TS-user, closes the TCP connection, and goes back to the LI STEN
st at e.

The server now sends a TPKT with code CC contai ni ng:
- the TSAP ID of the TS-user responding to the connection

(usually the "called")
- if an expedited port was specified in the TPKT with code CR
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the TSAP ID of the port number on the server’s host that was
used to connect to the expedited port
- any TS-user data fromthe T- CONNECT. RESPONSE

After sending the TPKT, the server enters the SYMVETRI C PEER state.

The client, upon receipt of the TPKT, validates the contents of the
TPKT (checking the version nunber, verifying that the code is CC or
DR, and so forth). |If the packet is invalid, the client sends a TPKT
with code DR specifying "PROTOCOL ERROR', fires

T- DI SCONNECT. | NDI CATION with this error to the TS-user, and cl oses
the TCP connection (and the expedited port, if any).

If the packet’s code is DR, the client fires T-D SCONNECT. | NDI CATI ON
with the reason given in the TPKT to the TS-user, and closes the TCP
connection (and the expedited port, if any).

If the packet’'s code is CC, the client checks if an expedited port
was specified and that a connection is waiting on the expedited port.
If not, a protocol error has occurred, a TPKT with code DR is
returned, T-DI SCONNECT. I NDI CATION is fired, and so on. Qherw se,
the client checks the renpte address that connected to the expedited
port. If it differs fromthe port listed in the TPKT with code CC, a
protocol error has occurred. COherwise, all is well, two TCP
connecti ons have been established, one for all TPKTs except expedited
data, and the second for the exclusive use of expedited data.

The client now fires T- CONNECT. CONFI RVATI ON, and enters the SYMVETRI C
PEER st at e.

Once both sides have reached the SYMVETRI C PEER state, the protoco
is conpletely symmetric, the notion of client/server is lost. Both
TS-peers act in the follow ng fashion

If the TCP indicates that data can be read, the TS-peer, upon receipt
of the TPKT, validates the contents. |If the packet is invalid, the
TS- peer sends a TPKT with code DR specifying "PROTOCCOL ERROR', fires
T- DI SCONNECT. | NDI CATION with this error to the TS-user, and cl oses
the TCP connection (and expedited data connection, if any). |If the
TS-peer was the server, it goes back to the LI STEN state.

NOTE: |If the expedited data option was requested, then there are
two TCP connections that can supply data for reading. The

di al ogue bel ow assunes that only ED TPKTs are read fromthe

expedi ted data connection. For sinplicity’'s sake, when reading
fromTCP the relation between connections and TPKTs is uni nportant
and this meno URGES all inplenmentations to be very lenient in this

Cass & Rose [ Page 10]



RFC 983 April 1986
| SO Transport Services on Top of the TCP

regard. When witing to TCP, inplenentations should use the
expedi ted data connection only to send TPKTs with code ED.

Section 7 of this nmeno discusses the handling of expedited data in
greater detail.

If the packet’s code is DR the TS-peer fires T-DI SCONNECT. | NDI CATI ON
with the reason given in the TPKT to the TS-user, and closes the TCP
connection (and expedited data connection, if any). |[If the TS-peer
was the server, it goes back to the LISTEN state.

If the packet’s code is ED or DT, the TS-peer fires T-DATA. | NDI CATI ON
or T- EXPEDI TED DATA. | NDI CATI ON as appropriate with the encl osed user
data for the TS-user. It then goes back to the SYMVETRI C PEER st ate.

If the packet is invalid, the TS-peer sends a TPKT with code DR
speci fying "PROTOCOL ERROR', fires T-DI SCONNECT. | NDI CATION with this
error to the TS-user, and closes the TCP connection (and expedited
data connection, if any). |If the TS-peer was the server, it goes
back to the LI STEN state.

If the TCP indicates that an error has occurred and the connection
has closed, then the TS-peer fires T-DI SCONNECT. | NDI CATION to the
TS-user specifying the reason for the failure. |If the expedited data
connection, if any, is still open, it is closed. |If the TS-peer was
the server, it goes back to the LI STEN state.

If the TS-user issues a T- DATA REQUEST or T- EXPEDI TED DATA. REQUEST
action, the TS-peer sends a TPKT with code DT or ED containing the
TS-user data. It then goes back to the SYMVETRI C PEER st ate.

If the TS-user issues a T- D SCONNECT. REQUEST action, the TS-peer
sends a TPKT with code DR containing the reason for the di sconnect as
supplied by the TS-user. The TS-peer then closes the TCP connecti on,
(and expedited data connection, if any). |If the TS-peer was the
server, it goes back to the LISTEN state.

In terms of (augnented) state tables, the protocol can be expl ai ned
as follows. The server starts in state SO, the client starts in
state C. "TCP:" refers to an event or action fromthe TCP service,
"SS:" refers to an event or action fromthe TS-user (e.g., the ISO
session service [|I SO 8327]).
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SERVER STATES

state event action goto
SO TCP: listen on port 102 S1
S1 TCP: connect ed TCP: read TPKT
parse, on error
TCP: send DR, close SO
code is CR
start session server
SS:  T- CONNECT S2
. | NDI CATI ON
ot herw se,
TCP: send DR, close SO
S2 SS: T- CONNECT. RESPONSE i f expedited option
TCP: open port EXPD
TCP: send CC PO
S2 SS: T- DI SCONNECT TCP: send DR, close SO
. REQUEST

Any event occuring for a state not |isted above is considered an
error, and handl ed thusly:

state event action goto
S* TCP: ot her if TCP is open, TCP:. close SO
ot herwi se ignore SO
S* SS: ot her SS:  T- DI SCONNECT
. | NDI CATI ON
if TCP is open, close SO
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CLI ENT STATES

state event action goto
Co SS: T- CONNECT. REQUEST if expedited option
TCP: non- bl ocki ng
listen on port EXPD

TCP: open port 102 C1
Cc1 TCP: connect ed TCP: send CR c2
C1 TCP: connect fails TCP: cl ose
SS: T- DI SCONNECT 0
. | NDI CATI ON
(07 TCP: data ready TCP: read TPKT

parse, on error
TCP: send DR, close
SS: T- DI SCONNECT 0
. | NDI CATI ON
code is CC
if expedited option,
verify port EXPD
connected correctly,
if not, treat as error
SS: T- CONNECT PO
. CONFI R\VATI ON
code is DR
TCP: cl ose
SS: T- DI SCONNECT 0
. | NDI CATI ON
ot herw se
TCP: send DR, close
SS:  T- DI SCONNECT (00}
. | NDI CATI ON
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Any event occuring for a state not |isted above is considered an
error, and handl ed thusly:

state event action goto
Cr TCP: ot her if TCP is open, close 0
ot herw se ignore 0
C SS: ot her SS: T- DI SCONNECT
. | NDI CATI ON
if TCP is open, close Q0
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PO

PO

PO

PO

PO

Cass & Rose

PEER

TCP: data ready

TCP: ot her

SS:

SS:

SS:

SS:

T- DATA. REQUEST

T- EXPEDI TED DATA
. REQUEST

T- DI SCONNECT
. REQUEST

ot her

STATES

action
TCP: read TPKT
parse, on error
TCP: send DR, cl ose
SS: T- DI SCONNECT
. | NDI CATI ON
code is DT
SS: T- DATA. | NDI CATI ON
code is ED
SS: T- EXPEDI TED DATA
. | NDI CATI ON
code is DR
TCP: cl ose
SS: T- DI SCONNECT
. | NDI CATI ON
ot herw se
TCP: send DR, close
SS: T- DI SCONNECT
. | NDI CATI ON

TCP: cl ose
SS:  T- DI SCONNECT

. | NDI CATI ON
TCP: send DT

TCP: send ED

TCP: send DR, close

TCP: send DR, cl ose
SS:  T- DI SCONNECT
. | NDI CATI ON

1986

goto

end

PO

PO

end

end

end

PO

PO

end

end

[ Page 15]



RFC 983 April 1986
| SO Transport Services on Top of the TCP

6. Packet For mat

Two TS-peers exchange infornmation over a TCP connection by

encapsul ating information in well-defined packets. A packet, denoted
as "TPKT" in the previous sections, is viewed as an object conposed
of an integral number of octets, of variable |ength.

NOTE: For the purposes of presentation, these objects are shown
as being 4 octets (32 bits wide). This representation is an
artifact of the style of this neno and should not be interpreted
as requiring that a TPDU be a nultiple of 4 octets in |Iength.

A packet consists of two parts: a packet-header and a pseudo- TPDU
The format of the header is constant regardl ess of the type of
packet. The format of the pseudo-TPDU follows the [I SO 8073]
recomendation very closely with the exceptions listed below. As per
[1SO-8073], each TPDU consists of two parts: header and data.

It is EXTREMELY inportant to observe that TPKTs represent
"indivisible" units of data to the TS-user. That is, a

T- DATA. REQUEST initiated by the TS-user at the sending end of a
connection should result in exactly one T-DATA. | NDI CATI ON bei ng
generated (with exactly that data) for the TS-user at the receiving
end. To ensure this behavior, it is critical that any | ND CATI ON
event resulting froma TPKT be initiated ONLY after the entire TPKT
is fully received. Furthernore, exactly one such | ND CATI ON event
shoul d be generated by the TS-peer. The packet length field, as
descri bed bel ow, can accomvpdate on the order of 65K octets of user
data. This should be well above the requirenments of the size of any
SPDU (Session Protocol Data Unit) for any real inplenmentation. As a
result, version 1 of this protocol has no need to either fragnment or
re-assenble TS-user data. |If an application arises which requires an
SPDU of size greater than 65K octets, this neno will be revised

The format of the packet-header is as follows:
0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| vrsn | reserved | packet | ength
B Lt r s i i i o o T s ks S R S
wher e:
1. wvrsn 8 bits

This field is always 1 for this meno.
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2. packet length 16 bits (m n=8, max=65535)
The length of entire packet in octets, including packet-header

The format of the TPDU (to re-phrase from[1SO 8073]) depends on the
type of a TPDU. Al TPDUs start with a fixed-part header |ength and
the code. The information follow ng after the code varies, depending
on the value of the code. 1In the context of this meno, the foll ow ng
codes are valid:

CR connect request
CC. connect confirm
DR di sconnect request
DT: data

ED: expedited data

The format of a CR or CC TPDU i s:

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

| header length | code | credit] destination reference

B Lt r s i i i o o T s ks S R S
| source reference | class |options| variable data
B s T s s e T o e S T ks et s oot ST S S S o S S 3
|
|
|
|
+-

I
|
I
|
+

| user dma | |
B S AL SN RS L WSS
wher e
3. header length 8 bits (mn=6, max=m n(254, packet
| engt h-6))

The TPDU-header length in octets including paraneters but
excluding the header length field and user data (if any).
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4.

10.

code 4 bits

The type of TPDU. Values, in the context of this neno, are:

val ue neani ng
14 CR connection request (binary 1110)
13 CC. connection confirm (binary 1101)
8 DR di sconnect request (binary 1000)
15 DT: data (binary 1111)
1 ED: expedited data (bi nary 0001)

all other reserved
credit 4 bits
This field is always ZERO on output and ignored on input.
destination reference 16 bits
This field is always ZERO on output and ignored on input.
source reference 16 bits
This field is always ZERO on output and ignored on input.
cl ass 4 bits
This field is always 4 (binary 0100) on output and ignored on
input. It is anticipated that future versions of this protoco
wi Il make use of this field.
options 4 bits
This field is always ZERO on output and ignored on input.
vari abl e data (header length - 6) octets
This portion of the TPDU is of variable Iength. For nost

TPDUs, this portion is enpty (the header length field of the
TPDU is exactly 6). The contents of the variable data consi st

of zero or nore "paraneters". Each paraneter has the foll ow ng
format:
par anet er code 1 octet in size
paraneter |ength 1 octet in size, value is the nunber
of octets in paraneter val ue
par aneter val ue paranet er data
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Normal |y, the paraneter length is 1 octet. Any inplenentation
conformng to this version of the protocol nust recognize al
paraneter types listed in [I1SO8073]. Wth the exception of
the paraneters listed below, these paraneters are sinply

i gnor ed.
o] Par amet er nane: Transport service access point
identifier (TSAP-1D) of the client
TSAP
Par anet er code: 193 (binary 1100 0001)
Par aneter | ength: vari abl e
Par anet er val ue: TSAP-1D attributes

Each TSAP-1D consists of 1 or nobre attributes. Each
attribute has this format:

Attribute code 1 octet in size

Attribute length 1 octet in size, value is the nunber
of octets in attribute val ue

Attribute val ue attri bute data

In version 1 of this protocol, only two attributes are
defined. Al others are reserved.

Attribute nane: I nternet Address

Attribute code: 1

Attribute |ength: 6

Attribute val ue: | P address (4 octets)
session port (2 octets, unsigned
i nt eger)

This attribute is ALMAYS required. Values for session
port can be found in Appendix A of this neno.

Attribute nane: Internet Address for Expedited Data
Attribute code: 2

Attribute |ength: 6

Attribute val ue: | P address (4 octets)

TCP port (2 octets, unsigned integer)

This attribute is required ONLY if expedited data is
to be exchanged. The attribute value is an <IP
address, TCP port> pair designated by the TS-peer for
use with expedited data.
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o] Par anet er nane: TSAP-1 D of the server TSAP
Par anet er code: 194 (binary 1100 0010)
Par anet er | engt h: vari abl e
Par anet er val ue: TSAP-1D attributes

0 Par anet er nane: Addi tional option selection
Par anet er code: 198 (binary 1100 0110)
Par anet er | engt h: 1
Par anet er val ue: addi tional flags

The additional flags octet consists of 8-bits of optiona
flags. Only one bit is of interest to this nmeno, the
remai ning bits should be ZERO on out put and ignored on
input. This bit indicates if the transport expedited data

service is to be used. |If this bit is set (bit nask 0000
0001) or this paranmeter does not appear in the TPDU, then
the expedited data service is requested. |If this paraneter

appears in the TPDU and the bit is not set then the service
is disabled. |If the service is requested, then the TSAP-1D
of the sender of the TPDU nust include an attribute
indicating the internet address to use for expedited data.

0 Par anet er nane: Al ternative protocol classes
Par anet er code: 199 (binary 1100 0111)
Par anet er |ength: vari abl e
Par anet er val ue: 64 (binary 0100 0000) in each octet
This is used as a NOOP in the variable data. Its use is

H GHLY di scouraged, but for those inplenentors who w sh
to align the user data portion of the TPDU on word (or
page) boundaries, use of this parameter for filling is
r econmended.

11. user data (packet length - header length - 5)
octets

This portion of the TPDU is actual user data, nost probably one
or nore SPDUs (session protocol data units).
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The format of a DR TPDU i s:

0 1 2 3
01 234567890123456789012345678901
e o T i i o o O S e S ol o S S S s it SR R SR S
| header length | code | credit] destination reference
R R e o i i i i i S i S S S e T T s i T S S S S e 5
| source reference | reason | variable data
B i i i e S i i S S S S S e st S SR S
| | | | |
| | | | |
| | user data | C | |
| c. | | c. | c. |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S

The format of the fields is identical to those of a CR or CC TPDU
with the foll owi ng exceptions

wher e:

8. reason

8 bits

This replaces the class/option fields of the CR or CC TPDU. Any
val ue, as specified in [I1SO8073], nay be used in this field.
This meno nakes use of several

128+1
128+3

12845
128+8

Cass & Rose

meani ng

Congestion at TSAP

Session entity not attached to TSAP

Addr ess unknown (at TCP connect tine)

Nor mal disconnect initiated by the session
entity

Renote transport entity congestion at connect
request tine

Connection negotiation failed

Prot ocol Error

Connection request refused on this network
connecti on
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The format of a DT or ED TPDU i s:

0 1 2 3

01234567890123456789012345678901
B i I o i o e S e i T S R S S R S
header length | code | credit| TPDU- NR and EOT |
B T T o S T o il s S S S S S i S il i
user data | C. | C. | C. |

| C | C | C |

| C | C | |

+

+-
|
+-
|
|
| C.
T T S S S s e S S S

wher e:

After the credit field (which is always ZERO on output and ignored
on input), there is one additional field prior to the user data:

6. TPDU-NR and EOT 16 bits
This field is always ZERO on output and ignored on input.

7. Expedited Data

This meno utilizes a second TCP connection to handl e expedited data
and does not meke use of the TCP URGENT nechanism The prinmary

di sadvantage of this decision is that single-threaded inplenentations
of TCP may have sone difficulty in supporting two sinultaneous
connections. There are however several advantages to this approach

a. Use of a single connection to inplenment the senantics of
expedited data inplies that the TSAP peer nmanage a set of buffers
i ndependent from TCP. The peer woul d, upon indication of TCP
urgent information, have to buffer all preceeding TPKTs until the
TCP buffer was enpty. Expedited data would then be given to the
TS-user. Wien the expedited data was flushed, then the buffered
(non-expedited) data could be passed up to the receiving user

b. It assunes that inplenentations support TCP urgency correctly.
This is perhaps an untrue assunption, particular in the case of
TCP urgency occuring when the send window i s zero-sized. Further
it assunes that the inplenmentations can signal this event to the
TCP-user in a neaningful fashion. |In a single-threaded

i npl ementation, this is not likely.

G ven a reasonable TCP inplenentation, the TS-peer need |listen on two
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TCP sockets in either polling or interrupt node. Wen the TS-peer is
gi ven data, the TCP nust indicate which connection should be read
from

The only tricky part of the protocol is that the client nmust be able
to start a passive OPEN for the expedited port, and then wait to read
from anot her connection. |In between the passive OPEN and the other
connection supplying data, the server will connect to the expedited
port, prior to sending data on the other connection. To sumari ze
from Section 5, the sequence of events, with respect to TCP, is:

time client Server
0. passi ve OPEN of port 102
1. T- CONNECT. REQUEST from user

passi ve OPEN of expedited
port (non-bl ocking)

2. active OPEN of port 102

3. send CC TPKT

4, port 102 connected

5. recei ve CC TPKT
T- CONNECT. | NDI CATION to
user
T- CONNECT. RESPONSE f rom
user

6. active OPEN to expedited
port

7. expedi ted port connected

8. send CR TPKT

9. recei ve CR TPKT

verify expedited port
connected correctly

Mul ti-threaded inplenmentations of TCP should be able to support this
sequence of events without any great difficulty.
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8.

Concl usi ons

There are two desi gn deci sions which should be considered. The first
deals with particul ar packet format used. It should be obvious to
the reader that the TP packet format was adopted for use in this
meno. Although this results in a few fields being ignored (e.g.
source reference), it does not introduce an unacceptabl e anount of
overhead. For exanple, on a connection request packet (the worst
case) there are 6 bytes of "zero on output, ignore on input" fields.
Consi dering that the packet overhead processing is fixed, requiring
that inplenentations allocate an additional 1.5 words is not
unreasonabl e! O course, it should be noted that some of these
fields (i.e., class) may be used in future versions of the protoco
as experience is gained.

The second decision deals with how the TCP and TSAP port space is
adm nistered. It is probably a very bad idea to take any
responsibility, whatsoever, for managing this addressi ng space, even
after 1SO has stabilized. There are two issues involved. First, at
what | evel do the TCP and TSAP port spaces interact; second, who
defines what this interaction |ooks like. Wth respect to the first,
it wholly undesirable to require that each TSAP port map to a uni que
TCP port. The administrative problens for the TCP "nunbers czar (and

czarina)" would be non-trivial. Therefore, it is desirable to
all ocate a single TCP port, nanely port 102, as the port where the
"1 SO Transport Services" live in the TCP domain. Second, the

interaction defined in Appendix A of this nmeno is enbryonic at best.
It will no doubt be replaced as soon as the | SO world reaches
convergence on how services are addressed in | SO TP. Therefore
readers (and inplenentors) are asked to keep in mind that this aspect
of the meno is guaranteed to change. Unfortunately, the authors are
not permtted the luxury of waiting for a consensus in I1SO As a
result, the mininmal effort approach outlined in the appendi x bel ow
was adopt ed.

A prototype inplenentation of the protocol described by this neno is
available for 4.2BSD UNI X. Interested parties should contact the
authors for a copy. To briefly nention its inplenmentation, a given

| SO service is inplenmented as a separate program A daenon |istens
on TCP port 102, consults a database when a connection request packet
is received, and fires the appropriate programfor the |ISO service
requested. O course, given the nature of the BSD i npl ementation of
TCP, as the child fires, responsibility of that particul ar connection
is delegated to the child; the daenon returns to |listening for new
connection requests. The prototype inplenmentation consists of both

t he daenon program and subroutine libraries which are | oaded with
progranms providing | SO services.
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Appendi x A:  Reserved TSAP | Ds

Version 1 of this protocol uses a relatively sinple encodi ng schene
for TSAP IDs. A TSAP IDis an attribute list containing two
paraneters, a 32-bit |IP address, and a 16-bit port nunber. This is
used to identify both the client TSAP and the server TSAP. Wen it
appears in a TPKT with code CRor CC, the TSAP ID is encoded in the
vari abl e data part for the client TSAP as:

0 1 2 3

01234567890123456789012345678901
T T S S T S T T Sl S S S S e e S SEp Sup
| 193 | 8 | 1 | 6 |
T T S S i < S St S S S S
| a | b | c | d |
T T T S L T s
| port | |
T T S T S T T S S i e T S SIS SEp SUp

and for the server TSAP as:

0 1 2 3

01234567890123456789012345678901
T T S S T S T T Sl S S S S e e S SEp Sup
| 194 | 8 | 1 | 6 |
T T S S i < S St S S S S
| a | b | c | d |
T T T S L T s
| port | |
T T S T S T T S S i e T S SIS SEp SUp

(Nei ther of these exanmples include an attribute for a TCP connection
for expedited data. If one were present, the length of the TSAP ID
attribute would be 16 instead of 8, and the 8 bytes follow ng the
I nternet address would be "2" for the attribute code, "6" for the
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attribute length, and then 6 octets for the Internet address to use
for expedited data, 4 octets for |IP address, and 2 octets for TCP
port.)

Wiere [a.b.c.d] is the | P address of the host where the respective
TSAP peer resides, and port is a 16-bit unsigned integer describing
where in the TSAP port space the TS-user lives.

Port val ue Desi gnati on
0 illega
1- 4096 privil eged
4097- 65535 user

The following table contains the list of the "official" TSAP ID port
nunbers as of the first release of this meno. It is expected that
future editions of the "Assigned Nunbers" docunent[ RFC-960] will
contain updates to this list.

Por t nane | SO service
1 echo unof ficial echo
2 si nk unofficial data sink
3 FTAM File Transfer, Access, and Managenent
4 VTS | SO- 8571 Virtual Term nal Service
5 VHS Message Handling System [ X. 411]
CCTT X 400
6 JTM Job Transfer and Mani pul ati on
| SO 8831/ 8832
7 CASE Common Application Service El enents

Ker nel | SO 8650/ 2

I f anyone knows of a list of "official" |1SO services, the authors
woul d be very interested.
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