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Status of the Meno

This meno provides information for the Internet comunity. It
does not specify an Internet standard. Distribution of this
meno is unlimted.

1 Sunmmary

The Internet is approaching a situation in which the current IP
address space is no | onger adequate for gl obal addressing

and routing. This is causing problens including: (i) Internet
backbones and regionals are suffering fromthe need to maintain
| arge anobunts of routing information which is growing rapidly in
size (approxinmately doubling each year); (ii) The Internet is
runni ng out of IP network nunbers to assign. There is an urgent
need to devel op and depl oy an approach to addressing and routing
whi ch solves these problens and allows scaling to several orders
of magnitude larger than the existing Internet. However, it is
necessary for any change to be deployed in an increnental nanner
all owi ng graceful transition fromthe current Internet wthout

di sruption of service. [1]

Thi s paper describes a sinple proposal which provides a | ong-term
solution to Internet addressing, routing, and scaling. This

i nvol ves a gradual nmigration fromthe current Internet Suite
(which is based on Internet applications, running over TCP or

UDP, running over IP) to an updated suite (based on the same

I nternet applications, running over TCP or UDP, running over CLNP
[2]). This approach is known as "TUBA" (TCP & UDP with Bigger

Addr esses) .

Thi s paper describes a proposal for how transition nmay be
acconpl i shed. Description of the nmanner in which use of CLNP
NSAP addresses, and rel ated network/Internet |ayer protocols
(ES-1S, 1S-1S, and IDRP) allow scaling to a very |arge ubiquitous
worl dwi de Internet is outside of the scope of this paper

Oiginally, it was thought that any practical proposal needed to
address the i medi ate short-term problem of routing information
explosion (in addition to the long-term problemof scaling to a
worl dwi de Internet). Gven the current problenms caused by
excessive routing information in |IP backbones, this could require
ol der | P-based systens to talk to other ol der |P-based systens
over intervening |Internet backbones which did not support I|P.
This in turn would require either translation of |IP packets into
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CLNP packets and vice versa, or encapsul ation of |P packets

i nsi de CLNP packets. However, other shorter-termtechniques (for
exanple [3]) have been proposed which will allow the Internet to
operate successfully for several years using the current IP
address space. This in turn allows nore tine for | P-to-CLNP
mgration, which in turn allows for a nuch sinpler mgration

t echni que.

The TUBA proposal therefore nmakes use of a sinple |long-term

m gration proposal based on a gradual update of Internet Hosts
(to run Internet applications over CLNP) and DNS servers (to
return | arger addresses). This proposal requires routers to be
updated to support forwarding of CLNP (in addition to IP)

However, this proposal does not require encapsul ation nor

transl ati on of packets nor address mapping. |P addresses and NSAP
addresses may be assigned and used i ndependently during the

m gration period. Routing and forwarding of I P and CLNP packets
may be done i ndependently.

Thi s paper provides a draft overview of TUBA. The detail ed
operation of TUBA has been |left for further study.

2 Long- Term Goal of TUBA

Thi s proposal seeks to take advantage of the success of the
Internet Suite, the greatest part of which is probably the use of
IPitself. 1P offers a ubiquitous network service, based on

dat agram (connecti onl ess) operation, and on globally significant
| P addresses which are structured to aid routing. Unfortunately,
the linmted 32-bit |IP address is gradually becom ng i nadequate
for routing and addressing in a global Internet. Scaling to the
anticipated future size of the worldw de Internet requires nuch

| arger addresses allowing a nulti-Ilevel hierarchical address

assi gnnent .

If we had the luxury of starting over fromscratch, nost likely
we woul d base the Internet on a new datagraminternet protoco
with nuch larger multi-level addresses. In principle, there are
many choi ces avail able for a new datagram i nternet protocol. For
exanple, the current | P could be augnented by addition of |arger
addresses, or a new protocol could be devel oped. However, the
devel opnent, standardization, inplenmentation, testing, debugging
and depl oynment of a new protocol (as well as associated routing
and host-to-router protocols) wuld take a very | arge anount of
time and energy, and is not guaranteed to |lead to success. In
addition, there is already such a protocol available. In
particul ar, the ConnectionlLess Network Protocol (CLNP [1]) is
very simlar to IP, and offers the required datagram service and
address flexibility. CLNP is currently being deployed in the

I nternet backbones and regionals, and is available in vendor
products. This proposal does not actually require use of CLNP
(the main content of this proposal is a graceful migration path
fromthe current 1P to a new |IP offering a | arger address space),
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but use of CLNP will be assuned.

This proposal seeks to mininize the risk associated with
mgration to a new | P address space. In addition, this proposa

is notivated by the requirenent to allow the Internet to scale,
which inplies use of Internet applications in a very large
ubi qui tous worldwide Internet. It is therefore proposed that
existing Internet transport and application protocols continue to
oper at e unchanged, except for the replacenent of 32-bit IP
addresses with | arger addresses. The use of |arger addresses will
have sone effect on applications, particularly on the Domai n Name
Service. TUBA does not nean having to nove over to CSl

completely. It would nean only replacing IP with CLNP. TCP, UDP
and the traditional TCP/IP applications would run on top of CLNP.

The I ong term goal of the TUBA proposal involves transition to a
wor | dwi de I nternet which operates nmuch as the current I|nternet,
but with CLNP replacing I P and with NSAP addresses replacing IP
addresses. Operation of this updated protocol suite will be very
simlar to the current operation. For exanple, in order to
initiate comunication with another host, a host will obtain a
internet address in the same manner that it normally does, except
that the address would be larger. In nany or nost cases, this
implies that the host would contact the DNS server, obtain a
mappi ng fromthe known DNS name to an internet address, and send
application packets encapsulated in TCP or UDP, which are in turn
encapsul ated in CLNP. This long termgoal requires a
specification for how TCP and UDP are run over CLNP. Simlarly,
DNS servers need to be updated to deal with NSAP addresses, and
routers need to be updated to forward CLNP packets. This proposa
does not involve any wi der-spread nmigration to OSl protocols

TUBA does not actually depend upon DNS for its operation. Any
met hod that is used for obtaining Internet addresses may be
updated to be able to return |l arger (NSAP) addresses, and then
can be used with TUBA.

3 Mgration

Figure 1 illustrates the basic operation of TUBA. Illustrated is
a single Internet Routing Domain, which is also interconnected
with I nternet backbones and/or regionals. Illustrated are two

"updated" Internet Hosts N1 and N2, as well as two ol der hosts Hl
and H2, plus a DNS server and two border routers. It is assuned
that the routers internal to the routing domain are capabl e of
forwarding both P and CLNP traffic (this could be done either by
using multi-protocol routers which can forward both protoco
suites, or by using a different set of routers for each suite).
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Figure 1 - Overview of TUBA

Updated Internet hosts talk to old Internet hosts using the
current Internet suite unchanged. Updated Internet hosts talk to
ot her updated Internet hosts using (TCP or UDP over) CLNP. This
i nplies that updated Internet hosts nust be able to send either
ol d-styl e packets (using IP), or new style packet (using CLNP)
Wiich to send is deternined via the normal nane-to-address

| ookup.

Thus, suppose that host N1 wants to communicate with host Hl. In
this case, Nl asks its local DNS server for the address
associated with HL. In this case, since HL is a ol der

(not -updated) host, the address available for HL is an IP
address, and thus the DNS response returned to N1 specifies an IP
address. This allows N1 to know that it needs to send a norma
old-style Internet suite packet (encapsulated in IP) to Hl

Suppose that host N1 wants to comunicate with host N2. In this
case, again N1 contacts the DNS server. |If the routers in the
domai n have not been updated (to forward CLNP), or if the DNS
resource record for N2 has not been updated, then the DNS server
will respond with a normal | P address, and the communi cation
between N1 and N2 will use IP (updated hosts in environments
where the local routers do not handle CLNP are discussed in
section 6.3). However, assunming that the routers in the donmain
have been updated (to forward CLNP), that the DNS server has been
updated (to be able to return NSAP addresses), and that the
appropriate resource records for NSAP addresses have been
configured into the DNS server, then the DNS server will respond
to NL with the NSAP address for N2, allowing N1 to know to use
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CLNP (instead of IP) for communication with N2.

A new resource record type will be defined for NSAP addresses.
New hosts ask for both the new and old (1P address) resource
records. O der DNS servers will not have the new resource record
type, and will therefore respond with only |IP address

i nformation. Updated DNS servers will have the new resource
record information for the requested DNS nane only if the
associ at ed host has been updated (otherw se the updated DNS
server again will respond with an | P address).

Hosts and/ or applications which do not use DNS operate in a
simlar nmethod. For exanple, suppose that |ocal nanme to address
records are maintained in host table entries on each |oca

wor kst ati on. When a workstation is updated to be able to run
Internet applications over CLNP, then the host table on the host
may al so be updated to contain updated NSAP addresses for other
hosts whi ch have al so been updated. The associated entries for
non- updat ed hosts woul d continue to contain |IP addresses. Thus,
agai n when an updated host wants to initiate comunication wth
anot her host, it would | ook up the associated Internet address in
the normal manner. If the address returned is a normal 32-bit IP
address, then the host would initiate a request using an Internet
application over TCP (or UDP) over IP (as at present). |If the
returned address is a |longer NSAP address, then the host would
initiate a request using an Internet application over TCP (or
UDP) over CLNP

4 Running TCP and UDP Over CLNP

TCP is run directly on top of CLNP (i.e., the TCP packet is
encapsul ated directly inside a CLNP packet - the TCP header
occurs directly followi ng the CLNP header). Use of TCP over CLNP
is straightforward, with the only non-trivial issue being howto
generate the TCP pseudo- header (for use in generating the TCP
checksunj.

Note that TUBA runs TCP over CLNP on an end-to-end basis (for
exanple, there is no intention to translate CLNP packets into IP
packets). This inplies that only "consenting updated systens"”

will be running TCP over CLNP; which in turn inplies that, for
pur poses of generating the TCP pseudoheader fromthe CLNP header
backward conpatibility with existing systenms is not an issue.
There are therefore several options available for how to generate
t he pseudoheader. The pseudoheader could be set to all zeros
(inplying that the TCP header checksum woul d only be covering the
TCP header). Alternatively, the pseudoheader could be cal cul at ed
fromthe CLNP header. For exanple, the "source address" in the
TCP pseudoheader could be replaced with two bytes of zero plus a
two byte checksumrun on the source NSAP address |ength and
address (and simlarly for the destination address); the
"protocol" could be replaced by the destinati on address sel ector
val ue; and the "TCP Length" could be calculated fromthe CLNP
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packet in the sane manner that it is currently calculated from
the I P packet. The details of how the pseudoheader is conposed is
for further study.

UDP is transmitted over CLNP in the sane manner. In particul ar
the UDP packet is encapsulated directly inside a CLNP packet.
Simlarly, the same options are available for the UDP pseudo-
header as for the TCP pseudoheader

5 Updates to the Domain Nane Service

TUBA requires that a new DNS resource record entry type

("l ong-address") be defined, to store longer Internet (i.e.
NSAP) addresses. This resource record all ows mappi ng from DNS
nanes to NSAP addresses, and will contain entries for systens
which are able to run Internet applications, over TCP or UDP
over CLNP.

The presence of a "long-address" resource record for nmapping a
particular DNS nane to a particul ar NSAP address can be used to
inply that the associated systemis an updated Internet host.
This specifically does not inply that the systemis capabl e of
runni ng CSI protocols for any other purpose. Al so, the NSAP
address used for running Internet applications (over TCP or UDP
over CLNP) does not need to have any relationship with other NSAP
addresses which may be assigned to the sane host. For exanple, a
"dual stack" host may be able to run Internet applications over
TCP over CLNP, and nay al so be able to run OSI applications over
TP4 over CLNP. Such a host nay have a single NSAP address
assigned (which is used for both purposes), or nmay have separate
NSAP addresses assigned for the two protocol stacks. The

"l ong- address" resource record, if present, may be assuned to
contain the correct NSAP address for running Internet applications
over CLNP, but may not be assuned to contain the correct NSAP
address for any other purpose.

The backward translation (from NSAP address to DNS nane) is
facilitated by definition of an associ ated resource record. This
resource record is known as "long-in-addr.arpa”, and is used in a
manner anal ogous to the existing "in-addr. arpa"

Updat ed I nternet hosts, when initiating comunication with

anot her host, need to know whet her that host has been updated.
The host will request the address-class "internet address"
entry-type "long-address” fromits |local DNS server. If the

| ocal DNS server has not yet been updated, then the | ong address
resource record will not be available, and an error response will
be returned. In this case, the updated hosts nust then ask for
the regular Internet address. This allows updated hosts to be
depl oyed in environnents in which the DNS servers have not yet
been updat ed.

An updated DNS server, if asked for the | ong-address
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corresponding to a particular DNS name, does a normal DNS search
to obtain the information. If the |ong-address corresponding to
that nanme is not available, then the updated DNS server will
return the resource record type containing the normal 32-bit IP
address (if available). This allow nore efficient operation

bet ween updat ed hosts and ol d hosts in an environnent in which
the DNS servers have been updat ed.

I nteractions between DNS servers can be done over either IP or
CLNP, in a manner anal ogous to interactions between hosts. DNS
servers currently nmaintain entries in their databases which all ow
themto find | P addresses of other DNS servers. These can be
updated to include a conbination of |IP addresses and NSAP
addresses of other servers. If an NSAP address is available, then
the conmunication with the other DNS server can use CLNP,
otherwi se the interaction between DNS servers uses IP. Initially,
it is likely that all communication between DNS servers will use
IP (as at present). During the migration process, the DNS servers
can be updated to communi cate with each other using CLNP.

6 O her Technical Details
6.1 Wien 32-Bit | P Addresses Fai

Eventual ly, the | P address space will becone inadequate for

gl obal routing and addressing. At this point, the remaining ol der
(not yet updated) IP hosts will not be able to interoperate
directly over the global Internet. This tinme can be postponed by
careful allocation of |IP addresses and use of "C assless
Inter-Domain Routing” (CIDR [3]), and if necessary by

encapsul ation (either of IPin IP, or IPin CLNP). In addition

t he nunber of hosts affected by this can be mnimzed by
aggressi ve depl oynent of updated software based on TUBA

When the | P address space becones i nadequate for global routing
and addressing, for purposes of |P addressing the Internet will
need to be split into "IP address domains". 32-bit |IP addresses
will be neaningful only within an address domain, allow ng the
old IP hosts to continue to be used locally. For conmunications
bet ween donains, there are two possibilities: (i) The user at an
ol d system can use application |layer relays (such as mail relays
for 822 mail, or by Telnetting to an updated systemin order to
allow Telnet or FTP to a renote systemin another domain); or
(ii) Network Address Translation can be used [4].

6.2 Applications which use | P Addresses Internally

There are sonme application protocols (such as FTP and NFS) which
pass around and use | P addresses internally. Mgration to a

| arger address space (whether based on CLNP or other protocol)
will require either that these applications be Iimted to | oca
use (Within an "I P address domain" in which 32-bit |IP addresses
are neani ngful) or be updated to either: (i) Use |arger network
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addresses instead of 32-bit | P addresses; or (ii) Use some other
gl obal l y-significant identifiers, such as DNS nanes.

6.3 Updated Hosts in I P-Only Environments

There nay be sone updated Internet hosts which are deployed in
networks that do not yet have CLNP service, or where CLNP service
is available locally, but not to the global Internet. In these
cases, it will be necessary for the updated Internet hosts to
know to initially send all Internet traffic (or all non-loca
traffic) using I P, even when the renote system al so has been
updated. There are several ways that this can be acconpli shed,
such as: (i) The host could contains a manual configuration
paraneter controlling whether to always use IP, or to use |IP or
CLNP dependi ng upon renote address; (ii) The DNS resol ver on the
host could be "lied to" to believe that all renote requests are
supposed to go to sone particular server, and that server could
i ntervene and change all renote requests for |ong-addresses into
requests for normal | P addresses.

6.4 Local Network Address Transl ation

Net wor k Address Transl ation (NAT [4]) has been proposed as a
means to all ow gl obal communi cati on between hosts which use

local ly-significant | P addresses. NAT requires that |P addresses
be mapped at address donai n boundaries, either to globally
significant addresses, or to |local addresses neaningful in the
next address domain along the packet’s path. It is possible to
define a version of NAT which is "local" to an addressi ng donai n,
in the sense that (locally significant) |P packets are mapped to
global ly significant CLNP packets before exiting a domain, in a
manner which is transparent to systens outside of the domain.

NAT all ows ol d systens to continue to be used globally w thout
application gateways, at the cost of significant additiona
conpl exity and possi bly perfornmance costs (associated with
translation or encapsul ation of network packets at |P address
domai n boundari es). NAT does not address the probl em of
applications which pass around and use | P addresses internally.

The details of Network Address Translation is outside of the
scope of this docunent.

6.5 Streamlining Operation of CLNP

CLNP contai ns a nunber of optional and/or variable |length fields.
For exanple, CLNP allows addresses to be any integral nunber of
bytes up to 20 bytes in length. It is proposed to "profile" CLNP
in order to allow streanmlining of router operation. For exanple,
this mght involve specifying that all Internet hosts will use an
NSAP address of precisely 20 bytes in length, and may specify
which optional fields (if any) will be present in all CLNP
packets. This can allow all CLNP packets transmitted by |nternet
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hosts to use a constant header format, in order to speed up
header parsing in routers. The details of the Internet CLNP
profile is for further study.
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8 Security Considerations

Security issues are not discussed in this neno.
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