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Application REQuested I P over ATM ( AREQUI PA)

Status of this Meno

This neno provides information for the Internet conmmunity. This neno
does not specify an Internet standard of any kind. Distribution of
this meno is unlimnted.

| ESG Not e:

This RFC has not had the benefit of the rigorous peer reviewthat is
part of the process in an | ETF working group. The technology it
descri bes has been inplenmented and i s now undergoi ng testing. It
woul d be wise to analyze the results of this testing as well as to
understand alternatives before commtting to this approach for IP
over ATM wi th QoS guar ant ees.

Abst ract

Thi s docunment specifies a nmethod for allow ng ATM attached hosts that
have direct ATM connectivity to set up end-to-end |IP over ATM
connections within the reachabl e ATM cl oud, on request from
applications, and for the exclusive use by the requesting
applications. This allows the requesting applications to benefit in a
straightforward way from ATM s inherent ability to guarantee the
quality of service (QS).

G ven a mapping fromservice classes, as defined by INTSERV[6], to
ATM traffic descriptors, Arequipa can be used to inplenent integrated
services over ATMIink | ayers. Usage of Arequipa to provide
integrated services even if ATMis only available for internediate
links is not discussed in this docunent but should be straight-

f or war d.

The maj or advantage of using an approach like Arequipa is that it
needs to be inplemented only on the hosts using it. It requires no
extra service (eg. NHRP or RSVP) to be deployed on the swi tches or
routers of the ATM cl oud.
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We discuss the inplenentation of Arequipa for hosts running | Pv4 and
I Pv6. As an illustration, we also discuss how Wrl d- W de- Wb
applications can use Arequi pa to deliver docunents with a guaranteed
quality of service

In particular we show how

- Arequi pa can be inplenmented in IPv4d by slightly nodifying the

- Arequi pa can be inplenmented in I Pv6[3] by the appropriate use of
flow | abel s and the extension of the nei ghbour cache,

- Arequi pa can be used in the Wb by adding extra information in
t he headers of HTTP requests and responses.

Finally, we address safety and security inplications.
1. Introduction

QoS guarantees are inportant for delivery of multi-nedia data and
conmmrerci al services on the Internet. Wen two applications on

machi nes running | P over ATM need to transfer data, all the necessary
gears to guarantee QoS can be found in the ATM Il ayer. W consider
the case where it is desired to use end-to-end ATM connecti ons

bet ween applications residing on ATM hosts that have end-to-end ATM
connectivity.

Openi ng direct ATM connections between two applications is possible,
but then the already available transport protocols, |Iike TCP, can not
be reused.

This is why we propose Application REQuested | P over ATM (AREQUI PA).
Arequi pa allows applications to request that two nachi nes be
connected by a direct ATM connection with given QS at the link

| evel . Arequi pa makes sure that only data fromthe applications that
requested the connection actually goes through that connection. After
setup of the Arequi pa connection, the applications can use the
standard | P protocol suite to exchange data.

2. APl semantics
We now define a semantical APl for Arequipa. Note that an actual AP
may perform additional functions (eg. mapping of a given service
specification to ATMtraffic descriptors)
We define the three new APl functions for the TCP/IP stack
Arequi pa_preset (socket _descriptor, destination |IP address,

destination protid/port, destination ATM Address,
ATM servi ce and QoS paraneters)
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Arequi pa_preset establishes or prepares establishment of a new ATM
connection to the given address with the given ATM servi ce and QoS.
It makes sure that any further data sent on the specified socket
wi Il use the new ATM connecti on

Arequi pa_preset is invoked before a TCP/IP connection is
establ i shed or before sending data(grans), respectively. (Active
open.)

Arequi pa_expect (socket _descriptor, allow)

Arequi pa_expect prepares the systemto use an expected inconing
Arequi pa connection for outgoing traffic of a given socket. If
al | ow equal s TRUE then, as soon as the socket receives data from an
i nconm ng Arequi pa connection, all its return traffic is sent over
that Arequi pa connection. If allow equals FALSE the traffic from
that socket is always sent over the standard IP route. Note that
Arequi pa_expect is only applicable to connection oriented sockets,
eg. TCP sockets or connected UDP sockets.

Arequi pa_expect is invoked by the peer which is expecting

dat a(grans) or accepting connections. (Passive open.) It is
typically called i mediately after a socket has been created. It
may al so be called when a data transfer is already going on

Arequi pa_cl ose (socket descriptor)

Ol oses the correspondi ng ATM connection. Any further traffic
bet ween the endpoints is routed |like other traffic. Arequipa_close
is inplied when closing the socket.

Note that the use of Arequi pa_expect or _preset only reflects the
direction of the initial dialog in the Arequi pa connection. Actua
data can flow in both directions.

An actual inplenentation may use | ess argunents for Arequi pa_preset
if some of the information is al ready passed by other networking
operations.

3. Inplenmentation with | Pv4d

To inplenent Arequipa with |IPv4, ATMARP nust be able not only to
handl e associ ations of ATM addresses and | P addresses, but al so
associ ati ons of one ATM address with an | P address plus endpoi nt
(socket). This allows to dedicate an ATM connection for the traffic
bet ween two endpoi nts.
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For the active open, a destination ATM address nust be associ at ed
with a socket. In systens using per-socket route and ARP cachi ng,
this can be done by presetting the caches with the appropriate

val ues. Establishment of the SVC is delegated to ATMARP. Care nust be
taken that routing and ARP information obtained through Arequi pa does
not leak to other parts of the system

For the passive open, an incon ng SVC nust be associated with the
socket that term nates the correspondi ng connection or data fl ow.

Most of this functionality is already available in the existing
protocol stack. To avoid an incom ng Arequi pa SVC to be m staken for
an | P-over-ATM SVC, the setup nessage uses a specific Broadband Hi gh
Layer ldentifier (BHLI), see below Seeing the BHLI, ATMARP knows
that the SVC is of the dedicated type. The socket to which it has to
be associated is identified as soon as a datagramis received through
the SVC. If an Arequi pa_expect has been done for that socket, then
the SVC is used for all return traffic of that socket.

If application AL on host Hl wants a direct ATM connection to
application A2 on host H2 it does the foll ow ng:

Both applications first get in contact using the standard |IP over ATM
to exchange the ATM address of the receiver (atnR) and the endpoints
(S1, S2) (i.e. protocol and port nunber; we assune that a protoco
with ports, such as TCP or UDP, is used) at both hosts between which
communi cation will occur. How this is perfornmed depends on the
application protocols. In Section 5 we give an exanple for HITP.

A2 invokes Arequi pa_expect to indicate that it wants to nake use of
an expected incom ng ATM connecti on

Al invokes Arequi pa_preset to open or prepare opening of an ATM
connection to H2 using ATM address atn2 and the QoS desired by Al as
soon as data is sent through S1. The connection is associated with S1
such that no other traffic (e.g. generated by other applications)
uses the new ATM connecti on
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An Arequi pa connection shall be signaled by using the procedures and
codi ngs described in RFC1755 [7], with the addition that the BHLI

i nformati on el enent be included in the SETUP nessage, with the

foll owi ng codi ng:

| high_layer_information_type 3 (vendor-specific

| application id.)

| high_layer_information 00- 60- D7 (EPFL QUI)

| |

01-00-00-01 (Arequipa)

As soon as data arrives fromH1l:S1 at H2: S2, the ATM connection the
data has arrived on is identified as the dedi cated connecti on for
this data flow and S2 is changed to exclusively send on that
connecti on.

Fromthis point on all traffic exchanged between S1 of Al and S2 of
A2 will use the new ATM connection with the desired QoS.

Note that it is possible for HlL and H2 to belong to the same LIS [2]
and still decide to use an Arequi pa connection between applications,
in addition to one or several other, non-Arequi pa ATM connecti ons
bet ween hosts HL and H2. There nay al so exi st several Arequipa
connections between two hosts.

4. Implenentation with | Pve

Wth | Pv6, sources take advantage of the Flow Label field in the |Pv6
header [3].

We assune as in [4] that the conceptual host nodel uses, anobng

ot hers, a nei ghbour cache and a destination cache. The destination
cache holds entries about destinations to which traffic has been sent
recently, while the nei ghbour cache hol ds entries about nei ghbours to
which traffic has been sent recently. Wth the classical |P over ATM
nmodel [1], entries in the neighbour cache can only refer to systens
in the same LIS, we propose to go beyond this limtation and all ow
systens beyond the LIS to appear there and be treated as nei ghbours,
in the case where a direct link |level connection (here, an ATM
connection) can be established.

The destination is keyed in [4] by the IP (destination) address. W
replace this by the IP (destination) address and fl ow | abel
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We assune that with | Pv6, a nechanismw ||l be provided for
applications to request flow |l abels which, at the host, forma unique
flow | abel /destinati on-address pair. This will prevent two different
flows which go to the sane destination fromaccidentally using the
same flow | abel. Such a uni queness requirenent is also desirable for
other applications which rely on flow |l abel/destination-address
pairs, like for exanple RSVP

A typical scenario is:

Application Al on host Hl and application A2 on host H2 first get in
contact using the standard |IP over ATMto exchange their ATM address
(atml, atnR) and to define a protocol, port nunber pair (S1, S2) and
flow | abel s (L1, L2) for the conmmunication over the ATM connection
(W assume that a protocol with ports, such as TCP or UDP, is used).
How this is perforned depends on the application protocols. In
Section 5 we give an exanple for HITP.

A2 tells its networking entity that it wants to send its outgoing
packets with flow | abel L2 over an expected inconing ATM connection
Al tells its data link entity to open an ATM connection to H2 using
ATM address atn2, with the QoS desired by Al. The connection is
associated with L1 and L2 as expl ai ned bel ow so that no other traffic
generated by other applications uses the new ATM connecti on

Fromthis point on all traffic exchanged between applications Al on
H1 and application A2 on H2 will use this ATM connection

An exanpl e of destination and nei ghbour cache entries at Hl is given
bel ow.

Desti nation Cache
| PAddr fl owlLabel nei ghbour Cache pat hMruU

H2 L1 ptrl (1)
H2 * ptr2 (2)
Nei ghbour Cache
| PAddr |i nkLayer Addr isRouter reachabilityState invalidationTimer
H2 V2 no (3) t2
R3 v3 yes REACHABLE t3

In the exanple, the route to destination H2 for all traffic other
than the one using the ATM connection requested between application
Al and A2 uses the default route (perhaps set up by the classical IP
nmodel ), with router R3 as the next hop; v2 is a pointer to an ATM
interface and a VPCI/VCl that identifies the Arequi pa connection
Simlarly, v3 points to the ATM connection to router R3. ptrl points
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to the first line in Neighbour Cache, and ptr2 to the second one.
Path MIUs (1) and (2) are obtained by ATM signaling; they nay be
different. Reachability state (3) is determined as usual by the
reachability protocol [4].

Host Hl nust restrict the use of this ATM connection to datagrans
with flow label L1. Oher traffic fromHL to H2 nust use the generic
entry in the destination table (flow label = "*")., Host Hl nust
restrict the use of flow label L1 for destination H2 to traffic
generated by application Al on port Sl1. (The same hol ds by anal ogy
for host H2).

On the receiving side, host H2 may use |l abel L1 for routing
internally the | P packets to the appropriate entity.

5. Exanple: Arequipa for the Wb

This is a brief explanation of how Wb [5] servers and browsers can
use Arequipa to transmt docunments with a guaranteed QoS.

What we descri be bel ow does not violate the standards of HTM. and
HTTP but makes use of their built-in extensibility. The server and
client we describe can thus interact seam essly with non-nodified
servers or clients. A simlar extension could be used if Wb
docunents were to be exchanged using RSVP

Browsers add one extra field in all their requests or responses to

i ndicate their ATM address. Wb docunents are extended with neta
information to describe the ATM service and correspondi ng QS needed
to transmit them Note that this information could be in formof an
intserv fl owspec and mapped to ATMtraffic descriptors.

If a browser always wants docunments with QoS neta-infornmation to be
delivered using Arequipa, it adds an additional field in its request
to indicate the port on which it is expecting the data.

If a browser wants to deci de whet her Arequi pa should be used or not,
it does not give the port on which the server should send the data.

When a server gets a request with an ATM address, it checks whether
the requested docunent has QoS neta-information. If this is not the
case, it delivers the docunent |ike a standard server. If the
docunent has QS neta-information, the server |ooks for a port
information in the request. If it finds a port, it opens an Arequipa
socket (Arequi pa_preset) to the ATM address of the client with the
QS given in the docunent. It sends the reply through this new
connection. If the server finds no port information, it sends only
the header of the reply (which includes neta-information) over the

Al mesberger, et. al. I nf or mat i onal [ Page 7]



RFC 2170 AREQUI PA July 1997

standard HTTP connection, as if the client had i ssued a HEAD or GET-
| F- MODI FI ED r equest .

When a client receives the header of a docunment it can deci de whet her
it wants the docunent to be transmtted using Arequipa or not. A
client without a priori know edge about the docunent, nay therefore
al wvays want to retrieve the header before requesting the full
docunent .

Illustration:

A client requests sone docunents but wants to decide if QoS sensitive
docunents shoul d be sent using Arequipa or not. Thus it adds to its
requests its ATM address but not the socket infornation.

CET bat man. npeg
User Agent: MyAgent/ 1.0
ATM address: ny_public_address. ny_private_address

The server checks batman. npeg for QS neta info. It finds the neta
info and sees an ATM address, but no socket pragma in the request. It
only returns the header of the docunent, which includes the neta-

i nformati on:

HTTP/ 1.0 200 K

Server: MyAgent/1.0

ATM Servi ce: CBR

ATM QoS- PCR. 2000
Content-type: video/ npeg

The client sees the QS info and decides that it wants to downl oad
t he docunent using Arequipa. It opens a TCP socket for |istening,
makes the Arequi pa_expect call and sends the follow ng request:

CET bat man. npeg

User Agent: MyAgent/1.0

ATM address: ny_public_address. ny_private_address
Pragma: socket =TCP. 8090
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Agai n the server checks batnan.nmpeg for QS neta info. It finds the
nmeta info and sees the ATM address and the socket pragma in the
request. It creates a TCP socket, makes the Arequi pa_preset call
connects its TCP socket to the one of the client and sends the
response over the new TCP connecti on

HTTP/ 1.0 200 XK

Server: MyAgent/1.0 ATM address
ATM Servi ce: CBR

ATM QoS- PCR: 2000

Content-type: vi deo/ npeg

<npeg dat a>

Wien the server sends the data over the new TCP connection it also
sends a copy of the response header over the TCP connection on which
the request was nade. For exanple, this allows a browser to spawn a
vi ewer before requesting the data, to give the Arequi pa connection to
the viewer and to still get the status of the request over the nornal
TCP connecti on

6. Safety considerations (| oops)

A maj or concern about ATM shortcuts in IP networks are routing | oops.
Arequipa is not prone to such dangers since it establishes
connecti ons between applications and not between hosts. Al datagrans
traveling through an Arequi pa connection are destined for a given
socket on the nmachine at the end of the connection and don’t need to
be forwarded by the IP layer. Therefore, neither hosts nor routers

i mpl enenting Arequi pa as described in this docunent nust ever forward
| P packets received over Arequi pa connections.

7. Security considerations

The main security problemwe see with Arequipa is that it could be
used to bypass IP firewalls.

IP firewalls are used to protect private networks connected to
untrusted | P networks. The network is configured such that al
traffic going into or comng fromthe protected network has to go
t hrough the machine(s) acting as a firewall

If hosts in a network protected by a firewall are able to establish
di rect ATM connections to hosts outside the protected network, then
Arequi pa could be used to bypass the firewall. To avoid this, hosts

i nside a protected network should not be given direct connectivity to
t he outside of the network.
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Arequi pa can be used in a safe way by nmachines inside and outside a
protected network, if an application proxy is installed on the
firewall. In the Wb, this is a typical scenario. Proxy HITP servers
are often found on firewalls, not only for security reasons, but also
for caching. If an application proxy is used, each host can establish
an Arequi pa connection to the proxy which can then relay and nonitor
the traffic across the firewall.

Note that hosts can easily identify (and refuse) unsolicited Arequipa
connections by the BHLI identifier that is passed at connection
set up.
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