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Status of this Meno

This docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zati on state
and status of this protocol. Distribution of this neno is unlimted.

Abst r act

This meno docunents version 2 of the OSPF protocol. OSPF is a |ink-
state routing protocol. It is designed to be run internal to a

si ngl e Aut ononous System Each OSPF router nmaintains an identical
dat abase descri bing the Autononbus Systemis topology. Fromthis
dat abase, a routing table is cal culated by constructing a shortest-
path tree.

OSPF recal cul ates routes quickly in the face of topol ogi cal changes,
utilizing a mnimmof routing protocol traffic. OSPF provides
support for equal-cost nultipath. An area routing capability is
provi ded, enabling an additional |evel of routing protection and a
reduction in routing protocol traffic. |In addition, all OSPF routing
protocol exchanges are authenti cated.

The differences between this neno and RFC 1583 are explained in
Appendix G Al differences are backward-conpatible in nature.

| mpl enentations of this neno and of RFC 1583 will interoperate.
Pl ease send comments to ospf @ated. cornell. edu.
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I nt roducti on

This docunent is a specification of the Open Shortest Path First
(OSPF) TCP/IP internet routing protocol. OSPF is classified as an
Interior Gateway Protocol (1GP). This neans that it distributes
routing information between routers belonging to a single Autononmous
System The OSPF protocol is based on link-state or SPF technol ogy.
This is a departure fromthe Bell man- Ford base used by traditiona
TCP/ 1P internet routing protocols.

The OSPF protocol was devel oped by the OSPF working group of the

I nternet Engineering Task Force. It has been designed expressly for
the TCP/IP internet environnent, including explicit support for CIDR
and the taggi ng of externally-derived routing information. OSPF al so
provi des for the authentication of routing updates, and utilizes IP
mul ti cast when sendi ng/receiving the updates. |In addition, nmuch work
has been done to produce a protocol that responds quickly to topol ogy
changes, yet involves small anmounts of routing protocol traffic.

1. Protocol overview

OSPF routes | P packets based solely on the destination | P address

found in the | P packet header. |P packets are routed "as is" -- they
are not encapsulated in any further protocol headers as they transit
t he Aut ononous System OSPF is a dynamic routing protocol. It

qui ckly detects topological changes in the AS (such as router
interface failures) and cal cul ates new |l oop-free routes after a
period of convergence. This period of convergence is short and
i nvol ves a mininumof routing traffic.

In a link-state routing protocol, each router maintains a database
descri bi ng the Autononous Systenis topology. This database is
referred to as the link-state database. Each participating router has
an identical database. Each individual piece of this database is a
particular router’s local state (e.g., the router’s usable interfaces
and reachabl e neighbors). The router distributes its local state

t hr oughout the Aut ononobus System by fl oodi ng.
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Al'l routers run the exact sane algorithm in parallel. Fromthe

i nk-state database, each router constructs a tree of shortest paths
with itself as root. This shortest-path tree gives the route to each
destination in the Autononobus System Externally derived routing

i nformati on appears on the tree as | eaves.

When several equal -cost routes to a destination exist, traffic is
distributed equally anong them The cost of a route is described by
a single dinmensionless netric.

OSPF al | ows sets of networks to be grouped together. Such a grouping
is called an area. The topology of an area is hidden fromthe rest
of the Autononous System This information hiding enables a
significant reduction in routing traffic. Also, routing within the
area is deternmined only by the area’s own topol ogy, lending the area
protection frombad routing data. An area is a generalization of an
| P subnetted network.

OSPF enabl es the flexible configuration of |IP subnets. Each route
di stributed by OSPF has a destination and mask. Two different
subnets of the same | P network number nmay have different sizes (i.e.
different masks). This is commonly referred to as variable length
subnetting. A packet is routed to the best (i.e., |longest or nost
specific) match. Host routes are considered to be subnets whose
masks are "all ones" (Oxffffffff).

Al'l OSPF protocol exchanges are authenticated. This neans that only
trusted routers can participate in the Autononobus System s routing.
A variety of authentication schenes can be used; in fact, separate
aut henti cati on schenes can be configured for each | P subnet.

External ly derived routing data (e.g., routes learned froman
Exterior Gateway Protocol such as BGP, see [Ref23]) is advertised

t hroughout the Aut onomobus System This externally derived data is
kept separate fromthe OSPF protocol’s link state data. Each
external route can also be tagged by the advertising router, enabling
t he passing of additional information between routers on the boundary
of the Autononous System

1.2. Definitions of conmonly used terns
This section provides definitions for terns that have a specific
meani ng to the OSPF protocol and that are used throughout the text.

The reader unfamiliar with the Internet Protocol Suite is referred to
[Ref13] for an introduction to IP
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Rout er
A level three Internet Protocol packet switch. Fornerly called a
gateway in much of the IP literature.

Aut ononous Syst em
A group of routers exchanging routing information via a conmon
routing protocol. Abbreviated as AS.

Interior Gateway Protoco
The routing protocol spoken by the routers belonging to an
Aut ononpbus system Abbreviated as | GP. Each Autononpbus System has
a single |GP. Separate Autononobus Systens nay be running
different |GPs.

Router ID
A 32-bit nunber assigned to each router running the OSPF protocol
This nunber uniquely identifies the router within an Autononous
System

Net wor k
In this neno, an | P network/subnet/supernet. It is possible for
one physical network to be assigned multiple I P network/subnet
nunbers. W consider these to be separate networks. Point-to-
poi nt physical networks are an exception - they are considered a
single network no matter how many (if any at all) IP
net wor k/ subnet nunbers are assigned to them

Net wor k mask
A 32-bit nunber indicating the range of |IP addresses residing on a
single I P network/subnet/supernet. This specification displays
networ k masks as hexadeci mal nunbers. For exanple, the network
mask for a class CIP network is displayed as Oxffffff00. Such a
mask is often displayed el sewhere in the literature as
255, 255, 255. 0.

Poi nt -t 0- poi nt networks

A network that joins a single pair of routers. A 56Kb serial line
is an exanple of a point-to-point network.
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Br oadcast networ ks

Net wor ks supporting many (nore than two) attached routers,
together with the capability to address a single physical nessage
to all of the attached routers (broadcast). Neighboring routers
are di scovered dynami cally on these nets using OSPF' s Hell o
Protocol. The Hello Protocol itself takes advantage of the
broadcast capability. The OSPF protocol nakes further use of

mul ticast capabilities, if they exist. Each pair of routers on a
broadcast network is assuned to be able to comunicate directly.
An ethernet is an exanple of a broadcast network

Non- br oadcast net wor ks

Net wor ks supporting many (nore than two) routers, but having no
broadcast capability. Neighboring routers are naintained on these
nets using OSPF' s Hell o Protocol. However, due to the |ack of
broadcast capability, some configuration informtion nmay be
necessary to aid in the discovery of neighbors. On non-broadcast
net wor ks, OSPF protocol packets that are nornally nulticast need
to be sent to each neighboring router, in turn. An X 25 Public
Data Network (PDN) is an exanple of a non-broadcast network.

OSPF runs in one of two npdes over non-broadcast networks. The
first node, called non-broadcast nulti-access or NBMA, sinul ates
the operation of OSPF on a broadcast network. The second node
called Point-to-MiultiPoint, treats the non-broadcast network as a
collection of point-to-point links. Non-broadcast networks are
referred to as NBVA networks or Point-to-MiltiPoint networks,
dependi ng on OSPF' s node of operation over the network

Interface

&

Adj

The connection between a router and one of its attached networks.
An interface has state informati on associated with it, which is
obtained fromthe underlying | ower |evel protocols and the routing
protocol itself. An interface to a network has associated with it
a single I P address and mask (unless the network i s an unnunbered
point-to-point network). An interface is sonetines also referred
to as a link.

i ghboring routers

Two routers that have interfaces to a conmon network. Nei ghbor
rel ati onshi ps are mai ntai ned by, and usually dynam cally
di scovered by, OSPF' s Hello Protocol

acency

A relationship formed between sel ected nei ghboring routers for the
pur pose of exchanging routing information. Not every pair of

nei ghboring routers beconme adjacent.
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Li nk state advertisenent
Unit of data describing the local state of a router or network.
For a router, this includes the state of the router’s interfaces
and adj acencies. Each link state advertisenent is fl ooded
t hroughout the routing domain. The collected link state
advertisenents of all routers and networks forns the protocol’s
link state database. Throughout this neno, link state
advertisenent is abbreviated as LSA.

Hel I o Protoco
The part of the OSPF protocol used to establish and maintain
nei ghbor relationships. On broadcast networks the Hell o Protoco
can al so dynanical ly di scover nei ghboring routers.

FI oodi ng
The part of the OSPF protocol that distributes and synchronizes
the |ink-state database between OSPF routers.

Desi gnat ed Rout er
Each broadcast and NBMA network that has at [east two attached
routers has a Designated Router. The Designated Router generates
an LSA for the network and has ot her special responsibilities in
the running of the protocol. The Designated Router is elected by
the Hell o Protocol

The Desi gnated Router concept enables a reduction in the nunber of
adj acenci es required on a broadcast or NBMA network. This in turn
reduces the amount of routing protocol traffic and the size of the
i nk-state database.

Lower -1 evel protocols
The underlying network access protocols that provide services to
the Internet Protocol and in turn the OSPF protocol. Exanples of
these are the X 25 packet and frame levels for X. 25 PDNs, and the
ethernet data link layer for ethernets.

Brief history of link-state routing technol ogy

OSPF is a link state routing protocol. Such protocols are al so
referred to in the literature as SPF-based or distri buted-database
protocols. This section gives a brief description of the

devel opnents in link-state technol ogy that have influenced the OSPF
pr ot ocol

The first link-state routing protocol was devel oped for use in the
ARPANET packet switching network. This protocol is described in
[Ref3]. It has fornmed the starting point for all other link-state
protocols. The honbgeneous ARPANET environnent, i.e., single-vendor
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packet swi tches connected by synchronous serial lines, sinplified the
design and inplenmentation of the original protocol

Modi fications to this protocol were proposed in [Ref4]. These

nmodi fications dealt with increasing the fault tol erance of the
routing protocol through, anong other things, adding a checksumto
the LSAs (thereby detecting database corruption). The paper also

i ncluded nmeans for reducing the routing traffic overhead in a |ink-
state protocol. This was acconplished by introduci ng nechani sns
whi ch enabl ed the interval between LSA originations to be increased
by an order of nmgnitude

A link-state algorithmhas al so been proposed for use as an ISOI1S-1S
routing protocol. This protocol is described in [Ref2]. The
protocol includes nethods for data and routing traffic reduction when
operating over broadcast networks. This is acconplished by el ection
of a Designated Router for each broadcast network, which then
originates an LSA for the network.

The OSPF Working Group of the IETF has extended this work in
devel opi ng the OSPF protocol. The Designated Router concept has been
greatly enhanced to further reduce the amount of routing traffic
required. Milticast capabilities are utilized for additional routing
bandwi dth reduction. An area routing schenme has been devel oped
enabl i ng information hiding/protection/reduction. Finally, the

al gorithms have been tailored for efficient operation in TCP/IP

i nternets.

1.4. Oganization of this docunent

The first three sections of this specification give a genera
overvi ew of the protocol’s capabilities and functions. Sections 4-16
explain the protocol’s mechanisnms in detail. Packet formats,

prot ocol constants and configuration itens are specified in the
appendi ces.

Label s such as Hellolnterval encountered in the text refer to
protocol constants. They nay or nay not be configurable.
Architectural constants are sunmarized in Appendix B. Configurable
constants are sumuari zed in Appendi x C

The detailed specification of the protocol is presented in terns of
data structures. This is done in order to nake the explanation nore
precise. |Inplenentations of the protocol are required to support the
functionality described, but need not use the precise data structures
that appear in this nmeno.
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2. The Link-state Database: organization and cal cul ations

The foll owi ng subsections describe the organi zation of OSPF s |ink-
state database, and the routing calculations that are perforned on
the database in order to produce a router’s routing table.

2.1. Representation of routers and networks

The Aut ononous Systemis |ink-state database describes a directed
graph. The vertices of the graph consist of routers and networks. A
graph edge connects two routers when they are attached via a physica
poi nt-to-point network. An edge connecting a router to a network
indicates that the router has an interface on the network. Networks
can be either transit or stub networks. Transit networks are those
capable of carrying data traffic that is neither locally originated
nor locally destined. A transit network is represented by a graph
vertex having both incom ng and outgoi ng edges. A stub network’s
vertex has only inconi ng edges.

The nei ghbor hood of each network node in the graph depends on the
network’s type (point-to-point, broadcast, NBMA or Point-to-

Mul ti Point) and the nunber of routers having an interface to the
network. Three cases are depicted in Figure la. Rectangles indicate
routers. Circles and obl ongs indicate networks. Router nanes are
prefixed with the letters RT and network names with the letter N
Router interface names are prefixed by the letter |I. Lines between
routers indicate point-to-point networks. The left side of the
figure shows networks with their connected routers, with the
resulting graphs shown on the right.
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** FROMF *
* | RT1| RT2
+---+| a +-- -+ O
| RT1| ------ | RT2| T RT1 | X
+---+ | b+---+ O RT2| X |
* | a | X|
* bl X | |

Physi cal point-to-point networks

** FROM *
+- - -+ *
| RT7| * | RT7] N3|
+---+ T e
| O RT7| | |
T + * N3| X |
'\B *
St ub net wor ks
+-- -+ +-- -+
| RT3| | RT4| | RT3| RT4| RT5| RT6| N2
+---+ +---+ £
| N2 | * RT3 | | | | X |
oo + T RT4| | | | | X
| | O RTY| | | | | X |
oo oo = RT6l | ] ] ] X
| RTS| | RT6| * N2l X | X | X X| |
+---+ +---+

Broadcast or NBMA networks
Fi gure la: Network map conponents

Net works and routers are represented by vertices. An edge connects

Vertex A to Vertex Biff the intersection of Colum A and Row B is
mar ked with an X

The top of Figure la shows two routers connected by a point-to-point
link. In the resulting |ink-state database graph, the two router
vertices are directly connected by a pair of edges, one in each
direction. Interfaces to point-to-point networks need not be assigned
| P addresses. Wien interface addresses are assigned, they are

nmodel  ed as stub links, with each router advertising a stub
connection to the other router’s interface address. Optionally, an IP
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subnet can be assigned to the point-to-point network. In this case,
both routers advertise a stub link to the I P subnet, instead of
advertising each others’ IP interface addresses.

The m ddl e of Figure la shows a network with only one attached router
(i.e., a stub network). In this case, the network appears on the end
of a stub connection in the |Iink-state database’'s graph

When multiple routers are attached to a broadcast network, the |ink-
state database graph shows all routers bidirectionally connected to
the network vertex. This is pictured at the bottom of Figure la.

Each network (stub or transit) in the graph has an | P address and
associ at ed network mask. The nask indicates the nunber of nodes on
the network. Hosts attached directly to routers (referred to as host
routes) appear on the graph as stub networks. The network mask for a
host route is always Oxffffffff, which indicates the presence of a

si ngl e node.

2.1.1. Representation of non-broadcast networks

As nentioned previously, OSPF can run over non-broadcast networks in
one of two nodes: NBMA or Point-to-MiltiPoint. The choice of nopde
deternm nes the way that the Hello protocol and flooding work over the
non- br oadcast network, and the way that the network is represented in
the |ink-state database.

In NBVA node, OSPF emrul ates operation over a broadcast network: a
Desi gnated Router is elected for the NBMA network, and the Designated
Router originates an LSA for the network. The graph representation
for broadcast networks and NBMA networks is identical. This
representation is pictured in the mddle of Figure la.

NBMA node is the nost efficient way to run OSPF over non-broadcast
networ ks, both in terms of |ink-state database size and in terns of
the amount of routing protocol traffic. However, it has one
significant restriction: it requires all routers attached to the NBVA
network to be able to communicate directly. This restriction may be
nmet on some non-broadcast networks, such as an ATM subnet utilizing
SVCs. But it is often not nmet on other non-broadcast networks, such
as PVC-only Frame Rel ay networks. On non-broadcast networks where not
all routers can communicate directly you can break the non-broadcast
network into | ogical subnets, with the routers on each subnet being
able to communicate directly, and then run each separate subnet as an
NBVMA network (see [Ref15]). This however requires quite a bit of

adm ni strative overhead, and is prone to nmisconfiguration. It is
probably better to run such a non-broadcast network in Point-to-
Mul ti poi nt node.
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In Point-to-MiltiPoint nmode, OSPF treats all router-to-router
connections over the non-broadcast network as if they were point-to-
point links. No Designated Router is elected for the network, nor is
there an LSA generated for the network. In fact, a vertex for the
Poi nt-to-Mul ti Poi nt network does not appear in the graph of the

I i nk-state database.

Figure 1b illustrates the |ink-state database representation of a
Poi nt-to-Milti Point network. On the left side of the figure, a
Point-to-Milti Point network is pictured. It is assunmed that all
routers can comuni cate directly, except for routers RT4 and RT5. 13
though 16 indicate the routers’ IP interface addresses on the Point-
to-Multi Point network. In the graphical representation of the |ink-
state database, routers that can conmmunicate directly over the

Poi nt-to-Mil ti Point network are joined by bidirectional edges, and
each router also has a stub connection to its own IP interface
address (which is in contrast to the representati on of real point-
to-point links; see Figure la).

On some non- broadcast networ ks, use of Point-to-MiltiPoint node and
data-link protocols such as Inverse ARP (see [Ref14]) will allow
aut odi scovery of OSPF nei ghbors even though broadcast support is not
avai | abl e.

2.1.2. An exanple link-state database

Figure 2 shows a sanple map of an Autononmous System The rectangle

| abel l ed Hl indicates a host, which has a SLIP connection to Router
RT12. Router RT12 is therefore advertising a host route. Lines

bet ween routers indicate physical point-to-point networks. The only
poi nt-to-point network that has been assigned interface addresses is
the one joining Routers RT6 and RT10. Routers RT5 and RT7 have BGP
connections to other Autononous Systems. A set of BGP-1earned routes
have been di splayed for both of these routers.

A cost is associated with the output side of each router interface.
This cost is configurable by the system admi nistrator. The |ower the
cost,the nore likely the interface is to be used to forward data
traffic. Costs are also associated with the externally derived
routing data (e.g., the BGP-|earned routes).

The directed graph resulting fromthe map in Figure 2 is depicted in
Figure 3. Arcs are labelled with the cost of the correspondi ng
router output interface. Arcs having no |l abelled cost have a cost of
0. Note that arcs leading fromnetworks to routers always have cost
0; they are significant nonetheless. Note also that the externally
derived routing data appears on the graph as stubs.
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Figure 3: The resulting directed graph

Net wor ks and routers are represented by vertices.
An edge of cost X connects Vertex A to Vertex B iff
the intersection of Colum A and Row B i s marked
with an X

The |ink-state database is pieced together fromLSAs generated by the
routers. In the associated graphical representation, the

nei ghbor hood of each router or transit network is represented in a
single, separate LSA. Figure 4 shows these LSAs graphically. Router
RT12 has an interface to two broadcast networks and a SLIP line to a
host. Network N6 is a broadcast network with three attached routers.
The cost of all links fromNetwork N6 to its attached routers is O.
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Note that the LSA for Network N6 is actually generated by one of the
network’s attached routers: the router that has been el ected
Desi gnhat ed Router for the network.

2.2. The shortest-path tree

Moy

When no OSPF areas are configured, each router in the Autononous
System has an identical |ink-state database, leading to an identica
graphi cal representation. A router generates its routing table from
this graph by calculating a tree of shortest paths with the router
itself as root. Cbviously, the shortest- path tree depends on the
router doing the calculation. The shortest-path tree for Router RT6
in our exanple is depicted in Figure 5.

The tree gives the entire path to any destinati on network or host.
However, only the next hop to the destination is used in the
forwardi ng process. Note al so that the best route to any router has
al so been calculated. For the processing of external data, we note
the next hop and distance to any router advertising external routes.
The resulting routing table for Router RT6 is pictured in Table 2.
Note that there is a separate route for each end of a numnbered

point-to-point network (in this case, the serial |ine between Routers
RT6 and RT10).

** FROME * ** FROME *
| RT12| N9| N10| H1| | RT9| RT11| RT12| N9

K e e e e e e e e e = - K o e e e e e e e e e — = -
* RT12| I N * RO | |10 |
T NofL | T RM11] | | |0 |
O N10] 2 | ] | ] O RT12| | | |0
L N L I N
* *

RT12’ s router-LSA N9’ s net wor k- LSA

Figure 4: Individual link state conponents

Net wor ks and routers are represented by vertices.
An edge of cost X connects Vertex A to Vertex B iff
the intersection of Colum A and Row B is marked
with an X
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July 1997

Edges that are not marked with a cost have a cost of of zero (these

are network-to-router |inks).

information that is considered in Section 2.3
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Destination Next Hop Di st ance

N1 RT3 10
N2 RT3 10
N3 RT3 7
N4 RT3 8
Ib * 7
Il a RT10 12
N6 RT10 8
N7 RT10 12
N8 RT10 10
N9 RT10 11
N10 RT10 13
N11 RT10 14
H1 RT10 21
RT5 RT5 6
RT7 RT10 8

Tabl e 2: The portion of Router RT6's routing table listing |oca
desti nati ons.

Routes to networks belonging to other AS es (such as N12) appear as
dashed lines on the shortest path tree in Figure 5. Use of this
externally derived routing information is considered in the next
section.

2.3. Use of external routing information

After the tree is created the external routing information is

exam ned. This external routing infornmation may originate from

anot her routing protocol such as BGP, or be statically configured
(static routes). Default routes can also be included as part of the
Aut ononpbus Systemi s external routing information

External routing information is flooded unaltered throughout the AS.
In our exanple, all the routers in the Autononpbus System know t hat
Router RT7 has two external routes, with netrics 2 and 9.

OSPF supports two types of external nmetrics. Type 1 external netrics
are expressed in the same units as OSPF interface cost (i.e., in
terns of the link state netric). Type 2 external netrics are an
order of nmagnitude larger; any Type 2 netric is considered greater
than the cost of any path internal to the AS. Use of Type 2 externa
metrics assunes that routing between AS es is the major cost of
routi ng a packet, and elimnates the need for conversion of externa
costs to internal link state netrics.
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As an exanple of Type 1 external netric processing, suppose that the
Routers RT7 and RT5 in Figure 2 are advertising Type 1 externa
nmetrics. For each advertised external route, the total cost from
Router RT6 is calculated as the sumof the external route’s
advertised cost and the distance from Router RT6 to the advertising
router. When two routers are advertising the sane externa
destination, RT6 picks the advertising router providing the mninum
total cost. RT6 then sets the next hop to the external destination
equal to the next hop that would be used when routing packets to the
chosen advertising router.

In Figure 2, both Router RT5 and RT7 are advertising an externa
route to destination Network N12. Router RT7 is preferred since it
is advertising N12 at a distance of 10 (8+2) to Router RT6, which is
better than Router RT5' s 14 (6+8). Table 3 shows the entries that
are added to the routing table when external routes are exani ned:

Destination Next Hop Di st ance

N12 RT10 10
N13 RT5 14
N14 RT5 14
N15 RT10 17

Tabl e 3: The portion of Router RT6’s routing table
listing external destinations.

Processing of Type 2 external netrics is sinpler. The AS boundary
router advertising the smallest external nmetric is chosen, regardless
of the internal distance to the AS boundary router. Suppose in our
exanpl e both Router RT5 and Router RT7 were advertising Type 2
external routes. Then all traffic destined for Network N12 woul d be
forwarded to Router RT7, since 2 < 8. Wen several equal -cost Type 2
routes exist, the internal distance to the advertising routers is
used to break the tie.

Both Type 1 and Type 2 external netrics can be present in the AS at
the sane tine. |In that event, Type 1 external netrics always take
pr ecedence.

This section has assuned that packets destined for externa
destinations are always routed through the advertising AS boundary
router. This is not always desirable. For exanple, suppose in
Figure 2 there is an additional router attached to Network N6, called
Rout er RTX. Suppose further that RTX does not participate in OSPF
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routing, but does exchange BGP infornmation with the AS boundary
router RT7. Then, Router RT7 would end up advertising OSPF externa
routes for all destinations that should be routed to RTX. An extra
hop will sonetines be introduced if packets for these destinations
need al ways be routed first to Router RT7 (the advertising router).

To deal with this situation, the OSPF protocol allows an AS boundary
router to specify a "forwarding address" in its AS- external -LSAs. In
t he above exanple, Router RT7 would specify RTX s | P address as the
"forwardi ng address” for all those destinations whose packets shoul d
be routed directly to RTX

The "forwardi ng address" has one other application. 1t enables
routers in the Autononmpus Systenis interior to function as "route
servers". For exanple, in Figure 2 the router RT6 could becone a

route server, gaining external routing information through a

combi nation of static configuration and external routing protocols.
RT6 woul d then start advertising itself as an AS boundary router, and
woul d originate a collection of OSPF AS-external -LSAs. In each AS-
external -LSA, Router RT6 woul d specify the correct Autononous System
exit point to use for the destination through appropriate setting of
the LSA's "forwardi ng address” field.

2.4. Equal -cost nultipath

The above di scussion has been sinplified by considering only a single
route to any destination. |In reality, if multiple equal-cost routes
to a destination exist, they are all discovered and used. This
requires no conceptual changes to the algorithm and its discussion

i s postponed until we consider the tree-building process in nore
detail.

Wth equal cost nultipath, a router potentially has several available
next hops towards any given destination

3. Splitting the AS into Areas

OSPF al l ows col |l ections of contiguous networks and hosts to be
grouped together. Such a group, together with the routers having
interfaces to any one of the included networks, is called an area.
Each area runs a separate copy of the basic link-state routing
algorithm This neans that each area has its own |ink-state database
and correspondi ng graph, as explained in the previous section.

The topol ogy of an area is invisible fromthe outside of the area.
Conversely, routers internal to a given area know nothing of the
detail ed topol ogy external to the area. This isolation of know edge
enabl es the protocol to effect a marked reduction in routing traffic
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as conpared to treating the entire Autononobus Systemas a single
link-state donain

Wth the introduction of areas, it is no longer true that all routers
in the AS have an identical |ink-state database. A router actually
has a separate |ink-state database for each area it is connected to.
(Routers connected to multiple areas are called area border routers).
Two routers belonging to the same area have, for that area, identica
area |ink-state databases

Routing in the Autononbus Systemtakes place on two | evels, depending
on whet her the source and destination of a packet reside in the sane
area (intra-area routing is used) or different areas (inter-area
routing is used). In intra-area routing, the packet is routed solely
on information obtained within the area; no routing information
obt ai ned fromoutside the area can be used. This protects intra-area
routing fromthe injection of bad routing information. W discuss
inter-area routing in Section 3.2.

3.1. The backbone of the Autononmous System

The OSPF backbone is the special OSPF Area 0 (often witten as Area
0.0.0.0, since OSPF Area ID s are typically formatted as IP
addresses). The OSPF backbone al ways contains all area border
routers. The backbone is responsible for distributing routing

i nformation between non-backbone areas. The backbone nust be
contiguous. However, it need not be physically contiguous; backbone
connectivity can be established/ mai ntained through the configuration
of virtual links.

Virtual links can be configured between any two backbone routers that
have an interface to a common non-backbone area. Virtual |inks

bel ong to the backbone. The protocol treats two routers joined by a
virtual link as if they were connected by an unnunbered point-to-
poi nt backbone network. On the graph of the backbone, two such
routers are joined by arcs whose costs are the intra-area di stances
between the two routers. The routing protocol traffic that flows
along the virtual link uses intra-area routing only.

3.2. Inter-area routing

When routing a packet between two non-backbone areas the backbone is
used. The path that the packet will travel can be broken up into
three contiguous pieces: an intra-area path fromthe source to an
area border router, a backbone path between the source and
destination areas, and then another intra-area path to the
destination. The algorithmfinds the set of such paths that have the
smal | est cost.
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3. 3.

Moy

Looking at this another way, inter-area routing can be pictured as
forcing a star configuration on the Autononmous System with the
backbone as hub and each of the non-backbone areas as spokes.

The t opol ogy of the backbone dictates the backbone pat hs used between
areas. The topol ogy of the backbone can be enhanced by adding
virtual links. This gives the system adninistrator sone control over
the routes taken by inter-area traffic.

The correct area border router to use as the packet exits the source
area is chosen in exactly the sane way routers advertising externa
routes are chosen. Each area border router in an area sunmarizes for
the area its cost to all networks external to the area. After the
SPF tree is calculated for the area, routes to all inter-area
destinations are cal cul ated by examnmining the summaries of the area
border routers.

Cl assification of routers

Before the introduction of areas, the only OSPF routers having a
speci ali zed function were those advertising external routing

i nformati on, such as Router RT5 in Figure 2. Wen the ASis split
into OSPF areas, the routers are further divided according to
function into the follow ng four overl appi ng categories:

Internal routers
A router with all directly connected networks belonging to the
same area. These routers run a single copy of the basic routing
al gorithm

Area border routers
A router that attaches to multiple areas. Area border routers run
mul tiple copies of the basic algorithm one copy for each attached
area. Area border routers condense the topol ogical information of
their attached areas for distribution to the backbone. The
backbone in turn distributes the information to the other areas.

Backbone routers
A router that has an interface to the backbone area. This
includes all routers that interface to nore than one area (i.e.
area border routers). However, backbone routers do not have to be
area border routers. Routers with all interfaces connecting to
t he backbone area are supported.
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3. 4.

Moy

AS boundary routers
A router that exchanges routing information with routers bel ongi ng
to other Autononous Systems. Such a router advertises AS externa
routing information throughout the Autononbus System The paths
to each AS boundary router are known by every router in the AS
This classification is conpletely independent of the previous
classifications: AS boundary routers may be internal or area
border routers, and may or nmay not participate in the backbone.

A sanpl e area configuration

Figure 6 shows a sanple area configuration. The first area consists
of networks N1-N4, along with their attached routers RT1-RT4. The
second area consists of networks N6-N8, along with their attached
routers RT7, RT8, RT10 and RT11. The third area consists of networks
N9-N11 and Host H1l, along with their attached routers RT9, RT11 and
RT12. The third area has been configured so that networks N9-N11 and
Host HL will all be grouped into a single route, when advertised
external to the area (see Section 3.5 for nore details).

In Figure 6, Routers RT1, RT2, RT5, RT6, RT8, RT9 and RT12 are
internal routers. Routers RT3, RT4, RT7, RT10 and RT11 are area
border routers. Finally, as before, Routers RT5 and RT7 are AS
boundary routers.

Figure 7 shows the resulting |ink-state database for the Area 1. The
figure conpletely describes that area’s intra-area routing.
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Figure 6: A sanmple OSPF area configuration
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It also shows the conplete view of the internet for the two interna
routers RT1 and RT2. It is the job of the area border routers, RT3
and RT4, to advertise into Area 1 the distances to all destinations
external to the area. These are indicated in Figure 7 by the dashed
stub routes. Also, RT3 and RT4 nust advertise into Area 1 the

| ocation of the AS boundary routers RT5 and RT7. Finally, AS
external -LSAs from RT5 and RT7 are fl ooded throughout the entire AS,
and in particular throughout Area 1. These LSAs are included in Area
1's database, and yield routes to Networks N12-N15.

Routers RT3 and RT4 nust al so summarize Area 1's topol ogy for
distribution to the backbone. Their backbone LSAs are shown in Table
4. These sumaries show which networks are contained in Area 1
(i.e., Networks N1-N4), and the distance to these networks fromthe
routers RT3 and RT4 respectively.

The |ink-state database for the backbone is shown in Figure 8. The
set of routers pictured are the backbone routers. Router RT1l is a
backbone router because it belongs to two areas. |In order to nake
t he backbone connected, a virtual |ink has been configured between
Routers R10 and R11.

The area border routers RT3, RT4, RT7, RT10 and RT11l condense the
routing information of their attached non-backbone areas for

di stribution via the backbone; these are the dashed stubs that appear
in Figure 8. Renenber that the third area has been configured to
condense Networks N9-N11 and Host Hl into a single route. This
yields a single dashed line for networks N9-N11 and Host Hl in Figure
8. Routers RT5 and RT7 are AS boundary routers; their externally
derived infornmation al so appears on the graph in Figure 8 as stubs.

Net wor k RT3 adv. RT4 adv.

N1 4 4
N2 4 4
N3 1 1
N4 2 3

Tabl e 4: Networks advertised to the backbone
by Routers RT3 and RT4.
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Figure 7: Area 1's Database.

Net wor ks and routers are represented by vertices.

An edge of cost X connects Vertex A to Vertex B iff

the intersection of Colum A and Row B i s marked
with an X
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Fi gure 8: The backbone’ s dat abase.

Net works and routers are represented by vertices.
An edge of cost X connects Vertex A to Vertex B iff
the intersection of Colum A and Row B i s marked
with an X

The backbone enabl es the exchange of summary information between area
border routers. Every area border router hears the area summaries
fromall other area border routers. It then forns a picture of the
di stance to all networks outside of its area by exanining the

coll ected LSAs, and adding in the backbone di stance to each
advertising router.

Agai n using Routers RT3 and RT4 as an exanple, the procedure goes as
follows: They first calculate the SPF tree for the backbone. This
gives the distances to all other area border routers. Also noted are
the distances to networks (la and Ib) and AS boundary routers (RT5
and RT7) that belong to the backbone. This calculation is shown in
Tabl e 5.
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Next, by looking at the area summaries fromthese area border

routers, RT3 and RT4 can determine the distance to all networks
outside their area. These distances are then advertised internally
to the area by RT3 and RT4. The advertisenents that Router RT3 and
RT4 will make into Area 1 are shown in Table 6. Note that Table 6
assunes that an area range has been configured for the backbone which
groups la and Ib into a single LSA

The information inported into Area 1 by Routers RT3 and RT4 enabl es
an internal router, such as RT1l, to choose an area border router
intelligently. Router RT1 would use RT4 for traffic to Network N6
RT3 for traffic to Network N10, and woul d | oad share between the two
for traffic to Network NB8.

dist from dist from

RT3 RT4
to RT3 * 21
to RT4 22 *
to RIT7 20 14
to RT10 15 22
to RT11 18 25
to la 20 27
to Ib 15 22
to RIT5 14 8
to RIT7 20 14

Tabl e 5: Backbone di stances cal cul at ed
by Routers RT3 and RT4.

Desti nati on RT3 adv. RT4 adv.

la, b 20 27
N6 16 15
N7 20 19
N8 18 18
N9- N11, H1 29 36
RT5 14 8
RT7 20 14

Tabl e 6: Destinations advertised into Area 1
by Routers RT3 and RT4.
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Router RT1 can also deternmine in this nmanner the shortest path to the
AS boundary routers RT5 and RT7. Then, by | ooking at RT5 and RT7’s
AS-external - LSAs, Router RT1 can deci de between RT5 or RT7 when
sending to a destination in another Autononous System (one of the

net wor ks N12- N15).

Note that a failure of the |ine between Routers RT6 and RT10 wil |
cause the backbone to becone disconnected. Configuring a virtua
Iink between Routers RT7 and RT10 will give the backbone nore
connectivity and nore resistance to such failures.

3.5. | P subnetting support

OSPF attaches an | P address nmask to each advertised route. The mask
i ndi cates the range of addresses being described by the particul ar
route. For exanple, a summary-LSA for the destination 128.185.0.0
with a mask of Oxffff0000 actually is describing a single route to
the collection of destinations 128.185.0.0 - 128.185. 255. 255.
Simlarly, host routes are always advertised with a mask of
oxffffffff, indicating the presence of only a single destination

I ncluding the mask with each adverti sed destinati on enables the

i npl ement ation of what is comonly referred to as variable-length
subnetting. This neans that a single IP class A, B, or C network
nunber can be broken up into nmany subnets of various sizes. For
exanpl e, the network 128.185.0.0 coul d be broken up into 62

vari abl e-si zed subnets: 15 subnets of size 4K, 15 subnets of size
256, and 32 subnets of size 8. Table 7 shows sone of the resulting
net wor k addresses together with their masks.

Net wor k addr ess | P address nmask Subnet size
128. 185.16.0 oxfffffo0O 4K
128.185.1.0 oxffffffoo 256
128.185.0.8 Oxfffffff8 8

Tabl e 7: Sone sanpl e subnet sizes.

There are many possible ways of dividing up a class A, B, and C
network into variable sized subnets. The precise procedure for doing
so is beyond the scope of this specification. This specification
however establishes the follow ng guideline: Wien an | P packet is
forwarded, it is always forwarded to the network that is the best
match for the packet’s destination. Here best match is synonynous
with the |l ongest or nost specific natch. For exanple, the default
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route with destination of 0.0.0.0 and nask 0x00000000 is always a
match for every IP destination. Yet it is always |ess specific than
any other match. Subnet nasks must be assigned so that the best
match for any |P destination is unanbi guous.

Attaching an address mask to each route al so enabl es the support of

| P supernetting. For exanple, a single physical network segnent could
be assigned the [address, mask] pair [192.9.4.0,0xfffffc00]. The
segrment woul d then be single | P network, containing addresses from
the four consecutive class C network nunbers 192.9.4.0 through
192.9.7.0. Such addressing is now becom ng commonpl ace with the
advent of CIDR (see [Ref10]).

In order to get better aggregation at area boundaries, area address
ranges can be enployed (see Section C. 2 for nore details). Each
address range is defined as an [address, mask] pair. Many separate
networ ks may then be contained in a single address range, just as a
subnetted network is conposed of nany separate subnets. Area border
routers then sunmarize the area contents (for distribution to the
backbone) by advertising a single route for each address range. The
cost of the route is the maxi mum cost to any of the networks falling
in the specified range.

For exanple, an IP subnetted network might be configured as a single
OSPF area. In that case, a single address range could be configured
a class A, B, or C network number along with its natural |P mask.

I nside the area, any nunber of variable sized subnets could be
defined. However, external to the area a single route for the entire
subnetted network woul d be distributed, hiding even the fact that the
network is subnetted at all. The cost of this route is the maxi num
of the set of costs to the conponent subnets.

3.6. Supporting stub areas

In sone Autonomous Systems, the majority of the |ink-state database
may consist of AS-external-LSAs. An OSPF AS-external -LSA is usually
fl ooded throughout the entire AS. However, OSPF allows certain areas
to be configured as "stub areas". AS-external-LSAs are not fl ooded

i nto/throughout stub areas; routing to AS external destinations in
these areas is based on a (per-area) default only. This reduces the
i nk-state database size, and therefore the nmenory requirenents, for
a stub area’s internal routers

In order to take advantage of the OSPF stub area support, default
routing nust be used in the stub area. This is acconplished as
follows. One or nore of the stub area’s area border routers nust
advertise a default route into the stub area via sunmary-LSAs. These
summary defaults are flooded throughout the stub area, but no
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further. (For this reason these defaults pertain only to the
particular stub area). These sumary default routes will be used for
any destination that is not explicitly reachable by an intra-area or
inter-area path (i.e., AS external destinations).

An area can be configured as a stub when there is a single exit point
fromthe area, or when the choice of exit point need not be nade on a
per-external -destination basis. For exanple, Area 3 in Figure 6
could be configured as a stub area, because all external traffic nust
travel though its single area border router RT11. |If Area 3 were
configured as a stub, Router RT11 would advertise a default route for
distribution inside Area 3 (in a summary-LSA), instead of flooding
the AS-external -LSAs for Networks N12-N15 into/throughout the area.

The OSPF protocol ensures that all routers belonging to an area agree
on whether the area has been configured as a stub. This guarantees
that no confusion will arise in the flooding of AS-external-LSAs.

There are a couple of restrictions on the use of stub areas. Virtua
I inks cannot be configured through stub areas. |In addition, AS
boundary routers cannot be placed internal to stub areas.

3. 7. Partitions of areas

OSPF does not actively attenpt to repair area partitions. Wen an
area becones partitioned, each conponent sinply becones a separate
area. The backbone then performs routing between the new areas.
Some destinations reachable via intra-area routing before the
partition will now require inter-area routing.

However, in order to naintain full routing after the partition, an
address range nust not be split across nultiple conmponents of the

area partition. Al so, the backbone itself nust not partition. If it
does, parts of the Autononobus Systemwi ||l becone unreachabl e.
Backbone partitions can be repaired by configuring virtual |inks (see
Section 15).

Anot her way to think about area partitions is to | ook at the

Aut ononobus System graph that was introduced in Section 2. Area |IDs
can be viewed as colors for the graph’s edges.[1] Each edge of the
graph connects to a network, or is itself a point-to-point network.
In either case, the edge is colored with the network’s Area ID.

A group of edges, all having the sanme color, and interconnected by
vertices, represents an area. |f the topology of the Autononmous
Systemis intact, the graph will have several regions of color, each
color being a distinct Area ID
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When the AS topol ogy changes, one of the areas nay becone
partitioned. The graph of the AS will then have nultiple regions of
the sane color (Area ID). The routing in the Autononmous Systemwi ||
continue to function as long as these regi ons of sane color are
connected by the single backbone region

4. Functional Sunmary

A separate copy of OSPF s basic routing algorithmruns in each area.
Routers having interfaces to nultiple areas run nmultiple copies of
the algorithm A brief summary of the routing algorithmfollows.

When a router starts, it first initializes the routing protocol data
structures. The router then waits for indications fromthe | ower-
| evel protocols that its interfaces are functional

A router then uses the OSPF' s Hell o Protocol to acquire nei ghbors.
The router sends Hello packets to its neighbors, and in turn receives
their Hello packets. On broadcast and point-to-point networks, the
router dynanmically detects its neighboring routers by sending its
Hel | o packets to the nulticast address Al SPFRouters. On non-
broadcast networks, some configuration information may be necessary
in order to discover neighbors. On broadcast and NBMA networks the
Hell o Protocol also elects a Designated router for the network.

The router will attenpt to form adjacencies with some of its newy
acqui red nei ghbors. Link-state databases are synchroni zed between
pairs of adjacent routers. On broadcast and NBMA networks, the

Desi gnat ed Rout er determ nes which routers shoul d becone adjacent.

Adj acenci es control the distribution of routing information. Routing
updates are sent and received only on adjacenci es.

A router periodically advertises its state, which is also called link
state. Link state is also advertised when a router’s state changes.
A router’s adjacencies are reflected in the contents of its LSAs.
This relationship between adjacencies and link state allows the
protocol to detect dead routers in a tinely fashion

LSAs are flooded throughout the area. The flooding algorithmis
reliable, ensuring that all routers in an area have exactly the sane
i nk-state database. This database consists of the collection of
LSAs originated by each router belonging to the area. Fromthis

dat abase each router calculates a shortest-path tree, with itself as
root. This shortest-path tree in turn yields a routing table for the
pr ot ocol
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4.1. Inter-area routing

The previous section described the operation of the protocol within a
single area. For intra-area routing, no other routing information is
pertinent. In order to be able to route to destinations outside of
the area, the area border routers inject additional routing
information into the area. This additional information is a
distillation of the rest of the Autononobus Systenis topol ogy.

This distillation is acconplished as foll ows: Each area border router
is by definition connected to the backbone. Each area border router
sunmari zes the topology of its attached non-backbone areas for

transm ssion on the backbone, and hence to all other area border
routers. An area border router then has conpl ete topol ogi ca

i nformation concerning the backbone, and the area summaries from each
of the other area border routers. Fromthis information, the router
calcul ates paths to all inter-area destinations. The router then
advertises these paths into its attached areas. This enables the
area’s internal routers to pick the best exit router when forwarding
traffic inter-area destinations

4.2. AS external routes

Routers that have information regardi ng ot her Autononous Systens can
flood this information throughout the AS. This external routing
information is distributed verbatimto every participating router
There is one exception: external routing information is not flooded
into "stub" areas (see Section 3.6).

To utilize external routing information, the path to all routers
advertising external infornmation nust be known throughout the AS
(excepting the stub areas). For that reason, the |ocations of these
AS boundary routers are sumari zed by the (non-stub) area border
routers.

4.3. Routing protocol packets

The OSPF protocol runs directly over IP, using IP protocol 89. OSPF
does not provide any explicit fragnmentation/reassenbly support. Wen
fragmentation is necessary, |IP fragnentation/reassenbly is used.

OSPF protocol packets have been designed so that |arge protoco
packets can generally be split into several snaller protocol packets.
This practice is recomended; |P fragnentation should be avoi ded
whenever possible.

Routi ng protocol packets should al ways be sent with the IP TGS field

set to 0. |If at all possible, routing protocol packets should be
gi ven preference over regular IP data traffic, both when being sent
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and received. As an aid to acconplishing this, OSPF protocol packets
shoul d have their | P precedence field set to the val ue |Internetwork
Control (see [Refb]).

Al'l OSPF protocol packets share a common protocol header that is
described in Appendix A. The OSPF packet types are listed belowin
Table 8. Their fornats are al so described in Appendi x A

Type Packet nane
Prot ocol function

1 Hel | o Di scover/ nmai ntain nei ghbors
2 Dat abase Descri ption Summari ze dat abase contents
3 Li nk St ate Request Dat abase downl oad

4 Li nk State Update Dat abase updat e

5 Li nk State Ack Fl oodi ng acknow edgment

Tabl e 8: OSPF packet types

OSPF' s Hell o protocol uses Hello packets to discover and maintain

nei ghbor relationships. The Database Description and Link State
Request packets are used in the forning of adjacencies. OSPF s
reliable update nmechanismis inplenmented by the Link State Update and
Li nk State Acknow edgnent packets.

Each Link State Update packet carries a set of new link state
adverti senents (LSAs) one hop further away fromtheir point of
origination. A single Link State Update packet may contain the LSAs
of several routers. Each LSAis tagged with the ID of the
originating router and a checksumof its link state contents. Each
LSA al so has a type field; the different types of OSPF LSAs are
listed below in Table 9.

OSPF routing packets (with the exception of Hellos) are sent only
over adjacencies. This nmeans that all OSPF protocol packets travel a
single I P hop, except those that are sent over virtual adjacencies.
The |1 P source address of an OSPF protocol packet is one end of a

rout er adjacency, and the I P destination address is either the other
end of the adjacency or an IP nulticast address.
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LS LSA LSA description
type nanme

July 1997

1 Rout er - LSAs Oiginated by all routers.
This LSA descri bes
the collected states of the
router’s interfaces to an
area. Flooded throughout a
single area only.

2 Net wor k- LSAs Oiginated for broadcast
and NBMVA networ ks by
the Designated Router. This
LSA contains the
list of routers connected
to the network. Flooded

t hroughout a single area only.

3,4 Sunmmar y- LSAs Origi nated by area border
routers, and flooded through-
out the LSA s associ ated
area. Each summary-LSA
describes a route to a
destination outside the area,
yet still inside the AS
(i.e., an inter-area route).
Type 3 sunmary-LSAs descri be
routes to networks. Type 4
sunmar y- LSAs descri be

routes to AS boundary routers.

5 AS- ext er nal - LSAs Oiginated by AS boundary
routers, and flooded through-
out the AS. Each
AS- ext ernal - LSA descri bes
aroute to a destination in
anot her Aut ononous System
Default routes for the AS can
al so be described by
AS- ext er nal - LSAs.

Table 9: OSPF link state advertisenents (LSAs)
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4.4,

Moy

Basic i nplenentation requirenments
An inplenentation of OSPF requires the follow ng pieces of system
support:
Timers

Two different kind of tiners are required. The first kind, called
"single shot timers", fire once and cause a protocol event to be
processed. The second kind, called "interval timers", fire at
continuous intervals. These are used for the sending of packets
at regular intervals. A good exanple of this is the regul ar
broadcast of Hell o packets. The granularity of both kinds of
timers is one second.

Interval timers should be inplenented to avoid drift. In sone
router inplenentations, packet processing can affect tinmer
execution. Wen nultiple routers are attached to a single
network, all doing broadcasts, this can lead to the
synchroni zati on of routing packets (which should be avoided). |If
timers cannot be inplenented to avoid drift, small random anounts
shoul d be added to/subtracted fromthe interval tiner at each
firing.

mul ti cast

Certain OSPF packets take the formof IP nulticast datagrans.
Support for receiving and sending |IP multicast datagrans, along
with the appropriate |ower-Ievel protocol support, is required.
The 1P multicast datagrans used by OSPF never travel nore than one
hop. For this reason, the ability to forward IP mnulticast
datagrans is not required. For information on |IP nmulticast, see

[ Ref 7].

Vari abl e-1 engt h subnet support

The router’s | P protocol support must include the ability to
divide a single IP class A, B, or C network nunber into nmany
subnets of various sizes. This is commonly called variable-length
subnetting; see Section 3.5 for details.

supernetting support

The router’s | P protocol support must include the ability to
aggregate contiguous collections of IP class A B, and C networks
into larger quantities called supernets. Supernetting has been
proposed as one way to inprove the scaling of IProuting in the
wor| dwi de Internet. For nore information on | P supernetting, see
[ Ref 10] .
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Lower -1 evel protocol support
The lower level protocols referred to here are the network access
protocols, such as the Ethernet data link layer. Indications nust
be passed fromthese protocols to OSPF as the network interface
goes up and down. For exanple, on an ethernet it would be
val uabl e to know when the ethernet transceiver cabl e becones
unpl ugged.

Non- br oadcast | ower-1evel protocol support
On non- broadcast networks, the OSPF Hell o Protocol can be aided by
providing an indication when an attenpt is made to send a packet
to a dead or non-existent router. For exanple, on an X. 25 PDN a
dead nei ghboring router may be indicated by the reception of a
X. 25 clear with an appropriate cause and di agnostic, and this
i nformati on woul d be passed to OSPF.

Li st mani pulation primtives
Much of the OSPF functionality is described in terns of its
operation on lists of LSAs. For exanple, the collection of LSAs
that will be retransnmitted to an adjacent router unti
acknow edged are described as a list. Any particular LSA may be
on many such lists. An OSPF inplenentation needs to be able to
mani pul ate these lists, adding and del eting constituent LSAs as
necessary.

Taski ng support
Certain procedures described in this specification invoke other
procedures. At tines, these other procedures should be executed
in-line, that is, before the current procedure is finished. This
is indicated in the text by instructions to execute a procedure.
At other tines, the other procedures are to be executed only when
the current procedure has finished. This is indicated by
instructions to schedule a task

4.5. Optional OSPF capabilities

The OSPF protocol defines several optional capabilities. A router

i ndi cates the optional capabilities that it supports in its OSPF
Hel | o packets, Database Description packets and in its LSAs. This
enabl es routers supporting a mx of optional capabilities to coexist
in a single Autononpbus System

Sonme capabilities nust be supported by all routers attached to a
specific area. In this case, a router will not accept a neighbor’s
Hell o Packet unless there is a match in reported capabilities (i.e.

a capability msmatch prevents a nei ghbor relationship fromformng).
An exanple of this is the External RoutingCapability (see bel ow).
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O her capabilities can be negotiated during the Database Exchange
process. This is acconplished by specifying the optiona

capabilities in Database Description packets. A capability mismatch
with a neighbor in this case will result in only a subset of the link
state database bei ng exchanged between the two nei ghbors.

The routing table build process can also be affected by the
presence/ absence of optional capabilities. For exanple, since the
optional capabilities are reported in LSAs, routers incapabl e of
certain functions can be avoi ded when building the shortest path
tree.

The OSPF optional capabilities defined in this meno are |isted bel ow
See Section A 2 for nore infornmation.

Ext er nal Rout i ngCapability
Entire OSPF areas can be configured as "stubs" (see Section 3.6).
AS-external -LSAs will not be flooded into stub areas. This
capability is represented by the E-bit in the OSPF Options field
(see Section A 2). In order to ensure consistent configuration of
stub areas, all routers interfacing to such an area nust have the
E-bit clear in their Hello packets (see Sections 9.5 and 10.5).

5. Protocol Data Structures

The OSPF protocol is described herein in terms of its operation on
various protocol data structures. The following list conprises the
top-level OSPF data structures. Any initialization that needs to be
done is noted. OSPF areas, interfaces and nei ghbors al so have
associ ated data structures that are described later in this

speci fication.

Router ID
A 32-bit nunber that uniquely identifies this router in the AS
One possible inplementation strategy would be to use the small est
IP interface address belonging to the router. If a router’s OSPF
Router IDis changed, the router’s OSPF software shoul d be

restarted before the new Router ID takes effect. |In this case the
router should flush its self-originated LSAs fromthe routing
domain (see Section 14.1) before restarting, or they will persist

for up to MaxAge m nutes.

Area structures
Each one of the areas to which the router is connected has its own
data structure. This data structure describes the working of the
basi ¢ OSPF al gorithm Renenber that each area runs a separate
copy of the basic OSPF al gorithm
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Backbone (area) structure
The OSPF backbone area is responsible for the dissenination of
inter-area routing information.

Virtual |inks configured
The virtual links configured with this router as one endpoint. In
order to have configured virtual links, the router itself nust be
an area border router. Virtual links are identified by the Router
I D of the other endpoint -- which is another area border router
These two endpoint routers nust be attached to a conmon area,
called the virtual link’s Transit area. Virtual |inks are part of
t he backbone, and behave as if they were unnunbered point-to-point
net wor ks between the two routers. A virtual link uses the intra-

area routing of its Transit area to forward packets. Virtua
links are brought up and down through the building of the
shortest-path trees for the Transit area

Li st of external routes
These are routes to destinations external to the Autononous
System that have been gained either through direct experience
wi th anot her routing protocol (such as BGP), or through
configuration information, or through a conbination of the two
(e.g., dynamc external information to be advertised by OSPF wth
configured netric). Any router having these external routes is
called an AS boundary router. These routes are advertised by the
router into the OSPF routing donain via AS-external - LSAs.

Li st of AS-external-LSAs
Part of the link-state database. These have originated fromthe
AS boundary routers. They conprise routes to destinations
external to the Autononbus System Note that, if the router is
itself an AS boundary router, sonme of these AS-external-LSAs have
been sel f-origi nat ed.

The routing table
Derived fromthe link-state database. Each entry in the routing
table is indexed by a destination, and contains the destination’s
cost and a set of paths to use in forwarding packets to the
destination. A path is described by its type and next hop. For
nmore information, see Section 11
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Figure 9 shows the collection of data structures present in a typica
router. The router pictured is RT10, fromthe map in Figure 6. Note
that Router RT10 has a virtual link configured to Router RT11, with
Area 2 as the link’s Transit area. This is indicated by the dashed
line in Figure 9. Wen the virtual |ink becones active, through the
buil ding of the shortest path tree for Area 2, it becones an
interface to the backbone (see the two backbone interfaces depicted

in Figure 9).
+--- -+
| RT10| ------ +
+--- -+ | - +
/ \ | Routing Table
/ \ R +
/ \
[ + / \ [ S +
| Area 2|---+ +- - - | Backbone
o e oo - FEEEE R R R N o e e e oo - +
/ \ * / \
/ \ * / \
[ S +  Fe-em- o - + B SR + B SR +
|Interface| |Interface| | Virtual Link| [Interface Ib
| toN6 | | to N8 | | to RT11 | S +
S RS + eemmmaaaa + S RS +
I\ | | |
/ \ | | |
[ + - - - + | B TS + B SR +
| Nei ghbor| | Nei ghbor| | | Nei ghbor RT11]| | Nei ghbor RT6
| RTS8 | | RT7 | R + R +
Fommemm e + e-mmeaas +
+----! -------- +
| Nei ghbor RT11
S +

Figure 9: Router RT10's Data structures

6. The Area Data Structure

The area data structure contains all the information used to run the
basi ¢ OSPF routing algorithm Each area maintains its own link-state
dat abase. A network belongs to a single area, and a router interface
connects to a single area. Each router adjacency al so belongs to a
singl e area.
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The OSPF backbone is the special OSPF area responsible for
di sseminating inter-area routing information.

The area link-state database consists of the collection of router-
LSAs, networ k-LSAs and summary-LSAs that have originated fromthe
area’s routers. This information is flooded throughout a single area
only. The list of AS-external -LSAs (see Section 5) is al so considered
to be part of each area’ s |ink-state database

Area ID
A 32-bit nunber identifying the area. The Area ID of 0.0.0.0 is
reserved for the backbone.

Li st of area address ranges
In order to aggregate routing informati on at area boundaries, area
address ranges can be enpl oyed. Each address range is specified by
an [address, mask] pair and a status indication of either Advertise
or DoNot Advertise (see Section 12.4.3).

Associ ated router interfaces
This router’s interfaces connecting to the area. A router
interface belongs to one and only one area (or the backbone). For
t he backbone area this list includes all the virtual links. A
virtual link is identified by the Router ID of its other endpoint;
its cost is the cost of the shortest intra-area path through the
Transit area that exists between the two routers.

Li st of router-LSAs
A router-LSA is generated by each router in the area. It
describes the state of the router’s interfaces to the area.

Li st of network-LSAs
One network-LSA is generated for each transit broadcast and NBVA
network in the area. A network-LSA describes the set of routers
currently connected to the network.

Li st of summary-LSAs
Summary-LSAs originate fromthe area’s area border routers. They
describe routes to destinations internal to the Autononous System
yet external to the area (i.e., inter-area destinations).

Shortest-path tree
The shortest-path tree for the area, with this router itself as
root. Derived fromthe collected router-LSAs and networ k- LSAs by
the Dijkstra algorithm (see Section 16.1).
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TransitCapability
Thi s paraneter indicates whether the area can carry data traffic
that neither originates nor termnates in the area itself. This
paraneter is calculated when the area’s shortest-path tree is
built (see Section 16.1, where TransitCapability is set to TRUE if
and only if there are one or nore fully adjacent virtual |inks
using the area as Transit area), and is used as an input to a
subsequent step of the routing table build process (see Section
16.3). When an area’'s TransitCapability is set to TRUE, the area
is said to be a "transit area"

Ext er nal Rout i ngCapability
Whet her AS-external -LSAs will be flooded into/throughout the area.
This is a configurable paraneter. |f AS-external-LSAs are
excluded fromthe area, the area is called a "stub”". Wthin stub
areas, routing to AS external destinations will be based solely on
a default sunmary route. The backbone cannot be configured as a
stub area. Also, virtual links cannot be configured through stub
areas. For nore information, see Section 3.6.

St ubDef aul t Cost
If the area has been configured as a stub area, and the router
itself is an area border router, then the StubDefaul t Cost
i ndi cates the cost of the default summary-LSA that the router
shoul d advertise into the area. See Section 12.4.3 for nore
i nformati on.

Unl ess ot herw se specified, the remaining sections of this docunent
refer to the operation of the OSPF protocol within a single area.

7. Bringing Up Adjacencies

OSPF creates adjacenci es between nei ghboring routers for the purpose
of exchanging routing information. Not every two neighboring routers
wi || beconme adjacent. This section covers the generalities involved
in creating adjacencies. For further details consult Section 10.

7.1. The Hello Protoco

The Hell o Protocol is responsible for establishing and mai ntai ni ng
nei ghbor relationships. It also ensures that comuni cati on between
nei ghbors is bidirectional. Hello packets are sent periodically out
all router interfaces. Bidirectional communication is indicated when
the router sees itself listed in the neighbor’'s Hello Packet. On
broadcast and NBMA networks, the Hello Protocol elects a Designated
Router for the network
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The Hell o Protocol works differently on broadcast networks, NBMA

net wor ks and Point-to-MiltiPoint networks. On broadcast networks,
each router advertises itself by periodically nulticasting Hello
Packets. This allows neighbors to be discovered dynamically. These
Hel | o Packets contain the router’s view of the Designated Router’s
identity, and the list of routers whose Hell o Packets have been seen
recently.

On NBMA networ ks sonme configuration informati on may be necessary for
the operation of the Hello Protocol. Each router that may
potentially become Designated Router has a list of all other routers
attached to the network. A router, having Designated Router
potential, sends Hello Packets to all other potential Designated
Routers when its interface to the NBVMA network first becones

operational. This is an attenpt to find the Designated Router for
the network. |If the router itself is elected Designated Router, it
begi ns sending Hell o Packets to all other routers attached to the
net wor K.

On Point-to-MiltiPoint networks, a router sends Hello Packets to al
nei ghbors with which it can comuni cate directly. These nei ghbors may
be di scovered dynanically through a protocol such as |Inverse ARP (see
[ Ref 14]), or they may be confi gured.

After a nei ghbor has been discovered, bidirectional conmmunication
ensured, and (if on a broadcast or NBMA network) a Designhated Router
el ected, a decision is nmade regardi ng whether or not an adjacency
shoul d be formed with the nei ghbor (see Section 10.4). If an

adj acency is to be forned, the first step is to synchronize the

nei ghbors’ link-state databases. This is covered in the next
section.

7.2. The Synchronization of Databases

In a link-state routing algorithm it is very inportant for all
routers’ link-state databases to stay synchronized. OSPF sinplifies
this by requiring only adjacent routers to renmain synchronized. The
synchroni zati on process begins as soon as the routers attenpt to
bring up the adjacency. Each router describes its database by
sendi ng a sequence of Database Description packets to its neighbor.
Each Dat abase Description Packet describes a set of LSAs belonging to
the router’s database. Wen the nei ghbor sees an LSA that is nore
recent than its own database copy, it nmakes a note that this newer
LSA shoul d be requested.

Thi s sending and receiving of Database Description packets is called

t he "Dat abase Exchange Process". During this process, the two
routers forma naster/slave rel ationship. Each Database Description
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Packet has a sequence nunber. Database Description Packets sent by
the master (polls) are acknow edged by the slave through echoing of
t he sequence nunber. Both polls and their responses contain
summaries of link state data. The master is the only one allowed to
retransmt Dat abase Description Packets. |t does so only at fixed
intervals, the length of which is the configured per-interface
constant Rxntlnterval

Each Dat abase Description contains an indication that there are nore
packets to follow --- the Mbit. The Database Exchange Process is
over when a router has received and sent Database Description Packets
with the Mbit off.

During and after the Database Exchange Process, each router has a
list of those LSAs for which the nei ghbor has nore up-to-date

i nstances. These LSAs are requested in Link State Request Packets.

Li nk State Request packets that are not satisfied are retransmitted
at fixed intervals of time RxmtiInterval. Wen the Database
Description Process has conpleted and all Link State Requests have
been satisfied, the databases are deenmed synchroni zed and the routers
are marked fully adjacent. At this tine the adjacency is fully
functional and is advertised in the two routers’ router-LSAs.

The adj acency is used by the floodi ng procedure as soon as the
Dat abase Exchange Process begins. This sinplifies database
synchroni zati on, and guarantees that it finishes in a predictable
peri od of tine.

The Desi gnat ed Router

Every broadcast and NBMA network has a Designated Router. The
Desi gnated Router perforns two nmain functions for the routing
pr ot ocol

o] The Designated Router originates a network-LSA on behal f of
the network. This LSA lists the set of routers (including
the Designated Router itself) currently attached to the
network. The Link State ID for this LSA (see Section
12.1.4) is the IP interface address of the Designated
Router. The I P network nunber can then be obtained by using
the network’s subnet/network mask

o} The Desi gnated Router becones adjacent to all other routers
on the network. Since the |ink state databases are
synchroni zed across adj acenci es (through adjacency bring-up
and then the floodi ng procedure), the Designated Router
pl ays a central part in the synchronization process.
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The Designated Router is elected by the Hello Protocol. A router’s
Hell o Packet contains its Router Priority, which is configurable on a
per-interface basis. |In general, when a router’s interface to a
network first beconmes functional, it checks to see whether there is
currently a Designated Router for the network. |If thereis, it

accepts that Designated Router, regardless of its Router Priority.
(This nmakes it harder to predict the identity of the Designated
Router, but ensures that the Designated Router changes |ess often
See below.) Oherwi se, the router itself becones Designated Router
if it has the highest Router Priority on the network. A nore
detailed (and nore accurate) description of Designated Router
election is presented in Section 9. 4.

The Designated Router is the endpoint of many adjacencies. |n order
to optinize the fl oodi ng procedure on broadcast networks, the

Desi gnated Router nulticasts its Link State Update Packets to the
address Al |l SPFRouters, rather than sending separate packets over each
adj acency.

Section 2 of this docunent discusses the directed graph
representation of an area. Router nodes are labelled with their
Router ID. Transit network nodes are actually labelled with the IP
address of their Designated Router. It follows that when the

Desi gnat ed Router changes, it appears as if the network node on the
graph is replaced by an entirely new node. This will cause the
network and all its attached routers to originate new LSAs. Unti
the |Iink-state databases again converge, sonme tenporary | oss of
connectivity may result. This may result in | CMP unreachabl e
messages being sent in response to data traffic. For that reason

t he Designated Router should change only infrequently. Router
Priorities should be configured so that the nost dependabl e router on
a network eventual ly becones Designated Router.

The Backup Desi gnated Rout er

In order to make the transition to a new Desi gnated Router snoother
there is a Backup Designated Router for each broadcast and NBVA
networ k. The Backup Designated Router is al so adjacent to al

routers on the network, and becones Desi gnated Router when the

previ ous Designated Router fails. |If there were no Backup Designated
Rout er, when a new Desi gnated Router becane necessary, new

adj acenci es woul d have to be fornmed between the new Desi gnated Router
and all other routers attached to the network. Part of the adjacency
form ng process is the synchronizing of |ink-state databases, which
can potentially take quite a long tinme. During this time, the
networ k woul d not be available for transit data traffic. The Backup
Desi gnat ed obvi ates the need to formthese adjacencies, since they

al ready exist. This neans the period of disruption in transit
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traffic lasts only as long as it takes to flood the new LSAs (which
announce the new Designated Router).

The Backup Desi gnated Router does not generate a network-LSA for the
network. (If it did, the transition to a new Desi gnated Router woul d
be even faster. However, this is a tradeoff between database size
and speed of convergence when the Designated Router disappears.)

The Backup Designated Router is also elected by the Hello Protocol
Each Hell o Packet has a field that specifies the Backup Designated
Router for the network.

In sone steps of the flooding procedure, the Backup Designated Router
pl ays a passive role, letting the Designated Router do nore of the
work. This cuts down on the anmount of local routing traffic. See
Section 13.3 for nore information

7.5. The graph of adjacencies

An adj acency is bound to the network that the two routers have in
common. |If two routers have multiple networks in comon, they may
have nul ti pl e adj acenci es between t hem

One can picture the collection of adjacencies on a network as fornng
an undirected graph. The vertices consist of routers, with an edge
joining two routers if they are adjacent. The graph of adjacencies
describes the flow of routing protocol packets, and in particul ar

Li nk State Update Packets, through the Autononpus System

Two graphs are possible, depending on whether a Designated Router is
el ected for the network. On physical point-to-point networks,

Poi nt-to-Mil ti Point networks and virtual |inks, neighboring routers
becone adj acent whenever they can conmunicate directly. In contrast,
on broadcast and NBMA networks only the Designated Router and the
Backup Designated Router becone adjacent to all other routers
attached to the network.

These graphs are shown in Figure 10. It is assuned that Router RT7
has becone the Designated Router, and Router RT3 the Backup

Desi gnated Router, for the Network N2. The Backup Designated Router
perfornms a |l esser function during the flooding procedure than the
Desi gnated Router (see Section 13.3). This is the reason for the
dashed |ines connecting the Backup Desi gnated Router RT3.

Moy St andards Track [ Page 48]



RFC 2178 OSPF Version 2 July 1997

+-- -+ +-- -+
| RT1[------------ | RT2| O------------- - o]
+-- -+ N1 +---+ RT1 RT2
RT7
O--------- +
+-- -+ +-- -+ +-- -+ I\
| RT7| | RT3| | RT4| I ]\ |
+-- -+ +-- -+ +-- -+ / | \ |
| | | R |
R L + RT50 RT60 OoRT4 |
| | N2 * * * |
+-- -+ +-- -+ * k% |
| RT5] | RT6] o I
+-- -+ +-- -+ * k% |
O----=-=--- +
RT3

Fi gure 10: The graph of adjacencies
8. Protocol Packet Processing

This section discusses the general processing of OSPF routing
protocol packets. It is very inportant that the router link-state
dat abases remai n synchroni zed. For this reason, routing protoco
packets should get preferential treatnment over ordinary data packets,
both in sending and receiving.

Routi ng protocol packets are sent along adjacencies only (with the
exception of Hello packets, which are used to discover the

adj acencies). This neans that all routing protocol packets travel a
single I P hop, except those sent over virtual |inks.

Al'l routing protocol packets begin with a standard header. The
sections bel ow provide details on howto fill in and verify this
standard header. Then, for each packet type, the section giving nore
details on that particul ar packet type's processing is |listed.

8.1. Sending protocol packets
When a router sends a routing protocol packet, it fills in the fields

of the standard OSPF packet header as follows. For nore details on
the header format consult Section A 3.1:
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Version #
Set to 2, the version nunber of the protocol as docunented in this
speci fication.

Packet type
The type of OSPF packet, such as Link state Update or Hello
Packet .

Packet | ength
The length of the entire OSPF packet in bytes, including the
standard OSPF packet header

Router ID
The identity of the router itself (who is originating the packet).

Area ID
The OSPF area that the packet is being sent into.

Checksum
The standard | P 16-bit one’s conpl enent checksum of the entire
OSPF packet, excluding the 64-bit authentication field. This
checksumis cal cul ated as part of the appropriate authentication
procedure; for sone OSPF authentication types, the checksum
calculation is onitted. See Section D.4 for details.

AuType and Aut hentication
Each OSPF packet exchange is authenticated. Authentication types
are assigned by the protocol and are docunmented in Appendix D. A
di fferent authentication procedure can be used for each IP
net wor k/ subnet. Autype indicates the type of authentication
procedure in use. The 64-bit authentication field is then for use
by the chosen authentication procedure. This procedure should be
the I ast called when form ng the packet to be sent. See Section
D.4 for details.
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The | P destination address for the packet is selected as follows. On
physi cal point-to-point networks, the | P destination is always set to
the address Al SPFRouters. On all other network types (including
virtual links), the mgjority of OSPF packets are sent as unicasts,
i.e., sent directly to the other end of the adjacency. In this case,
the I P destination is just the Neighbor |IP address associated with
the other end of the adjacency (see Section 10). The only packets
not sent as unicasts are on broadcast networks; on these networks
Hel | o packets are sent to the multicast destination Al SPFRouters,
the Designated Router and its Backup send both Link State Update
Packets and Link State Acknow edgnent Packets to the nulticast
address Al | SPFRouters, while all other routers send both their Link
State Update and Link State Acknow edgnent Packets to the nulticast
address Al | DRout ers.

Retransm ssi ons of Link State Update packets are ALWAYS sent as
uni casts.

The | P source address should be set to the I P address of the sending
interface. Interfaces to unnunbered point-to-point networks have no
associ ated I P address. On these interfaces, the | P source should be
set to any of the other |IP addresses belonging to the router. For
this reason, there nust be at | east one |IP address assigned to the

router.[2] Note that, for nobst purposes, virtual |inks act precisely
the sane as unnunbered point-to-point networks. However, each
virtual link does have an | P interface address (discovered during the
routing table build process) which is used as the I P source when
sendi ng packets over the virtual |ink

For nore information on the format of specific OSPF packet types
consult the sections listed in Table 10.

Type Packet name detailed section (transmt)
1 Hel l o Section 9.5
2 Dat abase description Section 10.8
3 Li nk state request Section 10.9
4 Li nk state update Section 13.3
5 Li nk state ack Section 13.5

Tabl e 10: Sections describing OSPF protocol packet transm ssion.
8.2. Receiving protocol packets
Whenever a protocol packet is received by the router it is marked

with the interface it was received on. For routers that have virtua
links configured, it nmay not be inmmedi ately obvi ous which interface
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to associate the packet with. For exanple, consider the Router RT11
depicted in Figure 6. |If RT11 receives an OSPF protocol packet on
its interface to Network N8, it may want to associate the packet wth
the interface to Area 2, or with the virtual link to Router RT10
(which is part of the backbone). 1In the follow ng, we assune that
the packet is initially associated with the non-virtual 1ink.[3]

In order for the packet to be accepted at the IP level, it nust pass
a nunber of tests, even before the packet is passed to OSPF for
processi ng:

o] The | P checksum nust be correct.

0 The packet’s I P destination address nmust be the | P address
of the receiving interface, or one of the IP nulticast
addresses Al |l SPFRouters or All DRout ers.

o} The I P protocol specified nust be OSPF (89)

o] Local |y originated packets should not be passed on to OSPF.
That is, the source |P address shoul d be exami ned to nake
sure this is not a multicast packet that the router itself
gener at ed.

Next, the OSPF packet header is verified. The fields specified
in the header nmust match those configured for the receiving
interface. |If they do not, the packet shoul d be di scarded:

o} The version nunber field nust specify protocol version 2.

0 The Area ID found in the OSPF header nmust be verified. |If
both of the followi ng cases fail, the packet should be
di scarded. The Area ID specified in the header nust either:

(1) Match the Area ID of the receiving interface. In this
case, the packet has been sent over a single hop
Therefore, the packet’s I P source address is required to
be on the sanme network as the receiving interface. This
can be verified by conparing the packet’s |IP source
address to the interface’s I P address, after masking
both addresses with the interface mask. This conparison
shoul d not be performed on point-to-point networks. On
poi nt-to-point networks, the interface addresses of each
end of the Iink are assigned independently, if they are
assigned at all.
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(2) Indicate the backbone. |In this case, the packet has
been sent over a virtual link. The receiving router
nmust be an area border router, and the Router ID
specified in the packet (the source router) mnust be the
other end of a configured virtual link. The receiving
interface nust also attach to the virtual link's
configured Transit area. |If all of these checks
succeed, the packet is accepted and is from now on
associated with the virtual link (and the backbone
area).

o} Packets whose I P destination is Al DRouters should only be
accepted if the state of the receiving interface is DR or
Backup (see Section 9.1).

0 The AuType specified in the packet nust nmatch the AuType
specified for the associated area.

o} The packet nust be authenticated. The authentication
procedure is indicated by the setting of AuType (see
Appendi x D). The authentication procedure nay use one or
nmore Aut hentication keys, which can be configured on a per-
interface basis. The authentication procedure may al so
verify the checksumfield in the OSPF packet header (which,
when used, is set to the standard IP 16-bit one’'s conpl enent
checksum of the OSPF packet’s contents after excluding the
64-bit authentication field). |If the authentication
procedure fails, the packet should be discarded.

If the packet type is Hello, it should then be further processed by
the Hello Protocol (see Section 10.5). All other packet types are
sent/received only on adjacencies. This nmeans that the packet nust
have been sent by one of the router’'s active neighbors. |f the
receiving interface connects to a broadcast network, Point-to-
Mul ti Point network or NBMA network the sender is identified by the IP
source address found in the packet’s I P header. |If the receiving
interface connects to a point-to-point network or a virtual |ink, the
sender is identified by the Router ID (source router) found in the
packet’s OSPF header. The data structure associated with the
receiving interface contains the list of active neighbors. Packets
not matchi ng any active nei ghbor are di scarded.

At this point all received protocol packets are associated with an

active neighbor. For the further input processing of specific packet
types, consult the sections listed in Table 11
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Type Packet name detail ed section (receive)
1 Hell o Section 10.5

2 Dat abase description Section 10.6

3 Li nk state request Section 10.7

4 Li nk state update Section 13

5 Li nk state ack Section 13.7

Tabl e 11: Sections describing OSPF protocol packet reception.
The Interface Data Structure

An OSPF interface is the connection between a router and a network.
We assune a single OSPF interface to each attached network/subnet,

al t hough supporting nultiple interfaces on a single network is
considered in Appendix F. Each interface structure has at nost one IP
i nterface address.

An OSPF interface can be considered to belong to the area that
contains the attached network. Al routing protocol packets
originated by the router over this interface are labelled with the
interface’s Area ID. One or nore router adjacencies may devel op over
an interface. Arouter’s LSAs reflect the state of its interfaces and
their associ ated adj acenci es.

The following data itens are associated with an interface. Note that
a nunber of these itens are actually configuration for the attached
network; such itens nust be the sane for all routers connected to the
net wor k.

Type
The OSPF interface type is either point-to-point, broadcast, NBMA,
Point-to-Milti Point or virtual link

State

The functional |evel of an interface. State determnm nes whether or
not full adjacencies are allowed to formover the interface.
State is also reflected in the router’s LSAs.

IP interface address
The | P address associated with the interface. This appears as the
| P source address in all routing protocol packets originated over
this interface. Interfaces to unnunbered point-to-point networks
do not have an associ ated | P address.

IP interface nask

Also referred to as the subnet mask, this indicates the portion of
the P interface address that identifies the attached network.
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Masking the IP interface address with the IP interface nask yields
the I P network nunmber of the attached network. On point-to-point
networks and virtual links, the IP interface mask is not defined.
On these networks, the link itself is not assigned an |IP network
nunber, and so the addresses of each side of the Iink are assigned
i ndependently, if they are assigned at all

Area I D
The Area ID of the area to which the attached network bel ongs.
Al'l routing protocol packets originating fromthe interface are
|abelled with this Area ID

Hel | ol nterva
The length of time, in seconds, between the Hell o packets that the
router sends on the interface. Advertised in Hello packets sent
out this interface.

Rout er Deadl nt er val
The nunber of seconds before the router’s neighbors will declare
it down, when they stop hearing the router’s Hell o Packets.
Advertised in Hell o packets sent out this interface.

I nf Tr ansDel ay
The estimated nunmber of seconds it takes to transnmit a Link State
Updat e Packet over this interface. LSAs contained in the Link
State Update packet will have their age incremented by this anmount
before transm ssion. This value should take into account
transm ssi on and propagati on delays; it nust be greater than zero.

Router Priority
An 8-bit unsigned integer. Wen two routers attached to a network
both attenpt to becone Designated Router, the one with the highest
Router Priority takes precedence. A router whose Router Priority
is set to 0 is ineligible to becone Designated Router on the
attached network. Advertised in Hello packets sent out this
i nterface.

Hell o Ti ner
An interval timer that causes the interface to send a Hello
packet. This timer fires every Hellolnterval seconds. Note that
on non- broadcast networks a separate Hell o packet is sent to each
qual i fi ed nei ghbor.

Wait Timer
A single shot timer that causes the interface to exit the Viting
state, and as a consequence sel ect a Designated Router on the
network. The length of the timer is RouterDeadlnterval seconds.

Moy St andards Track [ Page 55]



RFC 2178 OSPF Version 2 July 1997

Li st of neighboring routers
The other routers attached to this network. This list is forned
by the Hello Protocol. Adjacencies will be fornmed to sone of
t hese nei ghbors. The set of adjacent neighbors can be determ ned
by an examination of all of the neighbors’ states.

Desi gnat ed Rout er
The Designated Router selected for the attached network. The
Desi gnhated Router is selected on all broadcast and NBMA networ ks
by the Hello Protocol. Two pieces of identification are kept for
the Designated Router: its Router ID and its IP interface address
on the network. The Designated Router advertises link state for
the network; this network-LSA is |abelled with the Desi gnated
Router’s | P address. The Designated Router is initialized to
0.0.0.0, which indicates the lack of a Designated Router.

Backup Desi gnated Router
The Backup Designated Router is also selected on all broadcast and
NBVA networks by the Hello Protocol. Al routers on the attached
net wor k becone adjacent to both the Designated Router and the
Backup Designated Router. The Backup Desi gnated Router becones
Desi gnat ed Router when the current Designated Router fails. The
Backup Designated Router is initialized to 0.0.0.0, indicating the
| ack of a Backup Desi gnated Router.

Interface output cost(s)
The cost of sending a data packet on the interface, expressed in
the link state nmetric. This is advertised as the link cost for
this interface in the router-LSA. The cost of an interface nust be
greater than zero.

Rxnt | nt er val
The nunber of seconds between LSA retransmni ssions, for adjacencies
belonging to this interface. Al so used when retransmtting
Dat abase Description and Link State Request Packets.

AuType
The type of authentication used on the attached network/subnet.
Aut hentication types are defined in Appendix D. Al OSPF packet
exchanges are authenticated. Different authentication schenes may
be used on different networks/subnets.
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Aut henti cation key
This configured data allows the authentication procedure to
generate and/or verify OSPF protocol packets. The Authentication
key can be configured on a per-interface basis. For exanple, if
the AuType indicates sinple password, the Authentication key woul d
be a 64-bit clear password which is inserted into the OSPF packet
header. If instead Autype indicates Cryptographic authentication
then the Authentication key is a shared secret which enables the
generation/verification of nessage digests which are appended to
t he OSPF protocol packets. Wen Cryptographic authentication is
used, multiple simltaneous keys are supported in order to achieve
snoot h key transition (see Section D.3).

Interface states

The various states that router interfaces nay attain is docunented in
this section. The states are listed in order of progressing
functionality. For exanple, the inoperative state is listed first,
followed by a Iist of internediate states before the final, fully
functional state is achieved. The specification nakes use of this
ordering by sonetinmes naking references such as "those interfaces in
state greater than X'. Figure 11 shows the graph of interface state
changes. The arcs of the graph are labelled with the event causing
the state change. These events are docunented in Section 9.2. The

interface state nachine is described in nore detail in Section 9. 3.
Down
This is the initial interface state. In this state, the | ower-

| evel protocols have indicated that the interface is unusable. No
protocol traffic at all will be sent or received on such a
interface. In this state, interface paraneters should be set to
their initial val ues.
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Figure 11: Interface State changes

In addition to the state transitions pictured,
Event InterfaceDown al ways forces Down State, and
Event Looplnd al ways forces Loopback State

Al interface tinmers should be disabled, and there should be no
adj acenci es associated with the interface.

Loopback
In this state, the router’s interface to the network is | ooped
back. The interface may be | ooped back in hardware or software.
The interface will be unavailable for regular data traffic.
However, it may still be desirable to gain information on the
quality of this interface, either through sending | CMP pings to
the interface or through sonmething like a bit error test. For
this reason, |P packets may still be addressed to an interface in
Loopback state. To facilitate this, such interfaces are
advertised in router-LSAs as single host routes, whose destination
is the P interface address.|[4]
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Vi

Poi

ting

In this state, the router is trying to determne the identity of
t he (Backup) Designated Router for the network. To do this, the
router nonitors the Hell o Packets it receives. The router is not
allowed to elect a Backup Designated Router nor a Designated
Router until it transitions out of Waiting state. This prevents
unnecessary changes of (Backup) Designated Router

nt -t o- poi nt

In this state, the interface is operational, and connects either
to a physical point-to-point network or to a virtual link. Upon
entering this state, the router attenpts to forman adjacency wth
t he neighboring router. Hello Packets are sent to the nei ghbor
every Hellolnterval seconds.

O her
The interface is to a broadcast or NBMA networ k on whi ch anot her
router has been selected to be the Designated Router. 1In this

state, the router itself has not been sel ected Backup Desi gnated
Router either. The router forns adjacencies to both the

Desi ghat ed Router and the Backup Designated Router (if they
exist).

Backup

In this state, the router itself is the Backup Desi gnated Router
on the attached network. It will be pronoted to Designated Router
when the present Designated Router fails. The router establishes
adj acencies to all other routers attached to the network. The
Backup Designated Router perforns slightly different functions
during the Flooding Procedure, as conpared to the Designated
Router (see Section 13.3). See Section 7.4 for nore details on
the functions perfornmed by the Backup Desi gnated Router

In this state, this router itself is the Designated Router
on the attached network. Adjacencies are established to all other
routers attached to the network. The router nust also originate a
net wor k- LSA for the network node. The network-LSA will contain
links to all routers (including the Designated Router itself)
attached to the network. See Section 7.3 for nore details on the
functions perforned by the Designated Router.

Events causing interface state changes

State changes can be effected by a nunber of events. These events
are pictured as the labelled arcs in Figure 11. The | abel
definitions are listed below For a detailed explanation of the
ef fect of these events on OSPF protocol operation, consult Section
9. 3.
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InterfaceUp

Lower-1evel protocols have indicated that the network interface is
operational. This enables the interface to transition out of Down
state. On virtual links, the interface operational indication is
actually a result of the shortest path calculation (see Section
16.7).

VWi t Ti ner

Moy

The Wait Tiner has fired, indicating the end of the waiting period
that is required before electing a (Backup) Designated Router.

BackupSeen

&

The router has detected the existence or non-existence of a Backup
Desi gnated Router for the network. This is done in one of two
ways. First, an Hello Packet rmay be received froma nei ghbor
claiming to be itself the Backup Designated Router.

Alternatively, an Hello Packet may be received froma nei ghbor
claiming to be itself the Designated Router, and indicating that
there is no Backup Designated Router. |In either case there nust
be bidirectional conmmunication with the neighbor, i.e., the router
nmust al so appear in the neighbor’s Hello Packet. This event
signals an end to the Waiting state.

i ghbor Change

There has been a change in the set of bidirectional neighbors
associated with the interface. The (Backup) Designated Router
needs to be recal culated. The foll owi ng nei ghbor changes lead to
t he Nei ghbor Change event. For an explanation of nei ghbor states,
see Section 10. 1.

o] Bi di recti onal conmmuni cation has been established to a
nei ghbor. In other words, the state of the neighbor has
transitioned to 2-Way or higher

o] There is no | onger bidirectional conmunication with a
nei ghbor. I n other words, the state of the nei ghbor has
transitioned to Init or |ower.

0 One of the bidirectional neighbors is newy declaring
itself as either Designated Router or Backup Designated
Router. This is detected through exam nation of that
nei ghbor’ s Hell o Packets.

0 One of the bidirectional neighbors is no |onger
declaring itself as Designated Router, or is no |onger
declaring itself as Backup Designated Router. This is
agai n detected through exam nation of that neighbor’s
Hel | o Packets.
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o} The advertised Router Priority for a bidirectional
nei ghbor has changed. This is again detected through
exam nation of that neighbor’'s Hello Packets.

Loopl nd
An indication has been received that the interface is now | ooped
back to itself. This indication can be received either from
net wor k management or fromthe | ower |evel protocols.

Unl oopl nd
An indication has been received that the interface is no | onger
| ooped back. As with the Looplnd event, this indication can be
recei ved either fromnetwork nmanagenment or fromthe | ower |eve
protocol s.

I nt er f aceDown
Lower -1 evel protocols indicate that this interface is no | onger
functional. No matter what the current interface state is, the new
interface state will be Down.

The Interface state machi ne

A detailed description of the interface state changes follows. Each
state change is invoked by an event (Section 9.2). This event nay
produce different effects, depending on the current state of the
interface. For this reason, the state nmachine below is organi zed by
current interface state and received event. Each entry in the state
machi ne describes the resulting new interface state and the required
set of additional actions.

When an interface’'s state changes, it nmay be necessary to originate a
new router-LSA. See Section 12.4 for nore details.

Some of the required actions bel ow invol ve generating events for the
nei ghbor state nachine. For exanple, when an interface becones

i noperative, all neighbor connections associated with the interface
nmust be destroyed. For nore information on the nei ghbor state

machi ne, see Section 10. 3.

St andards Track [ Page 61]



RFC 2178 OSPF Version 2 July 1997

State(s): Down
Event: Interfacelp
New state: Depends upon action routine

Action: Start the interval Hello Tiner, enabling the
periodi c sending of Hello packets out the interface.
If the attached network is a physical point-to-point
network, Point-to-MiltiPoint network or virtual
link, the interface state transitions to Point-to-
Point. Else, if the router is not eligible to
becone Designated Router the interface state
transitions to DR O her.

O herwi se, the attached network is a broadcast or
NBMA network and the router is eligible to becone
Designated Router. |In this case, in an attenpt to
di scover the attached network’s Designated Router
the interface state is set to Waiting and the single
shot Wait Timer is started. Additionally, if the
network is an NBMA network exam ne the configured
list of neighbors for this interface and generate

t he nei ghbor event Start for each neighbor that is
al so eligible to becone Designated Router.

State(s): Wiiting
Event: BackupSeen
New state: Depends upon action routine.
Action: Calculate the attached network’s Backup Desi gnat ed
Rout er and Desi gnated Router, as shown in Section
9.4. As aresult of this calculation, the new state
of the interface will be either DR Gt her, Backup or
DR.
State(s): Wiiting
Event: Wit Ti nmer

New state: Depends upon action routine.
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Acti on:

State(s):
Event :
New st at e:

Acti on:

State(s):
Event :
New st at e:

Acti on:

State(s):
Event :
New st at e:

Acti on:

State(s):

Event :

Moy

OSPF Version 2

Cal cul ate the attached network’s Backup Desi gnated
Rout er and Desi gnated Router, as shown in Section

9.4. As aresult of this calculation, the new state
of the interface will be either DR Gt her, Backup or
DR.

DR O her, Backup or DR

Nei ghbor Change
Depends upon action routine.

Recal cul ate the attached network’s Backup Desi gnat ed
Rout er and Desi gnated Router, as shown in Section

9.4, As aresult of this calculation, the new state
of the interface will be either DR Ot her, Backup or
DR.

Any State

I nt er f aceDown

Down

Al interface variables are reset, and interface
timers disabled. Also, all neighbor connections
associated with the interface are destroyed. This
is done by generating the event KillNbor on all
associ at ed nei ghbors (see Section 10.2).

Any State

Loopl nd

Loopback

Since this interface is no | onger connected to the
attached network the actions associated with the
above InterfaceDown event are executed.

Loopback

Unl oopl nd
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New st at e: Down

Action: No actions are necessary. For exanple, the
i nterface variabl es have al ready been reset upon
entering the Loopback state. Note that reception of
an InterfaceUp event is necessary before the
i nterface again becones fully functional.

El ecting the Designated Router

This section describes the algorithmused for calculating a network’s
Desi gnat ed Rout er and Backup Designated Router. This algorithmis

i nvoked by the Interface state nachine. The initial time a router
runs the election algorithmfor a network, the network’s Designated
Rout er and Backup Designated Router are initialized to 0.0.0.0. This
i ndi cates the lack of both a Designated Router and a Backup

Desi gnat ed Rout er.

The Designated Router election algorithmproceeds as follows: Call
the router doing the calculation Router X. The list of neighbors
attached to the network and havi ng established bidirectional

communi cation with Router X is examined. This list is precisely the
collection of Router X s neighbors (on this network) whose state is
greater than or equal to 2-Way (see Section 10.1). Router X itself
is also considered to be on the list. Discard all routers fromthe
list that are ineligible to beconme Designated Router. (Routers
havi ng Router Priority of O are ineligible to become Designated
Router.) The follow ng steps are then executed, considering only
those routers that remain on the list:

(1) Note the current values for the network’s Designhated Router
and Backup Designated Router. This is used later for
comnpari son purposes.

(2) Calculate the new Backup Designated Router for the network
as follows. Only those routers on the list that have not
decl ared thensel ves to be Designated Router are eligible to
becone Backup Designated Router. |If one or nore of these
routers have decl ared thensel ves Backup Desi gnated Router
(i.e., they are currently listing thensel ves as Backup
Desi gnat ed Router, but not as Designated Router, in their
Hel | o Packets) the one having highest Router Priority is
decl ared to be Backup Designated Router. |n case of a tie,
t he one having the highest Router IDis chosen. |If no
routers have decl ared thensel ves Backup Designated Router,
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choose the router having highest Router Priority, (again
excl udi ng those routers who have decl ared thensel ves
Desi gnated Router), and again use the Router ID to break
ties.

(3) Calculate the new Designated Router for the network as
follows. |If one or nore of the routers have decl ared
t hemsel ves Designated Router (i.e., they are currently
listing thensel ves as Designated Router in their Hello
Packets) the one having highest Router Priority is declared
to be Designated Router. |In case of a tie, the one having
the highest Router IDis chosen. |If no routers have
decl ared thensel ves Desi gnated Router, assign the Designated
Router to be the same as the newy el ected Backup Desi gnat ed
Rout er .

(4) If Router Xis now newy the Designated Router or newy the
Backup Designated Router, or is now no |onger the Designated
Router or no | onger the Backup Designated Router, repeat
steps 2 and 3, and then proceed to step 5. For exanple, if
Router X is now the Designated Router, when step 2 is
repeated X will no longer be eligible for Backup Desi gnated
Router election. Among other things, this will ensure that
no router will declare itself both Backup Desi gnated Router
and Desi gnated Router.[5]

(5) As a result of these calculations, the router itself nay now
be Designated Router or Backup Designated Router. See
Sections 7.3 and 7.4 for the additional duties this would

entail. The router’s interface state should be set
accordingly. |If the router itself is now Designated Router,
the new interface state is DR If the router itself is now

Backup Designated Router, the new interface state is Backup.
QO herwise, the newinterface state is DR O her.

(6) If the attached network is an NBVA network, and the router
itself has just becone either Designated Router or Backup
Designated Router, it nust start sending Hello Packets to
t hose nei ghbors that are not eligible to becone Designated
Router (see Section 9.5.1). This is done by invoking the
nei ghbor event Start for each nei ghbor having a Router
Priority of O.

(7) I'f the above cal cul ati ons have caused the identity of either
t he Designated Router or Backup Designhated Router to change,
the set of adjacencies associated with this interface wll
need to be nodified. Some adjacencies may need to be
fornmed, and others nay need to be broken. To acconplish
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this, invoke the event Adj OK? on all nei ghbors whose state
is at least 2-Way. This will cause their eligibility for
adj acency to be reexanined (see Sections 10.3 and 10. 4).

The reason behind the election algorithm s conplexity is the desire
for an orderly transition from Backup Desi gnated Router to Designated
Router, when the current Designated Router fails. This orderly
transition is ensured through the introduction of hysteresis: no new
Backup Designated Router can be chosen until the old Backup accepts
its new Designated Router responsibilities

The above procedure nmay el ect the sane router to be both Designated
Rout er and Backup Desi gnated Router, although that router will never
be the calculating router (Router X) itself. The el ected Designated
Router may not be the router having the highest Router Priority, nor
wi || the Backup Designated Router necessarily have the second hi ghest
Router Priority. |If Router Xis not itself eligible to becone

Desi gnated Router, it is possible that neither a Backup Designated
Rout er nor a Designhated Router will be selected in the above
procedure. Note also that if Router X is the only attached router
that is eligible to becone Designated Router, it will select itself
as Designated Router and there will be no Backup Designated Router
for the network.

9.5. Sending Hello packets

Hel | o packets are sent out each functioning router interface. They
are used to discover and mai ntai n nei ghbor relationships.[6] On

br oadcast and NBMA networ ks, Hell o Packets are also used to elect the
Desi gnat ed Rout er and Backup Desi gnated Rout er

The format of an Hello packet is detailed in Section A 3.2. The
Hel | o Packet contains the router’s Router Priority (used in choosing
the Designated Router), and the interval between Hello Packets sent
out the interface (Hellolnterval). The Hello Packet al so indicates
how often a nei ghbor mnmust be heard fromto renmain active

(Rout erDeadlnterval ). Both Hellolnterval and RouterDeadl nterval nust
be the same for all routers attached to a common network. The Hello
packet al so contains the |IP address nask of the attached network
(Network Mask). On unnunbered point-to-point networks and on virtua
links this field should be set to 0.0.0.0.

The Hell o packet’'s Options field describes the router’s optional OSPF
capabilities. One optional capability is defined in this
specification (see Sections 4.5 and A.2). The E-bit of the Options
field should be set if and only if the attached area is capabl e of
processing AS-external -LSAs (i.e., it is not a stub area). If the E-
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bit is set incorrectly the neighboring routers will refuse to accept
the Hell o Packet (see Section 10.5). Unrecognized bits in the Hello
Packet’s Options field should be set to zero.

In order to ensure two-way conmuni cation between adj acent routers,
the Hell o packet contains the list of all routers on the network from
whi ch Hell o Packets have been seen recently. The Hello packet also
contains the router’s current choice for Designated Router and Backup
Desi gnated Router. A value of 0.0.0.0 in these fields neans that one
has not yet been sel ected.

On broadcast networks and physical point-to-point networks, Hello
packets are sent every Hellolnterval seconds to the IP nulticast
address All SPFRouters. On virtual links, Hello packets are sent as
uni casts (addressed directly to the other end of the virtual 1ink)
every Hellolnterval seconds. On Point-to-MiltiPoint networks,
separate Hell o packets are sent to each attached nei ghbor every

Hel | ol nterval seconds. Sending of Hello packets on NBMA networks is
covered in the next section.

9.5.1. Sending Hello packets on NBMA networks

Static configuration informati on may be necessary in order for the
Hell o Protocol to function on non-broadcast networks (see Sections
C.5 and C.6). On NBMA networks, every attached router which is
eligible to beconme Designated Router becomes aware of all of its
nei ghbors on the network (either through configuration or by some
unspeci fi ed nechanisn). Each neighbor is |abelled with the

nei ghbor’ s Designated Router eligibility.

The interface state nust be at least Waiting for any Hell o Packets to
be sent out the NBMA interface. Hello Packets are then sent directly
(as unicasts) to sonme subset of a router’s neighbors. Sonetimes an
Hel | o Packet is sent periodically on a timer; at other tines it is
sent as a response to a received Hello Packet. A router’s hello-
sendi ng behavi or varies depending on whether the router itself is
eligible to becone Designhated Router

If the router is eligible to becone Designated Router, it nust
periodically send Hell o Packets to all neighbors that are al so
eligible. In addition, if the router is itself the Designated Router
or Backup Designated Router, it nust also send periodic Hello Packets
to all other neighbors. This nmeans that any two eligible routers are
al ways exchangi ng Hell o Packets, which is necessary for the correct
operation of the Designated Router election algorithm To nininze
the nunber of Hell o Packets sent, the nunber of eligible routers on
an NBMA network shoul d be kept small

Moy St andards Track [ Page 67]



RFC 2178 OSPF Version 2 July 1997

10.

Moy

If the router is not eligible to becone Designated Router, it nust
periodically send Hell o Packets to both the Designated Router and the
Backup Designated Router (if they exist). It nust also send an Hello
Packet in reply to an Hell o Packet received fromany eligible

nei ghbor (other than the current Designated Router and Backup
Designated Router). This is needed to establish an initia
bidirectional relationship with any potential Designated Router

Wien sending Hell o packets periodically to any neighbor, the interva
between Hell o Packets is determ ned by the neighbor’s state. |If the
nei ghbor is in state Down, Hello Packets are sent every Polllnterva
seconds. Oherwi se, Hello Packets are sent every Hellolnterva
seconds.

The Nei ghbor Data Structure

An OSPF router converses with its neighboring routers. Each separate
conversation is described by a "neighbor data structure". Each
conversation is bound to a particular OSPF router interface, and is
identified either by the neighboring router’s OSPF Router |D or by
its Neighbor |IP address (see below). Thus if the OSPF router and

anot her router have nultiple attached networks in comon, multiple
conversations ensue, each described by a uni que nei ghbor data
structure. Each separate conversation is loosely referred to in the
text as being a separate "nei ghbor"

The nei ghbor data structure contains all information pertinent to the
form ng or forned adjacency between the two nei ghbors. (However,
renmenber that not all neighbors becone adjacent.) An adjacency can
be viewed as a highly devel oped conversati on between two routers.

State
The functional |evel of the neighbor conversation. This is
described in nore detail in Section 10.1.

Inactivity Tiner
A single shot tiner whose firing indicates that no Hell o Packet
has been seen fromthis neighbor recently. The Iength of the
timer is RouterDeadl nterval seconds

Mast er/ Sl ave
When the two nei ghbors are exchangi ng dat abases, they forma
mast er/sl ave rel ationship. The naster sends the first Database
Description Packet, and is the only part that is allowed to
retransmt. The slave can only respond to the master’s Database
Description Packets. The naster/slave relationship is negotiated
in state ExStart.
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DD

Sequence Numnber
The DD Sequence number of the Database Description packet that is
currently being sent to the nei ghbor

Last received Dat abase Description packet

&

&

&

&

&

The initialize(l), nore (M and naster(Ms) bits, Options field,
and DD sequence nunber contained in the |ast Database Description
packet received fromthe nei ghbor. Used to determ ne whether the
next Dat abase Description packet received fromthe neighbor is a
duplicate.

i ghbor ID

The OSPF Router |ID of the neighboring router. The Neighbor IDis
| earned when Hell o packets are received fromthe neighbor, or is
configured if this is a virtual adjacency (see Section C 4).

i ghbor Priority

The Router Priority of the neighboring router. Contained in the
nei ghbor’s Hell o packets, this itemis used when sel ecting the
Desi gnated Router for the attached network.

i ghbor | P address

The I P address of the neighboring router’s interface to the
attached network. Used as the Destination |IP address when
protocol packets are sent as unicasts along this adjacency. Also
used in router-LSAs as the Link ID for the attached network if the
nei ghboring router is selected to be Designated Router (see
Section 12.4.1). The Neighbor |IP address is | earned when Hello
packets are received fromthe neighbor. For virtual links, the
Nei ghbor | P address is learned during the routing table build
process (see Section 15).

i ghbor Opti ons

The optional OSPF capabilities supported by the neighbor. Learned
during the Database Exchange process (see Section 10.6). The

nei ghbor’ s optional OSPF capabilities are also listed inits Hello
packets. This enables received Hell o Packets to be rejected (i.e.
nei ghbor relationships will not even start to form if there is a
nm smatch in certain crucial OSPF capabilities (see Section 10.5).
The optional OSPF capabilities are docunented in Section 4.5.

i ghbor’ s Desi gnated Router

The neighbor’'s idea of the Designated Router. |If this is the
nei ghbor itself, this is inmportant in the |local calculation of the
Desi gnated Router. Defined only on broadcast and NBMA networks.
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Nei ghbor’s Backup Desi ghated Rout er
The nei ghbor’s idea of the Backup Designated Router. |If this is
t he nei ghbor itself, this is inportant in the local calculation of
the Backup Designated Router. Defined only on broadcast and NBMVA
net wor ks.

The next set of variables are lists of LSAs. These lists describe
subsets of the area |ink-state database. This neno defines five

di stinct types of LSAs, all of which may be present in an area |ink-
state database: router-LSAs, network-LSAs, and Type 3 and 4 summary-
LSAs (all stored in the area data structure), and AS- external -LSAs
(stored in the gl obal data structure).

Link state retransnission |ist
The list of LSAs that have been fl ooded but not acknow edged on
this adjacency. These will be retransmitted at intervals unti
they are acknow edged, or until the adjacency is destroyed.

Dat abase sunmary |i st
The conplete list of LSAs that nmake up the area link-state
dat abase, at the nonent the nei ghbor goes into Database Exchange
state. This list is sent to the nei ghbor in Database Description
packets.

Li nk state request i st
The list of LSAs that need to be received fromthis neighbor in
order to synchronize the two nei ghbors’ |ink-state databases.
This list is created as Database Description packets are received,
and is then sent to the neighbor in Link State Request packets.
The list is depleted as appropriate Link State Update packets are
received.

1. Neighbor states

The state of a neighbor (really, the state of a conversation being
held with a neighboring router) is docunented in the follow ng
sections. The states are listed in order of progressing
functionality. For exanple, the inoperative state is listed first,
followed by a list of internmediate states before the final, fully
functional state is achieved. The specification nmakes use of this
ordering by sonetimes nmaking references such as "t hose

nei ghbor s/ adj acencies in state greater than X'. Figures 12 and 13
show t he graph of neighbor state changes. The arcs of the graphs are
labelled with the event causing the state change. The nei ghbor
events are docunented in Section 10. 2.
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The graph in Figure 12 shows the state changes effected by the Hello
Protocol. The Hello Protocol is responsible for neighbor acquisition
and nmai ntenance, and for ensuring two way conmuni cati on between

nei ghbor s.

The graph in Figure 13 shows the fornming of an adjacency. Not every
two nei ghboring routers becone adjacent (see Section 10.4). The

adj acency starts to formwhen the neighbor is in state ExStart.

After the two routers discover their naster/slave status, the state
transitions to Exchange. At this point the neighbor starts to be
used in the flooding procedure, and the two nei ghboring routers begin
synchroni zi ng their databases. Wen this synchronization is
finished, the neighbor is in state Full and we say that the two
routers are fully adjacent. At this point the adjacency is listed in
LSAs.

For a nore detailed description of neighbor state changes, together
with the additional actions involved in each change, see Section
10. 3.

Down
This is the initial state of a neighbor conversation. It
i ndi cates that there has been no recent information received from
t he nei ghbor. On NBVA networks, Hello packets may still be sent to

"Down" nei ghbors, although at a reduced frequency (see Section
9.5.1).
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Fi gure 12: Nei ghbor state changes (Hello Protocol)

In addition to the state transitions pictured,
Event Kill Nbr always forces Down State,
Event Inactivity Timer always forces Down State,
Event LLDown al ways forces Down State
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Fi gure 13:

OSPF Version 2

LD £ DI +
| Exchange
S +
|
Exchange
Done |
+----+ | F - +
|[Ful ] <--------- +o---- >| Loadi ng
e R +
| Loadi ngDone
e +

Nei ghbor state changes (Database Exchange)

In addition to the state transitions pictured,
Event SeqNumber M smatch forces ExStart state,
Event BadLSReq forces ExStart state,

Event 1-Way forces Init state,

Event Kill Nbr always forces Down State,

Event

I nactivityTinmer always forces Down State,

Event LLDown al ways forces Down State,
Event Adj OK? | eads to adjacency form ng/breaking

Moy
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At t enpt

I ni

This state is only valid for neighbors attached to NBMA networks.
It indicates that no recent information has been received fromthe
nei ghbor, but that a nore concerted effort should be made to
contact the neighbor. This is done by sending the neighbor Hello
packets at intervals of Hellolnterval (see Section 9.5.1).

t

In this state, an Hell o packet has recently been seen fromthe
nei ghbor. However, bidirectional conmunication has not yet been
established with the neighbor (i.e., the router itself did not
appear in the neighbor’s Hello packet). Al neighbors in this
state (or higher) are listed in the Hello packets sent fromthe
associ ated interface.

2- Wy

In this state, communi cati on between the two routers is
bidirectional. This has been assured by the operation of the
Hell o Protocol. This is the npost advanced state short of

begi nni ng adj acency establishment. The (Backup) Designhated Router
is selected fromthe set of neighbors in state 2-Way or greater

ExStart

This is the first step in creating an adjacency between the two
nei ghboring routers. The goal of this step is to decide which
router is the master, and to decide upon the initial DD sequence
number. Nei ghbor conversations in this state or greater are
cal | ed adj acenci es.

Exchange

In this state the router is describing its entire link state

dat abase by sendi ng Dat abase Description packets to the nei ghbor
Each Dat abase Description Packet has a DD sequence number, and is
explicitly acknow edged. Only one Database Description Packet is
al | oned outstanding at any one tinme. 1In this state, Link State
Request Packets nay al so be sent asking for the neighbor’'s nore
recent LSAs. All adjacencies in Exchange state or greater are
used by the flooding procedure. In fact, these adjacencies are
fully capable of transmitting and receiving all types of OSPF
routing protocol packets.

Loadi ng

Moy

In this state, Link State Request packets are sent to the nei ghbor
asking for the nore recent LSAs that have been di scovered (but not
yet received) in the Exchange state.
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Ful |
In this state, the neighboring routers are fully adjacent. These
adj acencies will now appear in router-LSAs and networ k- LSAs.

10. 2. Events causi ng nei ghbor state changes

State changes can be effected by a nunber of events. These events
are shown in the |abels of the arcs in Figures 12 and 13. The | abel
definitions are as foll ows:

Hel | oRecei ved
An Hel |l o packet has been received fromthe nei ghbor

Start
This is an indication that Hell o Packets should now be sent to the
nei ghbor at intervals of Hellolnterval seconds. This event is
generated only for neighbors associated with NBMA networks

2-\WayRecei ved
Bi di rectional conmunication has been realized between the two
nei ghboring routers. This is indicated by the router seeing
itself in the neighbor’s Hell o packet.

Negoti ati onDone
The Master/ Sl ave rel ati onshi p has been negotiated, and DD sequence
nunbers have been exchanged. This signals the start of the
sendi ng/ recei vi ng of Dat abase Description packets. For nore
i nformati on on the generation of this event, consult Section 10. 8.

ExchangeDone
Both routers have successfully transmtted a full sequence of
Dat abase Description packets. Each router now knows what parts of
its link state database are out of date. For nore information on
the generation of this event, consult Section 10. 8.

BadLSReq
A Link State Request has been received for an LSA not contained in
t he database. This indicates an error in the Database Exchange
pr ocess.

Loadi ng Done
Li nk State Updates have been received for all out-of-date portions
of the database. This is indicated by the Link state request |ist
becom ng enpty after the Database Exchange process has conpl et ed.
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Adj OK?
A deci sion nust be nade as to whether an adjacency should be
establ i shed/ mai ntained with the neighbor. This event will start
sonme adjacencies fornmng, and destroy others.

The follow ng events cause well devel oped nei ghbors to revert to
| esser states. Unlike the above events, these events nay occur when
t he nei ghbor conversation is in any of a nunber of states.

SegNumber M smat ch
A Dat abase Description packet has been received that either a) has
an unexpected DD sequence nunber, b) unexpectedly has the Init bit
set or c¢c) has an Options field differing fromthe last Options
field received in a Database Description packet. Any of these
conditions indicate that sone error has occurred during adjacency
est abl i shnent .

1- Way
An Hel |l o packet has been received fromthe neighbor, in which the
router is not nmentioned. This indicates that conmunication with
t he nei ghbor is not bidirectional

Ki I I Nor
This is an indication that all conmmunication with the neighbor is
now i npossi bl e, forcing the neighbor to revert to Down state.

I nactivityTi mer
The inactivity Timer has fired. This nmeans that no Hell o packets
have been seen recently fromthe nei ghbor. The nei ghbor reverts to
Down state.

LL Down
This is an indication fromthe |l ower |evel protocols that the
nei ghbor is now unreachable. For exanple, on an X 25 network this
could be indicated by an X 25 clear indication with appropriate
cause and di agnostic fields. This event forces the neighbor into
Down st ate.

3. The Nei ghbor state machine

A detail ed description of the neighbor state changes follows. Each
state change is invoked by an event (Section 10.2). This event nay
produce different effects, depending on the current state of the
nei ghbor. For this reason, the state nachi ne below i s organi zed by
current neighbor state and received event. Each entry in the state
machi ne describes the resulting new nei ghbor state and the required
set of additional actions.
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When a nei ghbor’s state changes,
Desi gnated Router election algorithm
the interface Nei ghborChange event

Al so,

OSPF Version 2

it may be necessary to rerun the

is generated (see Section 9.2).

if the Interface is in DR state (the router is itself
Desi gnat ed Router),

changes in neighbor state nmay cause a new

networ k- LSA to be originated (see Section 12.4).

Wien the nei ghbor state machi ne needs to invoke the interface state
it should be done as a schedul ed task (see Section 4.4).
by ensuring that neither state nmachine wll

nmachi ne,

This sinplifies things,

be executed recursively.

State(s):
Event :
New st at e:

Acti on:

State(s):
Event :
New st at e:

Acti on:

State(s):
Event :
New st at e:

Acti on:

Down

Start

At t enpt

Send an Hell o Packet to the neighbor (this neighbor
is always associated with an NBMA network) and start
the Inactivity Timer for the neighbor. The timer’s
later firing would indicate that comunication wth
t he nei ghbor was not attai ned.

At t enpt

Hel | oRecei ved

I nit

Restart the Inactivity Timer for the neighbor, since

t he nei ghbor has now been heard from

Down

Hel | oRecei ved

Init

Start the Inactivity Tinmer for the neighbor. The

timer's later firing would indicate that the nei ghbor
i s dead.
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State(s): Init or greater
Event: Hell oReceived
New state: No state change.

Action: Restart the Inactivity Tinmer for the neighbor, since
t he nei ghbor has again been heard from

State(s): Init
Event: 2-WayReceived
New state: Depends upon action routine.

Action: Deterni ne whether an adjacency should be established
wi th the neighbor (see Section 10.4). |If not, the
new nei ghbor state is 2-\Way.

O herwi se (an adj acency shoul d be established) the
nei ghbor state transitions to ExStart. Upon
entering this state, the router increnents the DD
sequence nunber in the neighbor data structure. |If
this is the first tinme that an adj acency has been
attenpted, the DD sequence nunber shoul d be assigned
sone uni que value (like the tine of day clock). It
then declares itself master (sets the master/slave
bit to nmaster), and starts sendi ng Dat abase
Description Packets, with the initialize (1), nore
(M and master (MS) bits set. This Database

Descri ption Packet should be otherw se enpty. This
Dat abase Description Packet should be retransnmitted
at intervals of RxmtiInterval until the next state is
entered (see Section 10. 8).

State(s): ExStart
Event: Negoti ati onDone
New state: Exchange
Action: The router nmust list the contents of its entire area
link state database in the neighbor Database summary
list. The area link state database consists of the

rout er-LSAs, network-LSAs and summary-LSAs cont ai ned
in the area structure, along with the AS-external -
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LSAs contained in the global structure. AS-

external -LSAs are omitted froma virtual neighbor’s
Dat abase sunmmary list. AS-external-LSAs are onmitted
fromthe Database summary list if the area has been
configured as a stub (see Section 3.6). LSAs whose
age is equal to MaxAge are instead added to the

nei ghbor’s Link state retransmission list. A
summary of the Database summary list will be sent to
t he nei ghbor in Database Description packets. Each
Dat abase Description Packet has a DD sequence
nunber, and is explicitly acknow edged. Only one
Dat abase Description Packet is allowed outstanding
at any one tinme. For nore detail on the sending and
recei ving of Database Description packets, see
Sections 10.8 and 10. 6.

State(s): Exchange
Event: ExchangeDone
New state: Depends upon action routine.
Action: |If the neighbor Link state request list is enpty,
t he new nei ghbor state is Full. No other action is
required. This is an adjacency’'s final state.
O herwi se, the new neighbor state is Loading. Start
(or continue) sending Link State Request packets to
t he nei ghbor (see Section 10.9). These are requests
for the neighbor’s nore recent LSAs (which were
di scovered but not yet received in the Exchange
state). These LSAs are listed in the Link state
request list associated with the nei ghbor.
State(s): Loading
Event: Loadi ng Done
New state: Ful

Action: No action required. This is an adjacency’'s fina
state.

Moy St andards Track [ Page 79]



RFC 2178 OSPF Version 2 July 1997

State(s): 2-Way
Event: Adj OK?
New state: Depends upon action routine.

Action: Deternine whether an adjacency should be forned with
t he nei ghboring router (see Section 10.4). |If not,
t he nei ghbor state renmamins at 2-Way. O herw se,
transition the neighbor state to ExStart and perform
the actions associated with the above state machi ne
entry for state Init and event 2-WayRecei ved.

State(s): ExStart or greater
Event: Adj OK?
New state: Depends upon action routine.

Action: Deternine whether the neighboring router should
still be adjacent. |If yes, there is no state change
and no further action is necessary.

O herwi se, the (possibly partially forned) adjacency
must be destroyed. The neighbor state transitions
to 2-Way. The Link state retransmission list,

Dat abase sunmary |ist and Link state request I|ist
are cleared of LSAs.

State(s): Exchange or greater
Event: SeqNunber M smat ch
New state: ExStart

Action: The (possibly partially fornmed) adjacency is torn
down, and then an attenpt is made at
reestabli shment. The nei ghbor state first
transitions to ExStart. The Link state
retransm ssion |ist, Database summary list and Link
state request list are cleared of LSAs. Then the
router increnents the DD sequence nunber in the
nei ghbor data structure, declares itself master
(sets the naster/slave bit to master), and starts
sendi ng Dat abase Description Packets, with the
initialize (1), nmore (M and master (MS) bits set.
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State(s):
Event :
New st at e:

Acti on:

State(s):
Event :
New st at e:

Acti on:

State(s):
Event :
New st at e:

Acti on:

Moy

OSPF Version 2

Thi s Dat abase Descripti on Packet should be ot herw se
enpty (see Section 10.8).

Exchange or greater
BadLSReq
ExStart

The action for event BadLSReq is exactly the sane as
for the nei ghbor event SegNunberM smatch. The
(possibly partially forned) adjacency is torn down,
and then an attenpt is nmade at reestablishnment. For
nore information, see the neighbor state nachine
entry that is invoked when event SeqNunber M smat ch
is generated in state Exchange or greater.

Any state

Ki I I Nor

Down

The Link state retransm ssion |ist,

list and Link state request
LSAs. Al so,

Dat abase sunmary
list are cleared of

the Inactivity Timer is disabled.

Any state

LLDown

Down

The Link state retransm ssion |ist,

list and Link state request
LSAs. Also,

Dat abase sunmary
list are cleared of
the Inactivity Tiner is disabled.
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State(s):
Event :
New st at e:

Acti on:

State(s):
Event :
New st at e:

Acti on:

State(s):
Event :
New st at e:

Acti on:

State(s):
Event :
New st at e:

Acti on:

OSPF Version 2 July 1997

Any state

I nactivityTi mer

Down

The Link state retransnission |ist, Database sumary
list and Link state request list are cleared of
LSAs.

2-\\y or (greater

1- WayRecei ved

Init

The Link state retransnission |ist, Database sumary
list and Link state request |list are cleared of
LSAs.

2-\Wy or greater

2-\WayRecei ved

No state change.

No action required.

Init
1- WayRecei ved
No state change.

No action required.

10. 4. \hether to becone adjacent

Adj acenci es are established with sone subset of the router’s

nei ghbors.

Rout ers connected by point-to-point networks, Point-to-

Mul ti Poi nt networks and virtual |inks always becone adjacent. On
broadcast and NBMA networks, all routers becone adjacent to both the
Desi gnat ed Router and the Backup Desi gnated Router.

Moy
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The adj acency-form ng decision occurs in tw places in the nei ghbor
state machine. First, when bidirectional communication is initially
established wi th the nei ghbor, and secondly, when the identity of the
attached network’s (Backup) Designated Router changes. |If the
decision is made to not attenpt an adj acency, the state of the

nei ghbor communi cati on stops at 2-\Way.

An adj acency shoul d be established with a bidirectional neighbor when
at least one of the follow ng conditions holds:

0 The underlying network type is point-to-point

o} The underlying network type is Point-to-MiltiPoint

0o The underlying network type is virtual |ink

o] The router itself is the Designated Router

o} The router itself is the Backup Desi gnated Router

0o The neighboring router is the Designated Router

o] The nei ghboring router is the Backup Desi gnated Router
5. Receiving Hell o Packets

This section explains the detail ed processing of a received Hello
Packet. (See Section A 3.2 for the format of Hello packets.) The
generic input processing of OSPF packets will have checked the
validity of the |IP header and the OSPF packet header. Next, the

val ues of the Network Mask, Hellolnterval, and RouterDeadlnterva
fields in the received Hell o packet nust be checked agai nst the

val ues configured for the receiving interface. Any misnmatch causes
processing to stop and the packet to be dropped. |In other words, the
above fields are really describing the attached network’s
configuration. However, there is one exception to the above rule: on
poi nt-to-point networks and on virtual links, the Network Mask in the
received Hell o Packet should be ignored.

The receiving interface attaches to a single OSPF area (this could be
t he backbone). The setting of the E-bit found in the Hell o Packet’s
Options field nust match this area’s External Routi ngCapability. |If
AS-external -LSAs are not flooded into/throughout the area (i.e, the
area is a "stub") the E-bit nust be clear in received Hello Packets,
otherwi se the E-bit nust be set. A mismatch causes processing to
stop and the packet to be dropped. The setting of the rest of the
bits in the Hello Packet’s Options field should be ignored.
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At this point, an attenpt is nade to match the source of the Hello
Packet to one of the receiving interface’'s neighbors. |If the
receiving interface connects to a broadcast, Point-to-MiltiPoint or
NBMA network the source is identified by the I P source address found
inthe Hllo’s IP header. |If the receiving interface connects to a
point-to-point link or a virtual link, the source is identified by
the Router ID found in the Hell o’s OSPF packet header. The
interface’s current list of neighbors is contained in the interface's
data structure. |If a matching nei ghbor structure cannot be found,
(i.e., this is the first time the neighbor has been detected), one is
created. The initial state of a newy created neighbor is set to
Down.

Wien receiving an Hell o Packet from a nei ghbor on a broadcast,

Poi nt-to-Mil ti Point or NBMA network, set the neighbor structure’s

Nei ghbor 1D equal to the Router ID found in the packet’s OSPF header.
When receiving an Hello on a point-to-point network (but not on a
virtual link) set the neighbor structure’s Neighbor | P address to the
packet’s | P source address.

Now the rest of the Hell o Packet is exam ned, generating events to be
given to the neighbor and interface state machines. These state
machi nes are specified either to be executed or schedul ed (see
Section 4.4). For exanple, by specifying bel ow that the nei ghbor
state nmachi ne be executed in line, several neighbor state transitions
may be effected by a single received Hello:

0 Each Hel |l o Packet causes the nei ghbor state machine to be
executed with the event Hell oRecei ved.

o} Then the list of neighbors contained in the Hello Packet is
examined. |f the router itself appears in this list, the
nei ghbor state nachi ne should be executed with the event 2-
WayRecei ved. O herw se, the neighbor state machi ne shoul d
be executed with the event 1-WayReceived, and the processing
of the packet stops.

o] Next, the Hello Packet’s Router Priority field is exam ned.
If this field is different than the one previously received
fromthe neighbor, the receiving interface’s state machine
is scheduled with the event Nei ghborChange. |n any case,
the Router Priority field in the neighbor data structure
shoul d be updated accordingly.

o] Next the Designated Router field in the Hell o Packet is
examned. |If the neighbor is both declaring itself to be
Desi gnat ed Rout er (Designated Router field = Neighbor IP
address) and the Backup Designated Router field in the
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packet is equal to 0.0.0.0 and the receiving interface is in
state Waiting, the receiving interface’'s state nmachine is
schedul ed with the event BackupSeen. GQherwise, if the

nei ghbor is declaring itself to be Designated Router and it
had not previously, or the neighbor is not declaring itself
Desi gnated Router where it had previously, the receiving
interface’s state machine is scheduled with the event

Nei ghbor Change. | n any case, the Neighbors' Designated
Router itemin the neighbor structure is updated

accordi ngly.

o} Finally, the Backup Designated Router field in the Hello
Packet is exanmined. |If the neighbor is declaring itself to
be Backup Desi gnhated Router (Backup Designated Router field
= Nei ghbor | P address) and the receiving interface is in
state Waiting, the receiving interface’'s state machine is
schedul ed with the event BackupSeen. Qherwi se, if the
nei ghbor is declaring itself to be Backup Designated Router
and it had not previously, or the neighbor is not declaring
itself Backup Designated Router where it had previously, the
receiving interface’'s state nmachine is scheduled with the
event Nei ghbor Change. In any case, the Neighbor’s Backup
Desi gnated Router itemin the neighbor structure is updated
accordi ngly.

On NBMA networks, receipt of an Hell o Packet may al so cause an Hello
Packet to be sent back to the neighbor in response. See Section 9.5.1
for nore details.

6. Receiving Database Description Packets

This section explains the detailed processing of a received Dat abase
Description Packet. The inconing Database Description Packet has

al ready been associated with a nei ghbor and receiving interface by
the generic input packet processing (Section 8.2). Wether the

Dat abase Descri ption packet should be accepted, and if so, howit
shoul d be further processed depends upon the nei ghbor state.

I f a Database Description packet is accepted, the foll owi ng packet
fields should be saved in the correspondi ng nei ghbor data structure
under "l ast received Database Description packet": the packet’s
initialize(l), nore (M and naster(MsS) bits, Options field, and DD
sequence nunmber. If these fields are set identically in two
consecutive Database Description packets received fromthe nei ghbor
the second Dat abase Description packet is considered to be a
"duplicate" in the processing described bel ow
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If the Interface MIU field in the Database Description packet

i ndicates an | P datagram size that is larger than the router can
accept on the receiving interface without fragnentation, the Database
Description packet is rejected. Oherwise, if the neighbor state is:

Down
The packet should be rejected.

At t enpt
The packet should be rejected.

I nit
The nei ghbor state nachine should be executed with the event 2-
WayRecei ved. This causes an innmedi ate state change to either
state 2-Way or state ExStart. If the new state is ExStart, the
processing of the current packet should then continue in this new
state by falling through to case ExStart bel ow.

2- Wy
The packet should be ignored. Database Description Packets are
used only for the purpose of bringing up adjacencies.[7]

ExStart
If the received packet matches one of the followi ng cases, then
t he nei ghbor state nachi ne should be executed with the event
Negoti ati onDone (causing the state to transition to Exchange), the
packet’s Options field should be recorded in the nei ghbor
structure’s Nei ghbor Options field and the packet should be
accepted as next in sequence and processed further (see bel ow).
O herwi se, the packet should be ignored.

o] The initialize(l), nore (M and naster(Ms) bits are set,
the contents of the packet are enpty, and the neighbor’s
Router IDis larger than the router’s own. |In this case
the router is now Slave. Set the nmaster/slave bit to
sl ave, and set the nei ghbor data structure’s DD sequence
nunber to that specified by the master.

o] The initialize(l) and master(Ms) bits are off, the
packet’s DD sequence nunber equal s the nei ghbor data
structure’s DD sequence nunber (indicating
acknow edgnment) and the neighbor’s Router IDis snaller
than the router’s owmn. |In this case the router is
Mast er .
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Exchange

Dupl i cat e Database Description packets are discarded by the
master, and cause the slave to retransmit the |ast Database
Description packet that it had sent. Oherw se (the packet is not
a duplicate):

o] If the state of the MS-bit is inconsistent with the
mast er/ sl ave state of the connection, generate the
nei ghbor event SeqNunberM smatch and stop processing the
packet .

o} If the initialize(l) bit is set, generate the nei ghbor
event SeqNunmber M snmat ch and stop processing the packet.

o] If the packet’s Options field indicates a different set
of optional OSPF capabilities than were previously
recei ved fromthe nei ghbor (recorded in the Nei ghbor
Options field of the neighbor structure), generate the
nei ghbor event SeqNunber M smatch and stop processing the
packet .

0 Dat abase Description packets nust be processed in
sequence, as indicated by the packets’ DD sequence
nunbers. |If the router is nmaster, the next packet
recei ved shoul d have DD sequence nunber equal to the DD
sequence nunber in the neighbor data structure. If the
router is slave, the next packet received should have DD
sequence number equal to one nore than the DD sequence
nunber stored in the neighbor data structure. In either
case, if the packet is the next in sequence it should be
accepted and its contents processed as specified bel ow.

o] El se, generate the neighbor event SeqNunberM smatch and
stop processing the packet.

Loadi ng or Ful

In this state, the router has sent and received an entire sequence
of Database Description Packets. The only packets received should
be duplicates (see above). |In particular, the packet’'s Options
field should match the set of optional OSPF capabilities
previously indicated by the neighbor (stored in the nei ghbor
structure’s Neighbor Options field). Any other packets received,
including the reception of a packet with the Initialize(l) bit

set, shoul d generate the nei ghbor event SegNumberM smatch. [ 8]
Dupl i cates should be discarded by the master. The slave nust
respond to duplicates by repeating the | ast Database Description
packet that it had sent.
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When the router accepts a received Database Description Packet as the
next in sequence the packet contents are processed as follows. For
each LSA listed, the LSA's LS type is checked for validity. |If the
LS type is unknown (e.g., not one of the LS types 1-5 defined by this
specification), or if this is an AS-external -LSA (LS type = 5) and
the neighbor is associated with a stub area, generate the nei ghbor
event SeqNunber M snmat ch and stop processing the packet. Oherw se,
the router | ooks up the LSA in its database to see whether it also
has an instance of the LSA. If it does not, or if the database copy
is less recent (see Section 13.1), the LSAis put on the Link state
request list so that it can be requested (i mediately or at sone
later time) in Link State Request Packets.

When the router accepts a received Database Description Packet as the
next in sequence, it also perforns the follow ng actions, depending
on whether it is nmaster or slave:

Mast er
Increnents the DD sequence nunber in the neighbor data structure.
If the router has already sent its entire sequence of Database
Description Packets, and the just accepted packet has the nore bit
(M set to 0, the neighbor event ExchangeDone is generat ed.
O herwi se, it should send a new Dat abase Description to the sl ave

Sl ave
Sets the DD sequence nunber in the neighbor data structure to the
DD sequence nunber appearing in the received packet. The slave
must send a Dat abase Description Packet in reply. |If the received
packet has the nore bit (M set to 0, and the packet to be sent by
the slave will also have the Mbit set to 0, the neighbor event
ExchangeDone is generated. Note that the slave al ways generates
this event before the naster.

7. Receiving Link State Request Packets

This section explains the detail ed processing of received Link State
Request packets. Received Link State Request Packets specify a |ist
of LSAs that the nei ghbor wi shes to receive. Link State Request
Packets shoul d be accepted when the neighbor is in states Exchange,
Loading, or Full. 1In all other states Link State Request Packets
shoul d be i gnored.

St andards Track [ Page 88]



RFC 2178 OSPF Version 2 July 1997

10.

Moy

Each LSA specified in the Link State Request packet should be |ocated
in the router’s database, and copied into Link State Update packets
for transmission to the neighbor. These LSAs should NOT be placed on
the Link state retransnmission list for the neighbor. |If an LSA
cannot be found in the database, sonething has gone wong with the
Dat abase Exchange process, and nei ghbor event BadLSReq shoul d be
gener at ed.

8. Sendi ng Dat abase Description Packets

This section describes how Dat abase Description Packets are sent to a
nei ghbor. The Dat abase Description packet’s Interface MIU field is
set to the size of the largest | P datagramthat can be sent out the
sending interface, w thout fragnentation. Comon MIUs in use in the
Internet can be found in Table 7-1 of [Ref22]. Interface MIU shoul d
be set to 0 in Database Description packets sent over virtual |inks.

The router’s optional OSPF capabilities (see Section 4.5) are
transmitted to the neighbor in the Options field of the Database
Description packet. The router should naintain the sane set of
optional capabilities throughout the Database Exchange and fl oodi ng
procedures. |If for some reason the router’s optional capabilities
change, the Database Exchange procedure should be restarted by
reverting to neighbor state ExStart. One optional capability is
defined in this specification (see Sections 4.5 and A 2). The E-bit
shoul d be set if and only if the attached network bel ongs to a non-
stub area. Unrecognized bits in the Options field should be set to
zero. The sending of Database Description packets depends on the
nei ghbor’s state. |In state ExStart the router sends enpty Database
Description packets, with the initialize (1), nore (M and naster
(M5) bits set. These packets are retransnitted every Rxntlnterva
seconds.

In state Exchange the Dat abase Description Packets actually contain
summaries of the link state information contained in the router’s

dat abase. Each LSA in the area s link-state database (at the tine

t he nei ghbor transitions into Exchange state) is listed in the

nei ghbor Dat abase summary list. Each new Dat abase Description Packet
copies its DD sequence nunber fromthe nei ghbor data structure and
then describes the current top of the Database summary list. Itens
are renoved fromthe Database summary |ist when the previous packet

i s acknow edged.

In state Exchange, the deternination of when to send a Dat abase
Descri ption packet depends on whether the router is nmaster or slave:
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Mast er
Dat abase Description packets are sent when either a) the slave
acknow edges the previ ous Database Description packet by echoing
the DD sequence number or b) Rxmtlnterval seconds el apse without
an acknow edgnment, in which case the previous Database Description
packet is retransmtted.

Sl ave
Dat abase Description packets are sent only in response to Database
Description packets received fromthe master. |If the Database

Description packet received fromthe master is new, a new Dat abase
Description packet is sent, otherw se the previous Dat abase
Description packet is resent.

In states Loading and Full the slave nust resend its | ast Database
Description packet in response to duplicate Database Description
packets received fromthe master. For this reason the slave nust

wai t Rout er Deadl nterval seconds before freeing the |ast Database

Description packet. Reception of a Database Description packet from

the master after this interval will generate a SeqNumber M snat ch

nei ghbor event.
9. Sending Link State Request Packets

I n nei ghbor states Exchange or Loading, the Link state request |ist
contains a list of those LSAs that need to be obtained fromthe

nei ghbor. To request these LSAs, a router sends the nei ghbor the
begi nning of the Link state request |ist, packaged in a Link State
Request packet.

When t he nei ghbor responds to these requests with the proper Link

State Update packet(s), the Link state request list is truncated and
a new Link State Request packet is sent. This process continues
until the Link state request |ist becones enpty. Unsatisfied Link
State Request packets are retransmtted at intervals of RxmtlInterval

There should be at nbst one Link State Request packet outstandi ng at

any one tine.

When the Link state request |ist becones enpty, and the nei ghbor

state is Loading (i.e., a conplete sequence of Database Description
packets has been sent to and received fromthe neighbor), the Loading
Done nei ghbor event is generated.
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10.10. An Exanpl e

Fi gure 14 shows an exanple of an adjacency forming. Routers RT1 and
RT2 are both connected to a broadcast network. It is assuned that
RT2 is the Designated Router for the network, and that RT2 has a

hi gher Router |ID than Router RT1

The nei ghbor state changes realized by each router are listed on the
sides of the figure

At the beginning of Figure 14, Router RTl's interface to the network
becones operational. It begins sending Hell o Packets, although it
doesn’t know the identity of the Designated Router or of any other

nei ghboring routers. Router RT2 hears this hello (noving the

nei ghbor to Init state), and in its next Hello Packet indicates that
it is itself the Designated Router and that it has heard Hello
Packets fromRT1. This in turn causes RT1 to go to state ExStart, as
it starts to bring up the adjacency.

RT1 begins by asserting itself as the master. Wen it sees that RT2
is indeed the master (because of RT2's higher Router 1D), RT1
transitions to slave state and adopts its nei ghbor’s DD sequence
nunber. Database Description packets are then exchanged, with polls
comng fromthe master (RT2) and responses fromthe slave (RT1).
Thi s sequence of Database Description Packets ends when both the pol
and associ ated response has the Mbit off.

In this exanple, it is assumed that RT2 has a conpletely up to date
dat abase. In that case, RT2 goes imediately into Full state. RT1
will go into Full state after updating the necessary parts of its
dat abase. This is done by sending Link State Request Packets, and
receiving Link State Update Packets in response. Note that, while
RT1 has waited until a conplete set of Database Description Packets
has been received (from RT2) before sending any Link State Request
Packets, this need not be the case. RT1 could have interl eaved the
sendi ng of Link State Request Packets with the reception of Database
Descri ption Packets.
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+o- -+ +o- -+
| RT1| | RT2|
+o- -+ +o- -+
Down Down
Hel | o( DR=0, seen=0)
______________________________ >
Hell o (DR=RT2, seen=RT1,...) I nit
Ko e e e e e e e e e e e e e — =
ExSt art D-D (Seg=x, 1, M Master)
______________________________ >
D-D (Seqg=y, |, M Master) ExStart
=,
Exchange D-D (Seqg=y, M Sl ave)
.............................. >
D-D (Seg=y+1, M Master) Exchange
=<
D-D (Seq=y+1, M Sl ave)
______________________________ >
D-D (Seq:y;rh: Mast er)
=<
D-D (Seqg=y+n, Sl ave)
Loading  ------------mmmmi oo >
LS Request Ful |
______________________________ >
LS Update
=<
LS Request
______________________________ >
LS Update
Lo e e e e e e e e e e e e — - -

Ful |

Fi gure 14: An adjacency bring-up exanple
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The Routing Table Structure

The routing table data structure contains all the information
necessary to forward an | P data packet toward its destination. Each
routing table entry describes the collection of best paths to a
particul ar destination. Wen forwarding an |IP data packet, the
routing table entry providing the best match for the packet’'s IP
destination is located. The matching routing table entry then
provi des the next hop towards the packet’s destination. GOSPF also
provides for the existence of a default route (Destination ID =

Def aul t Desti nati on, Address Mask = 0x00000000). When the default
route exists, it matches all | P destinations (although any other
mat ching entry is a better match). Finding the routing table entry
that best matches an I P destination is further described in Section
11. 1.

There is a single routing table in each router. Two sanple routing
tabl es are described in Sections 11.2 and 11.3. The building of the
routing table is discussed in Section 16.

The rest of this section defines the fields found in a routing table
entry. The first set of fields describes the routing table entry’s
destinati on.

Destination Type

Destination type is either "network" or "router". Only network entries

are actually used when forwarding IP data traffic. Router routing
table entries are used solely as internmediate steps in the routing
tabl e build process.

A network is a range of | P addresses, to which IP data traffic may be
forwarded. This includes IP networks (class A, B, or C, |P subnets,
| P supernets and single I P hosts. The default route also falls into

this category.

Router entries are kept for area border routers and AS boundary

routers. Routing table entries for area border routers are used when

calculating the inter-area routes (see Section 16.2), and when

mai nt ai ni ng configured virtual links (see Section 15). Routing table

entries for AS boundary routers are used when cal cul ating the AS
external routes (see Section 16.4).

Destination ID
The destination's identifier or nane. This depends on the

Destination Type. For networks, the identifier is their associated IP

address. For routers, the identifier is the OSPF Router |D.[9]
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Addr ess Mask

Only defined for networks. The network’s | P address together with its

address mask defines a range of |P addresses. For |IP subnets, the

address mask is referred to as the subnet nmsk. For host routes, the

mask is "all ones" (Oxffffffff).

Optional Capabilities
Wien the destination is a router this field indicates the optiona
OSPF capabilities supported by the destination router. The only
optional capability defined by this specification is the ability to

process AS-external -LSAs. For a further discussion of OSPF s optiona

capabilities, see Section 4.5.

The set of paths to use for a destination nmay vary based on the OSPF
area to which the paths belong. This neans that there nmay be
multiple routing table entries for the sane destination, depending on
the val ues of the next field.

Ar ea
This field indicates the area whose link state information has |ed
to the routing table entry’s collection of paths. This is called
the entry’s associated area. For sets of AS external paths, this
field is not defined. For destinations of type "router”, there
may be separate sets of paths (and therefore separate routing
table entries) associated with each of several areas. For exanpl e,
this will happen when two area border routers share multiple areas
in conmon. For destinations of type "network"”, only the set of
pat hs associated with the best area (the one providing the
preferred route) is kept.

The rest of the routing table entry describes the set of paths to the
destination. The following fields pertain to the set of paths as a
whole. In other words, each one of the paths contained in a routing
table entry is of the sane path-type and cost (see bel ow).

Pat h-t ype
There are four possible types of paths used to route traffic to
the destination, listed here in order of preference: intra-area,
inter-area, type 1 external or type 2 external. |Intra-area paths
i ndi cate destinations belonging to one of the router’s attached
areas. Inter-area paths are paths to destinations in other OSPF
areas. These are discovered through the exam nation of received
summary-LSAs. AS external paths are paths to destinations
external to the AS. These are detected through the exanination of
recei ved AS-external -LSAs.
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Cost
The Iink state cost of the path to the destination. For all paths
except type 2 external paths this describes the entire path’s
cost. For Type 2 external paths, this field describes the cost of
the portion of the path internal to the AS. This cost is
cal cul ated as the sumof the costs of the path’s constituent
I i nks.

Type 2 cost
Only valid for type 2 external paths. For these paths, this field
i ndi cates the cost of the path’s external portion. This cost has
been advertised by an AS boundary router, and is the nost
significant part of the total path cost. For exanple, a type 2
external path with type 2 cost of 5 is always preferred over a
path with type 2 cost of 10, regardl ess of the cost of the two
pat hs’ internal conponents.

Link State Oigin
Valid only for intra-area paths, this field indicates the LSA
(router-LSA or network-LSA) that directly references the
destination. For exanple, if the destination is a transit
network, this is the transit network’s network-LSA. If the
destination is a stub network, this is the router-LSA for the
attached router. The LSA is discovered during the shortest-path
tree calculation (see Section 16.1). Miltiple LSAs may reference
t he destination, however a tie-breaking schenme always reduces the
choice to a single LSA. The Link State Oigin field is not used by
the OSPF protocol, but it is used by the routing table cal cul ation
in OSPF s Multicast routing extensions (MOSPF).

When multiple paths of equal path-type and cost exist to a
destination (called el sewhere "equal -cost" paths), they are stored in
a single routing table entry. Each one of the "equal-cost" paths is
di stingui shed by the follow ng fields:

Next hop
The outgoing router interface to use when forwarding traffic to
the destination. On broadcast, Point-to-MiltiPoint and NBVA
networ ks, the next hop also includes the I P address of the next
router (if any) in the path towards the destination

Advertising router
Valid only for inter-area and AS external paths. This field
i ndi cates the Router ID of the router advertising the summary-LSA
or AS-external -LSA that led to this path.
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1. Routing table I ookup

Wien an | P data packet is received, an OSPF router finds the routing
table entry that best matches the packet’s destination. This routing
table entry then provides the outgoing interface and next hop router
to use in forwarding the packet. This section describes the process
of finding the best matching routing table entry. The process
consists of a nunber of steps, wherein the collection of routing
table entries is progressively pruned. In the end, the single
routing table entry remaining is called the "best match"

Bef ore the | ookup begins, "discard" routing table entries should be
inserted into the routing table for each of the router’s active area
address ranges (see Section 3.5). (An area range is considered
"active" if the range contains one or nore networks reachabl e by
intra-area paths.) The destination of a "discard" entry is the set of
addresses described by its associated active area address range, and
the path type of each "discard" entry is set to "inter-area".[10]

Note that the steps described below may fail to produce a best natch
routing table entry (i.e., all existing routing table entries are
pruned for some reason or another), or the best match routing table
entry may be one of the above "discard" routing table entries. In

t hese cases, the packet’s |IP destination is considered unreachabl e.

I nstead of being forwarded, the packet should be discarded and an

| CVMP destination unreachabl e nessage should be returned to the
packet’s source

(1) Select the conplete set of "matching"” routing table entries
fromthe routing table. Each routing table entry describes
a (set of) path(s) to a range of |IP addresses. If the data
packet’s | P destination falls into an entry’s range of IP
addresses, the routing table entry is called a match. (It is

quite likely that multiple entries will match the data
packet. For exanple, a default route will match al
packets.)

(2) Reduce the set of matching entries to those having the nost
preferential path-type (see Section 11). OSPF has a four
| evel hierarchy of paths. Intra-area paths are the nost
preferred, followed in order by inter-area, type 1 externa
and type 2 external paths.

(3) Select the remaining routing table entry that provides the
nost specific (longest) match. Another way of saying this is
to choose the remaining entry that specifies the narrowest
range of |P addresses.[11] For example, the entry for the
address/ mask pair of (128.185.1.0, Oxffffff00) is nore
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specific than an entry for the pair (128.185.0.0,
Oxffff0000). The default route is the |east specific match,
since it matches all destinations.

2. Sanple routing table, wthout areas

Consi der the Autononous System pictured in Figure 2. No OSPF areas
have been configured. A single netric is shown per outbound
interface. The calculation of Router RT6's routing table proceeds as
described in Section 2.2. The resulting routing table is shown in
Table 12. Destination types are abbreviated: Network as "N', Router
as "R'.

There are no instances of nultiple equal-cost shortest paths in this
exanple. Also, since there are no areas, there are no inter-area
pat hs.

Routers RT5 and RT7 are AS boundary routers. Intra-area routes have
been calculated to Routers RT5 and RT7. This allows external routes
to be calculated to the destinations advertised by RT5 and RT7 (i.e.
Net wor ks N12, N13, N14 and N15). It is assuned all AS-external-LSAs
originated by RT5 and RT7 are advertising type 1 external netrics.
This results in type 1 external paths being calculated to
destinati ons N12- N15.

3. Sanple routing table, with areas

Consi der the previous exanple, this time split into OSPF areas. An
OSPF area configuration is pictured in Figure 6. Router RT4's
routing table will be described for this area configuration. Router
RT4 has a connection to Area 1 and a backbone connection. This
causes Router RT4 to view the AS as the concatenation of the two
graphs shown in Figures 7 and 8. The resulting routing table is

di spl ayed in Table 13.
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Type Dest Area Path Type Cost Next Adv.
Hop('s) Rout er ('s)
N N1 0 intra-area 10 RT3 *
N N2 0 intra-area 10 RT3 *
N N3 0 intra-area 7 RT3 *
N N4 0 intra-area 8 RT3 *
N Ib 0 intra-area 7 * *
N la 0 intra-area 12 RT10 *
N N6 0 intra-area 8 RT10 *
N N7 0 intra-area 12 RT10 *
N N8 0 intra-area 10 RT10 *
N N9 0 intra-area 11 RT10 *
N N10 0 intra-area 13 RT10 *
N N11 0 intra-area 14 RT10 *
N H1 0 intra-area 21 RT10 *
R RT5 0 intra-area 6 RT5 *
R RT7 0 intra-area 8 RT10 *
N N12 * type 1 ext. 10 RT10 RT7
N N13 * type 1 ext. 14 RTS5 RTS5
N N14 * type 1 ext. 14 RT5 RT5
N N15 * type 1 ext. 17 RT10 RT7

Table 12: The routing table for Router RT6
(no configured areas).

Again, Routers RT5 and RT7 are AS boundary routers. Routers RT3,

RT4, RT7, RT10 and RT11l are area border routers. Note that there are
two routing entries for the area border router RT3, since it has two
areas in conmon with RT4 (Area 1 and the backbone).

Backbone pat hs have been calculated to all area border routers.

These are used when determining the inter-area routes. Note that all
of the inter-area routes are associated with the backbone; this is

al ways the case when the calculating router is itself an area border
router. Routing information is condensed at area boundaries. In
this exanple, we assune that Area 3 has been defined so that networks
N9-N11 and the host route to Hl1 are all condensed to a single route
when advertised into the backbone (by Router RT11). Note that the
cost of this route is the maxi numof the set of costs to its

i ndi vi dual conponents.
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There is a virtual |ink configured between Routers RT10 and RT11l
Wthout this configured virtual |ink, RT11 would be unable to
advertise a route for networks N9-N11 and Host Hl into the backbone,
and there would not be an entry for these networks in Router RT4's
routing table.

In this exanple there are two equal -cost paths to Network N12.
However, they both use the sane next hop (Router RT5).

Type Dest Area Path Type Cost Next Adv.
Hops(s) Rout er ('s)

N N1 1 intra-area 4 RT1 *

N N2 1 intra-area 4 RT2 *

N N3 1 intra-area 1 * *

N N4 1 intra-area 3 RT3 *

R RT3 1 intra-area 1 * *

N Ib 0 intra-area 22 RT5 *

N la 0 intra-area 27 RT5 *

R RT3 0 intra-area 21 RT5 *

R RT5 0 intra-area 8 * *

R RT7 0 intra-area 14 RT5 *

R RT10 0 intra-area 22 RT5 *

R RT11 0 intra-area 25 RT5 *

N N6 0 inter-area 15 RT5 RT7

N N7 0 inter-area 19 RT5 RT7

N N8 0 i nter-area 18 RT5 RT7

N N9- N11, H1 0 inter-area 36 RT5 RT11

N N12 * type 1 ext. 16 RT5 RT5, RT7

N N13 * type 1 ext. 16 RT5 RT5

N N14 * type 1 ext. 16 RT5 RT5

N N15 * type 1 ext. 23 RT5 RT7

Tabl e 13: Router RT4’'s routing table
in the presence of areas.

Router RT4's routing table would inprove (i.e., sone of the paths in
the routing table would becone shorter) if an additional virtual link
were configured between Router RT4 and Router RT3. The new virtua
link would itself be associated with the first entry for area border
router RT3 in Table 13 (an intra-area path through Area 1). This
would yield a cost of 1 for the virtual link. The routing table
entries changes that would be caused by the addition of this virtua
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link are shown in Table 14.
Li nk State Advertisenments (LSAs)

Each router in the Autononous System originates one or nore |ink
state advertisenments (LSAs). This neno defines five distinct types
of LSAs, which are described in Section 4.3. The collection of LSAs
forns the link-state database. Each separate type of LSA has a
separate function. Router-LSAs and network-LSAs descri be how an
area’'s routers and networks are interconnected. Sunmary-LSAs provide
a way of condensing an area’s routing information. AS-external-LSAs
provide a way of transparently advertising externally-derived routing
i nformati on throughout the Autononous System

Each LSA begins with a standard 20-byte header. This LSA header is
di scussed bel ow

Type Dest Area Path Type Cost Next Adv.
Hop('s) Rout er ('s)
N Ib 0 intra-area 16 RT3 *
N la 0 intra-area 21 RT3 *
R RT3 0 intra-area 1 * *
R RT10 0 intra-area 16 RT3 *
R RT11 0 intra-area 19 RT3 *
N N9- N11, H1 0 inter-area 30 RT3 RT11

Tabl e 14: Changes resulting froman
addi tional virtual I|ink.

1. The LSA Header

The LSA header contains the LS type, Link State I D and Adverti sing
Router fields. The conbination of these three fields uniquely
identifies the LSA

There may be several instances of an LSA present in the Autononous
System all at the sanme tinme. It nust then be deterni ned which
instance is nore recent. This deternmination is made by exam ning the
LS sequence, LS checksum and LS age fields. These fields are also
contai ned in the 20-byte LSA header.

Several of the OSPF packet types list LSAs. When the instance is not
important, an LSA is referred to by its LS type, Link State ID and
Advertising Router (see Link State Request Packets). Oherw se, the
LS sequence nunber, LS age and LS checksum fields nust also be
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r ef er enced.

A detail ed explanation of the fields contained in the LSA header
fol |l ows.

1.1. LS age

This field is the age of the LSA in seconds. It should be processed
as an unsigned 16-bit integer. It is set to 0 when the LSAis
originated. It rmust be incremented by |InfTransDel ay on every hop of

the flooding procedure. LSAs are also aged as they are held in each
router’s database.

The age of an LSA is never increnented past MaxAge. LSAs havi ng age
MaxAge are not used in the routing table calculation. Wen an LSA's
age first reaches MaxAge, it is reflooded. An LSA of age MaxAge is
finally flushed fromthe database when it is no | onger needed to
ensur e dat abase synchroni zation. For nore infornmation on the aging
of LSAs, consult Section 14.

The LS age field is exanined when a router receives two instances of
an LSA, both having identical LS sequence nunbers and LS checksuns.
An instance of age MaxAge is then always accepted as nost recent;
this allows old LSAs to be flushed quickly fromthe routing donain.
Oherwise, if the ages differ by nore than MaxAgeDiff, the instance
having the snmaller age is accepted as nost recent.[12] See Section
13.1 for nore details.

1.2. Options

The Options field in the LSA header indicates which optiona
capabilities are associated with the LSA. OSPF' s optiona
capabilities are described in Section 4.5. One optional capability is
defined by this specification, represented by the E-bit found in the
Options field. The unrecognized bits in the Options field should be
set to zero. The E-bit represents OSPF s External Routi ngCapability
This bit should be set in all LSAs associated with the backbone, and
all LSAs associated with non-stub areas (see Section 3.6). It should
also be set in all AS-external-LSAs. It should be reset in al

rout er-LSAs, network-LSAs and summary-LSAs associated with a stub
area. For all LSAs, the setting of the E-bit is for informationa
purposes only; it does not affect the routing table calcul ation
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1.3. LS type

The LS type field dictates the format and function of the LSA. LSAs
of different types have different names (e.g., router-LSAs or
networ k- LSAs). All LSA types defined by this neno, except the AS-
external -LSAs (LS type = 5), are flooded throughout a single area
only. AS-external-LSAs are flooded throughout the entire Autononobus
System excepting stub areas (see Section 3.6). Each separate LSA
type is briefly described below in Table 15.

1. 4. Link State ID

This field identifies the piece of the routing donain that is being
described by the LSA. Depending on the LSA's LS type, the Link State
I D takes on the values listed in Table 16.

Actual ly, for Type 3 summary-LSAs (LS type = 3) and AS-external - LSAs
(LS type = 5), the Link State ID may additionally have one or nore of
the destination network’s "host" bits set. For exanple, when
originating an AS-external -LSA for the network 10.0.0.0 w th mask of
255.0.0.0, the Link State ID can be set to anything in the range
10. 0. 0.0 through 10. 255. 255. 255 i ncl usi ve (although 10.0.0.0 should
be used whenever possible). The freedomto set certain host bits
allows a router to originate separate LSAs for two networks having
the sane address but different masks. See Appendix E for details.
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LSA description

These are the router-LSAs.

They describe the collected
states of the router’s
interfaces. For nore information
consult Section 12.4.1.

These are the network-LSAs.

They describe the set of routers
attached to the network. For
nore information, consult
Section 12.4. 2.

3 or 4

These are the sumary-LSAs.

They describe inter-area routes,

and enabl e the condensation of

routing information at area

borders. Oiginated by area border
routers, the Type 3 sumary-LSAs
describe routes to networks while the
Type 4 sunmmary-LSAs describe routes to
AS boundary routers.

Tabl e 15:

LS Type

These are the AS-external - LSAs.
Oiginated by AS boundary routers,
they describe routes

to destinations external to the

Aut ononobus System A default route for
t he Aut ononpbus System can al so be
descri bed by an AS-external - LSA

OSPF link state advertisenments (LSAs).

Link State ID

1
2

3

The originating router’s Router ID
The I P interface address of the

net wor k’ s Desi ghat ed Router.

The destination network’s | P address.
The Router I D of the described AS
boundary router

The destination network’s | P address.

Table 16: The LSA's Link State ID

Moy
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When the LSA is describing a network (LS type = 2, 3 or 5), the
network’s | P address is easily derived by masking the Link State ID
with the network/subnet nmask contained in the body of the LSA. \hen
the LSA is describing a router (LS type =1 or 4), the Link State ID
is always the described router’s OSPF Router 1D

When an AS-external -LSA (LS Type = 5) is describing a default route,
its Link State IDis set to DefaultDestination (0.0.0.0).

1.5. Advertising Router

This field specifies the OSPF Router ID of the LSA's originator. For
router-LSAs, this field is identical to the Link State ID field.

Net wor k- LSAs are originated by the network’s Designated Router
Summary-LSAs originated by area border routers. AS-external-LSAs are
ori gi nated by AS boundary routers.

1.6. LS sequence nunber

The sequence nunber field is a signed 32-bit integer. It is used to
detect old and duplicate LSAs. The space of sequence nunbers is
linearly ordered. The l|arger the sequence nunber (when conpared as
signed 32-bit integers) the nore recent the LSA. To describe to
sequence nunber space nore precisely, let Nrefer in the discussion
bel ow to the constant 2**31

The sequence numnber -N (0x80000000) is reserved (and unused). This
| eaves -N + 1 (0x80000001) as the smallest (and therefore ol dest)
sequence nunber; this sequence nunber is referred to as the constant
Initial SequenceNunber. A router uses Initial SequenceNunber the first
time it originates any LSA. Afterwards, the LSA's sequence nunber is
i ncrenented each tinme the router originates a new i nstance of the
LSA. Wen an attenpt is made to increnment the sequence nunber past
the maxi num value of N - 1 (Ox7fffffff; also referred to as
MaxSequenceNunber), the current instance of the LSA nust first be
flushed fromthe routing donain. This is done by prenmaturely aging
the LSA (see Section 14.1) and reflooding it. As soon as this flood
has been acknow edged by all adjacent neighbors, a new instance can
be originated with sequence nunber of Initial SequenceNunber.

The router nmay be forced to pronote the sequence nunber of one of its
LSAs when a nore recent instance of the LSA is unexpectedly received
during the flooding process. This should be a rare event. This may
indicate that an out-of-date LSA, originated by the router itself
before its last restart/reload, still exists in the Autononous
System For nore information see Section 13. 4.
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1.7. LS checksum

This field is the checksum of the conplete contents of the LSA
excepting the LS age field. The LS age field is excepted so that an
LSA's age can be incremented without updating the checksum The
checksum used is the same that is used for |SO connectionl ess
datagrans; it is comonly referred to as the Fletcher checksum It
is docunented in Annex B of [Ref6]. The LSA header al so contains the
length of the LSA in bytes; subtracting the size of the LS age field
(two bytes) yields the anmount of data to checksum

The checksumis used to detect data corruption of an LSA. This
corruption can occur while an LSA is being flooded, or while it is
being held in a router’s nmenory. The LS checksumfield cannot take
on the value of zero; the occurrence of such a value should be
considered a checksumfailure. |In other words, calculation of the
checksumis not optional

The checksum of an LSA is verified in two cases: a) when it is
received in a Link State Update Packet and b) at times during the
aging of the link state database. The detection of a checksum
failure |l eads to separate actions in each case. See Sections 13 and
14 for nore details.

Whenever the LS sequence nunber field indicates that two instances of
an LSA are the sane, the LS checksumfield is exam ned. |If there is
a difference, the instance with the larger LS checksumis considered
to be nost recent.[13] See Section 13.1 for nore details.

2. The link state database

A router has a separate link state database for every area to which
it belongs. Al routers belonging to the sane area have identica
link state databases for the area.

The dat abases for each individual area are always dealt wth
separately. The shortest path calculation is perfornmed separately
for each area (see Section 16). Conponents of the area link-state
dat abase are flooded throughout the area only. Finally, when an
adj acency (belonging to Area A) is being brought up, only the

dat abase for Area A is synchronized between the two routers.

The area database is conposed of router-LSAs, network-LSAs and
summary-LSAs (all listed in the area data structure). |In addition
external routes (AS-external-LSAs) are included in all non-stub area
dat abases (see Section 3.6).
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An i nmpl enentation of OSPF nust be able to access individual pieces of
an area database. This |ookup function is based on an LSA's LS type,
Link State I D and Advertising Router.[14] There will be a single

i nstance (the nost up-to-date) of each LSA in the database. The

dat abase | ookup function is invoked during the LSA flooding procedure
(Section 13) and the routing table calculation (Section 16). In
addition, using this |Iookup function the router can detern ne whether
it has itself ever originated a particular LSA and if so, with what
LS sequence nunber.

An LSA is added to a router’s database when either a) it is received
during the flooding process (Section 13) or b) it is originated by
the router itself (Section 12.4). An LSAis deleted froma router’s
dat abase when either a) it has been overwitten by a newer instance
during the flooding process (Section 13) or b) the router originates
a newer instance of one of its self-originated LSAs (Section 12.4) or
c) the LSA ages out and is flushed fromthe routing domain (Section
14).

Whenever an LSA is deleted fromthe database it nust al so be renoved
fromall neighbors’ Link state retransmission lists (see Section 10).

3. Representation of TGOS

For backward conpatibility with previous versions of the OSPF
specification ([Ref9]), TOS-specific information can be included in
router-LSAs, sunmary-LSAs and AS-external -LSAs. The encoding of TOS
in OSPF LSAs is specified in Table 17. That table relates the OSPF
encoding to the | P packet header’s TOS field (defined in [Ref12]).
The OSPF encoding is expressed as a decinmal integer, and the IP
packet header’'s TOS field is expressed in the binary TOS val ues used
in [Refl12].
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OSPF encodi ng RFC 1349 TOS val ues

0 0000 norrmal service

2 0001 minim ze nonetary cost
4 0010 maxim ze reliability
6 0011

8 0100 nmaxi m ze throughput
10 0101

12 0110

14 0111

16 1000 m ni m ze del ay

18 1001

20 1010

22 1011

24 1100

26 1101

28 1110

30 1111

Tabl e 17: Representing TOS in OSPF.
4. Oiginating LSAs

Into any given OSPF area, a router will originate several LSAs. Each
router originates a router-LSA. If the router is also the Designated
Router for any of the area’s networks, it will originate network-LSAs
for those networks.

Area border routers originate a single summary-LSA for each known
inter-area destination. AS boundary routers originate a single AS
external -LSA for each known AS external destination. Destinations
are advertised one at a tinme so that the change in any single route
can be flooded wi thout reflooding the entire collection of routes.
During the flooding procedure, many LSAs can be carried by a single
Li nk State Update packet.

As an exanple, consider Router RT4 in Figure 6. It is an area border
router, having a connection to Area 1 and the backbone. Router RT4
originates 5 distinct LSAs into the backbone (one router-LSA, and one

summary-LSA for each of the networks N1-N4). Router RT4 will also
originate 8 distinct LSAs into Area 1 (one router-LSA and seven
sunmary-LSAs as pictured in Figure 7). |If RT4 has been selected as

Desi gnated Router for Network N3, it will also originate a network-
LSA for N3 into Area 1.

In this sane figure, Router RT5 will be originating 3 distinct AS

external -LSAs (one for each of the networks N12-N14). These will be
fl ooded throughout the entire AS, assum ng that none of the areas
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have been configured as stubs. However, if area 3 has been
configured as a stub area, the AS-external -LSAs for networks N12-N14
will not be flooded into area 3 (see Section 3.6). Instead, Router
RT11 woul d originate a default summary- LSA that woul d be fl ooded

t hroughout area 3 (see Section 12.4.3). This instructs all of area
3's internal routers to send their AS external traffic to RT11

Whenever a new i nstance of an LSAis originated, its LS sequence
nunber is increnented, its LS age is set to 0, its LS checksumis
calcul ated, and the LSA is added to the |link state database and

fl ooded out the appropriate interfaces. See Section 13.2 for details
concerning the installation of the LSA into the |ink state database.
See Section 13.3 for details concerning the flooding of newy
originated LSAs.

The ten events that can cause a new i nstance of an LSA to be
originated are:

(1) The LS age field of one of the router’s self-originated LSAs
reaches the value LSRefreshTinme. In this case, a new
i nstance of the LSA is originated, even though the contents
of the LSA (apart fromthe LSA header) will be the sane.
This guarantees periodic originations of all LSAs. This
peri odi ¢ updating of LSAs adds robustness to the link state
algorithm LSAs that solely describe unreachable
destinations should not be refreshed, but should instead be
flushed fromthe routing domain (see Section 14.1).

When whatever is being described by an LSA changes, a new LSA is
originated. However, two instances of the sane LSA nmay not be

originated within the time period MnLSInterval. This nmay require
that the generation of the next instance be delayed by up to
M nLSInterval. The follow ng events may cause the contents of an LSA

to change. These events should cause new originations if and only if
the contents of the new LSA would be different:

(2) An interface's state changes (see Section 9.1). This may
mean that it is necessary to produce a new i nstance of the
rout er - LSA

(3) An attached network’s Designated Router changes. A new
router-LSA should be originated. Also, if the router itself
is now the Designated Router, a new network-LSA should be
produced. |If the router itself is no |onger the Designated
Rout er, any network-LSA that it might have originated for
the network should be flushed fromthe routing domain (see
Section 14.1).
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(4) One of the neighboring routers changes to/fromthe FULL
state. This nmay nean that it is necessary to produce a new
i nstance of the router-LSA. Also, if the router is itself
the Designated Router for the attached network, a new
net wor k- LSA shoul d be produced.

The next four events concern area border routers only:

(5) An intra-area route has been added/del eted/ nodified in the
routing table. This may cause a new i nstance of a sumary-
LSA (for this route) to be originated in each attached area
(possi bly including the backbone).

(6) An inter-area route has been added/del eted/ nodified in the
routing table. This may cause a new i nstance of a sumary-
LSA (for this route) to be originated in each attached area
(but NEVER for the backbone).

(7) The router becones newy attached to an area. The router
nmust then originate sumary-LSAs into the newly attached
area for all pertinent intra-area and inter-area routes in
the router’s routing table. See Section 12.4.3 for nore
detail s.

(8) When the state of one of the router’s configured virtua
i nks changes, it nay be necessary to originate a new
router-LSA into the virtual link’s Transit area (see the
di scussion of the router-LSA's bit Vin Section 12.4.1), as
well as originating a new router-LSA into the backbone.

The | ast two events concern AS boundary routers (and forner AS
boundary routers) only:

(9) An external route gained through direct experience with an
external routing protocol (like BGP) changes. This wll
cause an AS boundary router to originate a new i nstance of
an AS-external - LSA.

(10)
A router ceases to be an AS boundary router, perhaps after
restarting. In this situation the router should flush al
AS-external -LSAs that it had previously originated. These
LSAs can be flushed via the premature agi ng procedure
specified in Section 14.1.
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The construction of each type of LSA is explained in detail below. In
general, these sections describe the contents of the LSA body (i.e.
the part coming after the 20-byte LSA header). For information
concerning the building of the LSA header, see Section 12.1.

4, 1. Rout er - LSAs

A router originates a router-LSA for each area that it belongs to.
Such an LSA describes the collected states of the router’s links to
the area. The LSA is flooded throughout the particular area, and no
further. The format of a router-LSA is shown in Appendix A (Section
A 4.2). The first 20 bytes of the LSA consist of the generic LSA
header that was discussed in Section 12.1. router-LSAs have LS type
= 1.

A router also indicates whether it is an area border router, or an AS
boundary router, by setting the appropriate bits

192.1.2 Area 1
+
|
| 3+---+1
Nl |--|RTL1|----- +
| +---+ \
| v - N3
+ \/ \ 1+---+
¥ 192.1.1 *------ | RT4|
+ N / +---+
| / |
| 3+---+1 / |
N2 |--|RT2|----- + 1
| +---+ +---48 . 6+---+
| | RT3| ------mmmmmm - - | RT6
+ +---+ . +---+
192.1.3 | 2 . 18.10.0.6]7
S '
192. 1.4 (N4)

Figure 15: Area 1 with I P addresses shown

(bit B and bit E, respectively) in its router-LSAs. This enables
paths to those types of routers to be saved in the routing table, for
| ater processing of summary-LSAs and AS-external -LSAs. Bit B should
be set whenever the router is actively attached to two or nore areas,
even if the router is not currently attached to the OSPF backbone
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area. Bit E should never be set in a router-LSA for a stub area
(stub areas cannot contain AS boundary routers).

In addition, the router sets bit Vinits router-LSA for Area Aif
and only if the router is the endpoint of one or nore fully adjacent
virtual links having Area A as their Transit area. The setting of bit
V enabl es other routers in Area A to discover whether the area
supports transit traffic (see TransitCapability in Section 6).

The router-LSA then describes the router’s working connections (i.e.
interfaces or links) to the area. Each link is typed according to
the kind of attached network. Each link is also labelled with its
Link ID. This Link ID gives a nane to the entity that is on the
other end of the link. Table 18 sunmmarizes the values used for the
Type and Link 1D fields.

Li nk type Description Link ID

1 Poi nt -t 0- poi nt Nei ghbor Router 1D
link

2 Link to transit Interface address of
net wor k Desi gnat ed Rout er

3 Link to stub | P networ k nunber
net wor k

4 Virtual link Nei ghbor Router 1D

Tabl e 18: Link descriptions in the
router-LSA.

In addition, the Link Data field is specified for each link. This
field gives 32 bits of extra information for the link. For links to
transit networks, nunbered point-to-point |inks and virtual |inks,
this field specifies the IP interface address of the associated
router interface (this is needed by the routing table cal cul ation
see Section 16.1.1). For links to stub networks, this field
specifies the stub network’s | P address mask. For unnunbered point-
to-point links, the Link Data field should be set to the unnunbered
interface’s MB-11 [Ref8] iflndex val ue.

Finally, the cost of using the link for output is specified. The
out put cost of a link is configurable. Wth the exception of links to
stub networks, the output cost nust al ways be non-zero.

To further describe the process of building the list of link
descriptions, suppose a router wishes to build a router-LSA for Area
A. The router examines its collection of interface data structures.
For each interface, the follow ng steps are taken
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o} If the attached network does not belong to Area A, no
links are added to the LSA, and the next interface should be
exam ned.
o If the state of the interface is Down, no |links are added.
o} If the state of the interface is Loopback, add a Type 3

link (stub network) as long as this is not an interface to an
unnunbered point-to-point network. The Link ID should be set to
the IP interface address, the Link Data set to the

mask Oxffffffff (indicating a host route), and the cost set to O.

o} O herwi se, the Iink descriptions added to the router-LSA
depend on the OSPF interface type. Link descriptions used for
point-to-point interfaces are specified in Section 12.4.1.1, for
virtual links in Section 12.4.1.2, for broadcast and NBMA
interfaces in 12.4.1.3, and for Point-to-MiltiPoint interfaces in
12.4.1. 4.

After consideration of all the router interfaces, host links are
added to the router-LSA by examining the Iist of attached hosts
belonging to Area A. A host route is represented as a Type 3 link
(stub network) whose Link IDis the host’s I P address, Link Data is
the mask of all ones (Oxffffffff), and cost the host’s configured
cost (see Section C. 7).

4.1.1. Describing point-to-point interfaces

For point-to-point interfaces, one or nore |link descriptions are
added to the router-LSA as foll ows:

o] I f the neighboring router is fully adjacent, add a
Type 1 link (point-to-point). The Link ID should be set to the
Router I D of the neighboring router. For nunbered point-to-point
networ ks, the Link Data should specify the IP interface address.
For unnunbered point-to-point networks, the Link Data field
shoul d specify the interface’s MB-I1 [Ref8] iflndex value. The
cost should be set to the output cost of the point-to-point
i nterface.

o] In addition, as long as the state of the interface
is "Point-to-Point" (and regardl ess of the neighboring router
state), a Type 3 link (stub network) should be added. There are
two forms that this stub link can take:
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Option 1
Assum ng that the neighboring router’s |P address is known, set
the Link ID of the Type 3 link to the neighbor’s I P address, the
Link Data to the mask Oxffffffff (indicating a host route), and
the cost to the interface’ s configured output cost.[15]

Option 2
If a subnet has been assigned to the point-to-point link, set the
Link ID of the Type 3 link to the subnet’s |IP address, the Link
Data to the subnet’s nask, and the cost to the interface’'s
configured output cost.[16]

4.1.2. Describing broadcast and NBMA interfaces

For operational broadcast and NBMA interfaces, a single |ink
description is added to the router-LSA as foll ows:

o} If the state of the interface is Waiting, add a Type
3 link (stub network) with Link ID set to the I P network nunber
of the attached network, Link Data set to the attached network’s
address mask, and cost equal to the interface’ s configured output
cost.

o} El se, there has been a Designated Router elected for
the attached network. |If the router is fully adjacent to the
Designated Router, or if the router itself is Designated Router
and is fully adjacent to at |east one other router, add a single
Type 2 link (transit network) with Link ID set to the IP
interface address of the attached network’s Designated Router
(which may be the router itself), Link Data set to the router’s
own IP interface address, and cost equal to the interface's
configured output cost. Oherwise, add a link as if the
interface state were Waiting (see above).

4.1.3. Describing virtual I|inks

For virtual links, a link description is added to the router-LSA only
when the virtual neighbor is fully adjacent. In this case, add a Type
4 link (virtual link) with Link ID set to the Router ID of the
virtual neighbor, Link Data set to the IP interface address

associated with the virtual Iink and cost set to the cost cal cul ated
for the virtual link during the routing table calculation (see
Section 15).
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4.1.4. Describing Point-to-MiltiPoint interfaces

For operational Point-to-MiltiPoint interfaces, one or nore link
descriptions are added to the router-LSA as foll ows:

o} A single Type 3 link (stub network) is added with
Link ID set to the router’s own IP interface address, Link Data
set to the mask Oxffffffff (indicating a host route), and cost
set to O.

0 For each fully adjacent nei ghbor associated with the
interface, add an additional Type 1 link (point-to-point) with
Link ID set to the Router ID of the neighboring router, Link Data
set to the IP interface address and cost equal to the interface's
configured output cost.

4.1.5. Exanples of router-LSAs

Consi der the router-LSAs generated by Router RT3, as pictured in
Figure 6. The area containing Router RT3 (Area 1) has been redrawn,
wi th actual network addresses, in Figure 15. Assune that the |ast
byte of all of RT3's interface addresses is 3, giving it the
interface addresses 192.1.1.3 and 192.1.4.3, and that the other
routers have sinilar addressing schenes. |n addition, assune that
all links are functional, and that Router |IDs are assigned as the
smal l est | P interface address.

RT3 originates two router-LSAs, one for Area 1 and one for the
backbone. Assune that Router RT4 has been sel ected as the Designated
router for network 192.1.1.0. RT3 s router-LSA for Area 1 is then
shown below. It indicates that RT3 has two connections to Area 1,
the first alink to the transit network 192.1.1.0 and the second a
link to the stub network 192.1.4.0. Note that the transit network is
identified by the IP interface of its Designated Router (i.e., the
Link ID=192.1.1.4 which is the Designated Router RT4's IP interface
to 192.1.1.0). Note also that RT3 has indicated that it is an area
border router.
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; RT3 s router-LSA for Area 1

LS age = 0 ;always true on origination
Options = (E-bit) ;
LS type =1 ;indicates router-LSA
Link State ID = 192.1.1.3 ; RT3's Router ID
Advertising Router = 192.1.1.3 ;RT3 s Router ID
bit E=0 ;not an AS boundary router
bit B=1 ;area border router
#links = 2
Link ID=192.1.1.4 ;1P address of Desig. Rr
Link Data = 192.1.1.3 ;RT3's IP interface to net
Type = 2 ;connects to transit network
# TOS metrics =0
metric =1
Link ID=192.1.4.0 ; 1 P Networ k nunber
Link Data = Oxffffff00 ; Network mask
Type = 3 ;connects to stub network

# TOS netrics =0
nmetric = 2

Next RT3's router-LSA for the backbone is shown. It indicates that
RT3 has a single attachnent to the backbone. This attachnent is via
an unnunbered point-to-point link to Router RT6. RT3 has again
indicated that it is an area border router

; RT3's router-LSA for the backbone

LS age = 0 ;always true on origination
Options = (E-bit) ;
LS type = 1 ;indicates router-LSA
Link State ID = 192.1.1.3 ; RT3’ s router ID
Advertising Router = 192.1.1.3 ;RT3 s router 1D
bit E=0 ;not an AS boundary router
bit B=1 ;area border router
#links = 1
Link ID = 18.10.0.6 ; Nei ghbor’s Router 1D
Link Data = 0.0.0.3 s MB-11 iflndex of P-P link
Type = 1 ;connects to router

# TOS netrics =0
netric = 8
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4.2. Network-LSAs

A network-LSA is generated for every transit broadcast or NBVA
network. (A transit network is a network having two or nore attached
routers). The network-LSA describes all the routers that are
attached to the network.

The Designated Router for the network originates the LSA. The

Desi gnated Router originates the LSAonly if it is fully adjacent to
at |l east one other router on the network. The network-LSA is fl ooded
t hroughout the area that contains the transit network, and no
further. The network-LSA lists those routers that are fully adjacent
to the Designated Router; each fully adjacent router is identified by
its OSPF Router ID. The Designated Router includes itself in this
list.

The Link State ID for a network-LSA is the IP interface address of
the Designated Router. This value, masked by the network’s address
mask (which is also contained in the network-LSA) yields the
network’s | P address.

A router that has fornmerly been the Designated Router for a network
but is no longer, should flush the network-LSA that it had previously
originated. This LSAis no longer used in the routing table
calculation. It is flushed by prematurely increnenting the LSA s age
to MaxAge and refl ooding (see Section 14.1). In addition, in those
rare cases where a router’s Router |ID has changed, any networ k- LSAs
that were originated with the router’s previous Router |ID nust be
flushed. Since the router may have no idea what it’s previous Router

I D might have been, these network-LSAs are indicated by having their
Link State ID equal to one of the router’s IP interface addresses and
their Advertising Router equal to sone value other than the router’s
current Router ID (see Section 13.4 for nore details).

4.2.1. Exanpl es of network-LSAs

Agai n consider the area configuration in Figure 6. Network-LSAs are
originated for Network N3 in Area 1, Networks N6 and N8 in Area 2,
and Network N9 in Area 3. Assuming that Router RT4 has been sel ected
as the Designated Router for Network N3, the follow ng network-LSA is
generated by RT4 on behal f of Network N3 (see Figure 15 for the
address assi gnnents):
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;. Network-LSA for Network N3

LS age = 0 ;always true on origination
Options = (E-bit) ;

LS type = 2 ;i ndi cates networ k- LSA

Link State ID = 192.1.1.4 ;1P address of Desig. Rr

Advertising Router = 192.1. 1.
Net wor k Mask = OxffffffQ0O

N

i RT4’s Router ID

Attached Router = 192.1.1.4 :Router I D
Attached Router = 192.1.1.1 ;Router I D
Attached Router = 192.1.1.2 ;Router ID
Attached Router = 192.1.1.3 ;Router ID

4.3. Sunmary- LSAs

The destination described by a summary-LSA is either an |IP network,
an AS boundary router or a range of |IP addresses. Summary-LSAs are
fl ooded throughout a single area only. The destination described is
one that is external to the area, yet still belongs to the Autononous
System

Summary-LSAs are originated by area border routers. The precise
summary routes to advertise into an area are determ ned by exam ning
the routing table structure (see Section 11) in accordance with the
al gorithm descri bed below. Note that only intra-area routes are
advertised into the backbone, while both intra-area and inter-area
routes are advertised into the other areas.

To determ ne which routes to advertise into an attached Area A, each
routing table entry is processed as follows. Renenber that each
routing table entry describes a set of equal-cost best paths to a
particul ar destination:

0 Only Destination Types of network and AS boundary router
are advertised in sumary-LSAs. If the routing table entry’s
Destination Type is area border router, exam ne the next routing
table entry.

0 AS external routes are never advertised in sumrary-LSAs.
If the routing table entry has Path-type of type 1 external or
type 2 external, exam ne the next routing table entry.

o Else, if the area associated with this set of paths is

the Area A itself, do not generate a summary-LSA for the
route.[17]

St andards Track [ Page 117]



RFC 2178 OSPF Version 2 July 1997

Moy

o Else, if the next hops associated with this set of paths
belong to Area Aitself, do not generate a sumary-LSA for the
route.[18] This is the |ogical equivalent of a Distance Vector
protocol’s split horizon |ogic.

o Else, if the routing table cost equals or exceeds the
value LSInfinity, a sunmary-LSA cannot be generated for this
route.

o Else, if the destination of this route is an AS boundary
router, a summary-LSA should be originated if and only if the
routing table entry describes the preferred path to the AS
boundary router (see Step 3 of Section 16.4). |If so, a Type 4
summary-LSA is originated for the destination, with Link State ID
equal to the AS boundary router’'s Router ID and netric equal to
the routing table entry’s cost. Note: these LSAs should not be
generated if Area A has been configured as a stub area.

o Else, the Destination type is network. If this is an
inter-area route, generate a Type 3 summary-LSA for the
destination, with Link State ID equal to the network’s address (if
necessary, the Link State ID can al so have one or nore of the
network’s host bits set; see Appendix E for details) and netric
equal to the routing table cost.

0 The one renmaining case is an intra-area route to a network. This
nmeans that the network is contained in one of the router’s
directly attached areas. |n general, this information nmust be
condensed before appearing in summary-LSAs. Renenber that an area
has a configured |ist of address ranges, each range consisting of
an [address, nask] pair and a status indication of either Advertise
or DoNot Advertise. At nost a single Type 3 sumuary-LSA is
originated for each range. When the range’s status indicates
Advertise, a Type 3 summary-LSA is generated with Link State ID
equal to the range’s address (if necessary, the Link State ID can
al so have one or nore of the range’s "host" bits set; see Appendi X
E for details) and cost equal to the largest cost of any of the
conmponent networks. Wen the range’s status indicates
DoNot Advertise, the Type 3 sunmary-LSA is suppressed and the
conmponent networ ks remrai n hidden from ot her areas.

By default, if a network is not contained in any explicitly
configured address range, a Type 3 sumary-LSA is generated with Link
State ID equal to the network’s address (if necessary, the Link State
I D can al so have one or nore of the network’s "host" bits set; see
Appendi x E for details) and netric equal to the network’s routing
tabl e cost.
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If an area is capable of carrying transit traffic (i.e., its
TransitCapability is set to TRUE), routing infornmation concerning
backbone networks should not be condensed before being summarized
into the area. Nor should the advertisenment of backbone networks
into transit areas be suppressed. |In other words, the backbone’'s
configured ranges should be ignored when originating sunmary-LSAs
into transit areas.

If a router advertises a summary-LSA for a destination which then
becones unreachabl e, the router nmust then flush the LSA fromthe
routi ng domain by setting its age to MaxAge and refl oodi ng (see
Section 14.1). Also, if the destination is still reachable, yet can
no | onger be advertised according to the above procedure (e.g., it is
now an inter-area route, when it used to be an intra-area route
associ ated with sone non-backbone area; it would thus no | onger be
advertisable to the backbone), the LSA should al so be flushed from
the routing domain.

4.3.1. Oiginating sunmmary-LSAs into stub areas

The algorithmin Section 12.4.3 is optional when Area Ais an OSPF
stub area. Area border routers connecting to a stub area can
originate sunmary-LSAs into the area according to the Section
12.4.3's algorithm or can choose to originate only a subset of the
summar y- LSAs, possibly under configuration control. The fewer LSAs
originated, the smaller the stub area’s |link state database, further
reduci ng the denmands on its routers’ resources. However, onitting
LSAs may al so lead to sub-optinmal inter-area routing, although
routing will continue to function

As specified in Section 12.4.3, Type 4 summary-LSAs (ASBR-sumary-
LSAs) are never originated into stub areas.

In a stub area, instead of inporting external routes each area border
router originates a "default sunmary-LSA" into the area. The Link
State ID for the default summary-LSA is set to Defaul tDestination,
and the netric set to the (per-area) configurable paraneter
StubDef aul t Cost. Note that StubDefaultCost need not be configured
identically in all of the stub area’'s area border routers.

4.3.2. Exanples of sunmary-LSAs

Consi der again the area configuration in Figure 6. Routers RT3, RT4,
RT7, RT10 and RT11 are all area border routers, and therefore are

originating sunmary-LSAs. Consider in particular Router RT4. |Its
routing table was cal cul ated as the exanple in Section 11.3. RT4
originates summary-LSAs into both the backbone and Area 1. Into the

backbone, Router RT4 originates separate LSAs for each of the
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networks N1-N4. Into Area 1, Router RT4 originates separate LSAs for
networ ks N6- N8 and the AS boundary routers RT5, RT7. It also
condenses host routes la and Ib into a single summary-LSA. Finally,
the routes to networks N9, N10, N11 and Host Hl are advertised by a
singl e summary-LSA. This condensation was originally performed by
the router RT11.

These LSAs are illustrated graphically in Figures 7 and 8. Two of
the sunmary-LSAs originated by Router RT4 follow The actual IP
addresses for the networks and routers in question have been assi gned
in Figure 15.

; Summary-LSA for Network N1
; originated by Router RT4 into the backbone

LS age = 0 ;al ways true on origination
Options = (E-bit) ;

LS type = 3 ; Type 3 sunmary-LSA

Link State ID = 192.1.2.0 i N1’s | P network number
Advertising Router = 192.1.1.4 iRT4’s I D

metric = 4

; Summary-LSA for AS boundary router RT7
; originated by Router RT4 into Area 1

LS age = 0 ;always true on origination
Options = (E-bit) ;

LS type = 4 ; Type 4 summary- LSA

Link State ID = Router RT7’s ID

Advertising Router = 192.1.1.4 ;RT4’s ID

netric = 14
12.4. 4. AS-external - LSAs

AS- ext ernal - LSAs describe routes to destinations external to the

Aut ononbus System  Most AS-external -LSAs describe routes to specific
external destinations; in these cases the LSA's Link State IDis set
to the destination network’s I P address (if necessary, the Link State
I D can al so have one or nore of the network’s "host" bits set; see
Appendi x E for details). However, a default route for the Autonomous
System can be described in an AS-external -LSA by setting the LSA' s
Link State IDto DefaultDestination (0.0.0.0). AS-external-LSAs are
originated by AS boundary routers. An AS boundary router originates
a single AS-external -LSA for each external route that it has |earned
ei ther through another routing protocol (such as BGP), or through
configuration information.
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AS-external -LSAs are the only type of LSAs that are flooded

t hroughout the entire Autononmous System all other types of LSAs are
specific to a single area. However, AS-external-LSAs are not fl ooded
i nto/throughout stub areas (see Section 3.6). This enables a
reduction in link state database size for routers internal to stub

ar eas.

The metric that is advertised for an external route can be one of two
types. Type 1 netrics are conparable to the link state netric. Type
2 metrics are assunmed to be larger than the cost of any intra-AS
pat h.

If a router advertises an AS-external -LSA for a destination which

t hen becones unreachable, the router nust then flush the LSA fromthe
routing donmain by setting its age to MaxAge and refl oodi ng (see
Section 14.1).

4.4.1. Exanples of AS-external -LSAs

Consi der once again the AS pictured in Figure 6. There are two AS
boundary routers: RT5 and RT7. Router RT5 originates three AS-
external -LSAs, for networks N12-N14. Router RT7 originates tw AS-
external -LSAs, for networks N12 and N15. Assune that RT7 has | earned
its route to N12 via BGP, and that it wi shes to advertise a Type 2
metric to the AS. RT7 would then originate the follow ng LSA for

N12:

; AS-external -LSA for Network N12,
; originated by Router RT7

LS age = 0 ;always true on origination
Options = (E-bit) ;
LS type = 5 ; AS- ext er nal - LSA

Link State 1D = N12's | P network nunber
Advertising Router = Router RT7's ID

bit E=1 ; Type 2 netric
nmetric = 2

Forwar di ng address = 0.0.0.0

In the above exanple, the forwardi ng address field has been set to
0.0.0.0, indicating that packets for the external destination should
be forwarded to the advertising OSPF router (RT7). This is not always
desirable. Consider the exanple pictured in Figure 16. There are
three OSPF routers (RTA, RTB and RTC) connected to a comon network
Only one of these routers, RTA is exchanging BGP information with
the non- OSPF router RTX. RTA nmust then originate AS- external -LSAs
for those destinations it has | earned from RTX. By using the AS-
external -LSA's forwardi ng address field, RTA can specify that packets
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for these destinations be forwarded directly to RTX. Wthout this
feature, Routers RTB and RTC woul d take an extra hop to get to these
destinations.

Not e that when the forwarding address field is non-zero, it should
point to a router belonging to another Autononous System

A forwarding address can al so be specified for the default route. For
exanple, in figure 16 RTA may want to specify that all externally-
destined packets should by default be forwarded to its BGP peer RTX
The resulting AS-external -LSA is pictured below. Note that the Link
State IDis set to Defaul tDestination.

; Default route, originated by Router RTA
; Packets forwarded through RTX

LS age = 0 ;always true on origination
Options = (E-bit) ;
LS type = 5 ; AS- ext er nal - LSA

Link State ID = Defaul tDestination ; default route
Advertising Router = Router RTA's ID

bit E=1 ; Type 2 netric

metric =1

Forwar di ng address = RTX s | P address

In figure 16, suppose instead that both RTA and RTB exchange BGP
information with RTX. 1In this case, RTA and RTB would originate the
same set of AS-external-LSAs. These LSAs, if they specify the same
metric, would be functionally equival ent since they would specify the
sanme destination and forwardi ng address (RTX). This leads to a clear
duplication of effort. |If only one of RTA or RTB originated the set
of AS-external-LSAs, the routing would renmain the same, and the size
of the Iink state database would decrease. However, it nust be
unamnbi guously defined as to which router originates the LSAs
(otherwi se neither may, or the identity of the originator may
oscillate). The following rule is thereby established: if two
routers, both reachable fromone another, originate functionally
equi val ent AS-external -LSAs (i.e., sanme destination, cost and non-
zero forwardi ng address), then the LSA originated by the router
havi ng the highest OSPF Router IDis used. The router having the

| ower OSPF Router ID can then flush its LSA. Flushing an LSA is

di scussed in Section 14. 1.

The Fl oodi ng Procedure
Li nk State Update packets provide the mechanismfor flooding LSAs. A

Li nk State Update packet may contain several distinct LSAs, and
fl oods each LSA one hop further fromits point of origination. To
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make the flooding procedure reliable, each LSA nmust be acknow edged
separately. Acknow edgnments are transnitted in Link State

Acknowl edgrent packets. Many separate acknow edgnments can al so be
grouped together into a single packet.

The fl ooding procedure starts when a Link State Update packet has
been received. Many consi stency checks have been nade on the

recei ved packet before being handed to the flooding procedure (see
Section 8.2). In particular, the Link State Update packet has been
associated with a particular neighbor, and a particular area. |If the
nei ghbor is in a |l esser state than Exchange, the packet should be
dropped wi thout further processing.

+
|
+---4 L. | . BGP
| RTA| ----- [..... +---+
A N REEE | RTX|
| +---+
+---+ |
| RTB - - - -- |
+-- -+ |
|
+---+ |
| RTC| - ---- |
+---+ |
|
+

Fi gure 16: Forwardi ng address exanpl e

Al types of LSAs, other than AS-external -LSAs, are associated with a
specific area. However, LSAs do not contain an area field. An LSA's
area nmust be deduced fromthe Link State Update packet header.

For each LSA contained in a Link State Update packet, the foll ow ng
steps are taken:

(1) Validate the LSA's LS checksum |f the checksumturns out to be
invalid, discard the LSA and get the next one fromthe Link
State Update packet.

(2) Exanmine the LSA's LS type. |If the LS type is unknown, discard
the LSA and get the next one fromthe Link State Update Packet.
This specification defines LS types 1-5 (see Section 4. 3).

(3) Else if this is an AS-external -LSA (LS type = 5), and the area
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has been configured as a stub area, discard the LSA and get the
next one fromthe Link State Update Packet. AS-external-LSAs
are not flooded into/throughout stub areas (see Section 3.6).

(4) Else if the LSA's LS age is equal to MaxAge, and there is
currently no instance of the LSAin the router’s link state
dat abase, then take the follow ng actions:

(a) Acknow edge the receipt of the LSA by sending a Link State
Acknowl edgrent packet back to the sendi ng nei ghbor (see
Section 13.5).

(b) Purge all outstanding requests for equal or previous
i nstances of the LSA fromthe sending neighbor’s Link State
Request list (see Section 10).

(c) If the sending neighbor is in state Exchange or in state
Loading, then install the MaxAge LSA in the link state
dat abase. QO herwise, sinply discard the LSA. In either
case, exam ne the next LSA (if any) listed in the Link State
Updat e packet.

(5) O herwise, find the instance of this LSA that is currently
contained in the router’s link state database. |f there is no
dat abase copy, or the received LSAis nore recent than the
dat abase copy (see Section 13.1 below for the deternination of
which LSAis nore recent) the foll ow ng steps nmust be perforned:

(a) If there is already a database copy, and if the database
copy was installed |l ess than M nLSArrival seconds ago,
di scard the new LSA (w thout acknow edging it) and exam ne
the next LSA (if any) listed in the Link State Update
packet .

(b) Otherwise inrediately flood the new LSA out some subset of
the router’s interfaces (see Section 13.3). In sone cases
(e.g., the state of the receiving interface is DR and the
LSA was received froma router other than the Backup DR) the
LSA will be flooded back out the receiving interface. This
occurrence should be noted for later use by the
acknow edgment process (Section 13.5).

(c) Renove the current database copy fromall neighbors’ Link
state retransmi ssion lists.

(d) Install the new LSA in the Iink state database (replacing

the current database copy). This may cause the routing
table calculation to be scheduled. |In addition, tinestanp

Moy St andards Track [ Page 124]



RFC 2178

Moy

(6)

(7)

(8)

OSPF Version 2 July 1997

the new LSA with the current tinme (i.e., the tine it was
received). The flooding procedure cannot overwite the
newy installed LSA until M nLSArrival seconds have el apsed.
The LSA installation process is discussed further in Section
13. 2.

(e) Possibly acknow edge the receipt of the LSA by sending a
Li nk State Acknow edgnent packet back out the receiving
interface. This is explained belowin Section 13.5.

(f) If this new LSA indicates that it was originated by the
receiving router itself (i.e., is considered a self-
originated LSA), the router nust take special action, either
updating the LSA or in sone cases flushing it fromthe
routi ng domain. For a description of how self-originated
LSAs are detected and subsequently handl ed, see Section
13. 4.

Else, if there is an instance of the LSA on the sending

nei ghbor’s Link state request list, an error has occurred in the
Dat abase Exchange process. |In this case, restart the Database
Exchange process by generating the nei ghbor event BadLSReq for

t he sendi ng nei ghbor and stop processing the Link State Update
packet .

Else, if the received LSA is the sane instance as the database
copy (i.e., neither one is nore recent) the following two steps
shoul d be perforned:

(a) If the LSAis listed in the Link state retransmi ssion |ist
for the receiving adjacency, the router itself is expecting
an acknow edgrment for this LSA. The router should treat the
received LSA as an acknow edgment by renoving the LSA from
the Link state retransnmission list. This is terned an
"implied acknow edgnent”. Its occurrence should be noted
for later use by the acknow edgnment process (Section 13.5).

(b) Possibly acknow edge the receipt of the LSA by sending a
Li nk State Acknow edgnent packet back out the receiving
interface. This is explained belowin Section 13.5.

El se, the database copy is nore recent. |f the database copy
has LS age equal to MaxAge and LS sequence nunber equal to
MaxSequenceNunber, sinply discard the received LSA wi thout
acknow edging it. (In this case, the LSA's LS sequence nunber is
wr appi ng, and the MaxSequenceNunber LSA nust be conpletely
flushed before any new LSA instance can be introduced).

O herwi se, send the database copy back to the sendi ng nei ghbor
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encapsul ated within a Link State Update Packet. The Link State
Updat e Packet shoul d be unicast to the neighbor. In so doing, do
not put the database copy of the LSA on the neighbor’s |ink
state retransmission list, and do not acknow edge the received
(less recent) LSA instance.

1. Determning which LSA is newer

Wien a router encounters two instances of an LSA, it nust determ ne
which is nore recent. This occurred above when conparing a received
LSA to its database copy. This conparison nust al so be done during

t he Dat abase Exchange procedure which occurs during adjacency bring-

up.

An LSA is identified by its LS type, Link State I D and Adverti sing

Router. For two instances of the same LSA, the LS sequence nunber,
LS age, and LS checksum fields are used to determ ne which instance
is nore recent:

o] The LSA having the newer LS sequence nunber is nore recent.
See Section 12.1.6 for an explanation of the LS sequence nunber
space. |f both instances have the same LS sequence nunber, then

o] If the two instances have different LS checksuns, then the
i nstance having the larger LS checksum (when consi dered as a 16-
bit unsigned integer) is considered nore recent.

0 Else, if only one of the instances has its LS age field set
to MaxAge, the instance of age MaxAge is considered to be nore
recent.

o] Else, if the LS age fields of the two instances differ by
nore than MaxAgeDiff, the instance having the snmaller (younger)
LS age is considered to be nore recent.

o] El se, the two instances are considered to be identical
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13.2. Installing LSAs in the database

Installing a new LSA in the database, either as the result of
flooding or a newy self-originated LSA, may cause the OSPF routing
table structure to be recalculated. The contents of the new LSA
shoul d be conpared to the old instance, if present. |If there is no
difference, there is no need to recalculate the routing table. Wen
conparing an LSA to its previous instance, the following are all
considered to be differences in contents:

0 The LSA's Options field has changed.

o} One of the LSA instances has LS age set to MaxAge, and
t he ot her does not.

0 The length field in the LSA header has changed.

o} The body of the LSA (i.e., anything outside the 20-byte
LSA header) has changed. Note that this excludes changes in LS
Sequence Number and LS Checksum

If the contents are different, the follow ng pieces of the routing
tabl e nust be recal cul ated, depending on the new LSA's LS type field

Rout er - LSAs and net wor k- LSAs
The entire routing table nust be recalculated, starting with the
shortest path cal cul ations for each area (not just the area whose
i nk-state database has changed). The reason that the shortest
pat h cal cul ati on cannot be restricted to the single changed area
has to do with the fact that AS boundary routers nay belong to
multiple areas. A change in the area currently providing the best
route may force the router to use an intra-area route provi ded by
a different area.[19]

Summar y- LSAs
The best route to the destination described by the sunmary-LSA
nmust be recal cul ated (see Section 16.5). |If this destination is
an AS boundary router, it nmay al so be necessary to re-exan ne al
t he AS-external - LSAs.

AS- ext er nal - LSAs
The best route to the destination described by the AS-external -LSA
nmust be recal cul ated (see Section 16.6).

Al so, any old instance of the LSA nust be renoved fromthe

dat abase when the new LSA is installed. This old instance nust
al so be renmoved fromall neighbors’ Link state retransm ssion
lists (see Section 10).
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13.3. Next step in the floodi ng procedure

Wien a new (and nore recent) LSA has been received, it nust be

fl ooded out sone set of the router’s interfaces. This section

descri bes the second part of flooding procedure (the first part being
the processing that occurred in Section 13), nanely, selecting the
outgoi ng interfaces and adding the LSA to the appropriate nei ghbors
Link state retransmssion lists. Also included in this part of the
fl oodi ng procedure is the mai ntenance of the neighbors’ Link state
request lists.

This section is equally applicable to the flooding of an LSA that the
router itself has just originated (see Section 12.4).

For these LSAs, this section provides the entirety of the flooding
procedure (i.e., the processing of Section 13 is not perforned,

since, for exanple, the LSA has not been received froma nei ghbor and
t heref ore does not need to be acknow edged).

Dependi ng upon the LSA's LS type, the LSA can be flooded out only
certain interfaces. These interfaces, defined by the follow ng, are
called the eligible interfaces:

AS-external -LSAs (LS Type = 5)
AS-external -LSAs are flooded throughout the entire AS, with the
exception of stub areas (see Section 3.6). The eligible
interfaces are all the router’s interfaces, excluding virtua
links and those interfaces attaching to stub areas.

Al'l other LS types
Al'l other types are specific to a single area (Area A). The
eligible interfaces are all those interfaces attaching to the Area
A. If Area Ais the backbone, this includes all the virtua
I'inks.

Li nk state databases nust remain synchroni zed over all adjacencies
associated with the above eligible interfaces. This is acconplished
by executing the follow ng steps on each eligible interface. It
shoul d be noted that this procedure may decide not to flood an LSA
out a particular interface, if there is a high probability that the
attached nei ghbors have already received the LSA. However, in these
cases the flooding procedure nust be absolutely sure that the

nei ghbors eventually do receive the LSA, so the LSAis still added to
each adjacency’s Link state retransmission list. For each eligible
i nterface:
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(1) Each of the neighbors attached to this interface are
exam ned, to deternine whether they nust receive the new
LSA. The followi ng steps are executed for each nei ghbor

(a) If the neighbor is in a |l esser state than Exchange, it
does not participate in flooding, and the next nei ghbor
shoul d be exani ned.

(b) Else, if the adjacency is not yet full (neighbor state
i s Exchange or Loading), exam ne the Link state request
list associated with this adjacency. |If there is an
i nstance of the new LSA on the list, it indicates that
t he nei ghboring router has an instance of the LSA
already. Conpare the new LSA to the nei ghbor’s copy:

o] If the new LSA is less recent, then exani ne the next
nei ghbor .
o} If the two copies are the sane instance, then delete

the LSA fromthe Link state request list, and
exani ne the next nei ghbor.[20]

o El se, the new LSA is nore recent. Delete the LSA
fromthe Link state request |ist.

(c) If the new LSA was received fromthis neighbor, exan ne
t he next nei ghbor.

(d) At this point we are not positive that the neighbor has
an up-to-date instance of this new LSA. Add the new LSA
to the Link state retransnission list for the adjacency.
This ensures that the flooding procedure is reliable;
the LSAwill be retransnitted at intervals until an
acknow edgnment is seen fromthe nei ghbor.

(2) The router nust now deci de whether to flood the new LSA out
this interface. If in the previous step, the LSA was NOT
added to any of the Link state retransnission lists, there
is no need to flood the LSA out the interface and the next
i nterface shoul d be exani ned.

(3) If the new LSA was received on this interface, and it was
received fromeither the Designated Router or the Backup
Desi gnated Router, chances are that all the nei ghbors have
received the LSA already. Therefore, exam ne the next
i nterface.
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(4) If the new LSA was received on this interface, and the
interface state is Backup (i.e., the router itself is the
Backup Designated Router), examine the next interface. The
Desi gnated Router will do the flooding on this interface.
However, if the Designated Router fails the router (i.e.

t he Backup Designated Router) will end up retransnitting the
updat es.

(5) If this step is reached, the LSA nmust be flooded out the
interface. Send a Link State Update packet (including the
new LSA as contents) out the interface. The LSA s LS age
nmust be increnmented by InfTransDel ay (which nust be > 0)
when it is copied into the outgoing Link State Update packet
(until the LS age field reaches the maxi num val ue of
MaxAge) .

On broadcast networks, the Link State Update packets are
mul ticast. The destination |IP address specified for the
Li nk State Update Packet depends on the state of the
interface. |If the interface state is DR or Backup, the
address Al |l SPFRout ers shoul d be used. Oherw se, the
address Al |l DRout ers shoul d be used.

On non- broadcast networks, separate Link State Update
packets must be sent, as unicasts, to each adjacent nei ghbor
(i.e., those in state Exchange or greater). The destination
| P addresses for these packets are the neighbors’ IP

addr esses.

13.4. Receiving self-originated LSAs

It is a comon occurrence for a router to receive self-originated
LSAs via the flooding procedure. A self-originated LSA is detected
when either 1) the LSA's Advertising Router is equal to the router’s
own Router IDor 2) the LSAis a network-LSA and its Link State IDis
equal to one of the router’s own IP interface addresses.

However, if the received self-originated LSA is newer than the |ast
instance that the router actually originated, the router nust take
special action. The reception of such an LSA indicates that there
are LSAs in the routing donmain that were originated by the router
before the last time it was restarted. |In nost cases, the router
nmust then advance the LSA's LS sequence nunber one past the received
LS sequence nunber, and originate a new i nstance of the LSA

It may be the case the router no longer wishes to originate the

recei ved LSA. Possible exanples include: 1) the LSA is a summry-LSA
or AS-external -LSA and the router no |longer has an (advertisable)
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route to the destination, 2) the LSA is a network-LSA but the router
is no longer Designated Router for the network or 3) the LSAis a
net wor k- LSA whose Link State IDis one of the router’s own IP

i nterface addresses but whose Advertising Router is not equal to the
router’s own Router ID (this latter case should be rare, and it
indicates that the router’s Router |ID has changed since originating
the LSA). In all these cases, instead of updating the LSA the LSA
shoul d be flushed fromthe routing domain by increnenting the
received LSA's LS age to MaxAge and reflooding (see Section 14.1).

5. Sending Link State Acknow edgnent packets

Each newy received LSA nust be acknow edged. This is usually done
by sending Link State Acknow edgnent packets. However,

acknow edgnents can al so be acconplished inplicitly by sending Link
State Update packets (see step 7a of Section 13).

Many acknowl edgnents nay be grouped together into a single Link State
Acknowl edgnent packet. Such a packet is sent back out the interface
whi ch received the LSAs. The packet can be sent in one of two ways:
del ayed and sent on an interval timer, or sent directly (as a

uni cast) to a particul ar neighbor. The particul ar acknow edgnent
strategy used depends on the circunstances surrounding the receipt of
t he LSA

Sendi ng del ayed acknow edgnents acconpli shes several things: 1) it
facilitates the packaging of nultiple acknow edgnents in a single

Li nk State Acknow edgnent packet, 2) it enables a single Link State
Acknowl edgnent packet to indicate acknow edgnents to severa

nei ghbors at once (through nmulticasting) and 3) it random zes the

Li nk State Acknow edgnent packets sent by the various routers
attached to a common network. The fixed interval between a router’s
del ayed transni ssions nust be short (less than Rxntlnterval) or

needl ess retransm ssions will ensue.

Direct acknow edgnents are sent to a particul ar neighbor in response
to the receipt of duplicate LSAs. These acknow edgnents are sent as
uni casts, and are sent inmmediately when the duplicate is received.

The precise procedure for sending Link State Acknow edgnent packets
is described in Table 19. The circunstances surrounding the receipt
of the LSA are listed in the left colum. The acknow edgnent action
then taken is listed in one of the two right colums. This action
depends on the state of the concerned interface; interfaces in state
Backup behave differently frominterfaces in all other states.

Del ayed acknow edgnents nust be delivered to all adjacent routers
associated with the interface. On broadcast networks, this is
acconpl i shed by sending the del ayed Link State Acknow edgnent packets

St andards Track [ Page 131]



RFC 2178

Moy

as nul ticasts.
of the interface.

OSPF Version 2

In all

ot her states,
On non- br oadcast net wor ks,

July 1997

The Destination | P address used depends on the state
If the interface state is DR or
destination Al SPFRouters is used.
destination Al DRouters is used.

Backup, the
t he
del ayed

Li nk State Acknow edgnent packets nust be unicast separately over

each adjacency (i.e.

nei ghbor whose state is >= Exchange).

Action taken in state

G rcunst ances Backup Al'l other states
LSA has No acknow edgment No acknow edgment
been fl ooded back sent. sent.

out receiving in-

terface (see Sec-

tion 13, step 5b).

LSA is Del ayed acknow edg- Del ayed ack-
nore recent than ment sent if adver- now edgnent sent.
dat abase copy, but ti senment recei ved

was not fl ooded from Desi ghat ed

back out receiving Router, otherw se

i nterface do not hi ng

LSA is a Del ayed acknow edg- No acknow edgnent
duplicate, and was ment sent if adver- sent.

treated as an im ti senment recei ved

plied acknow edg- from Desi gnat ed

ment (see Section Router, otherw se

13, step 7a). do not hi ng

LSA is a Di rect acknow edg- Di rect acknow edg-
duplicate, and was ment sent. ment sent.

not treated as an

i mplied ack-

now edgnent .

LSA's LS
age is equal to

MaxAge, and there is
no current instance
of the LSA

inthe link state
dat abase (see
Section 13, step 4).

Di rect acknow edg-
nent sent.

Di rect acknow edg-
nent sent.

Tabl e 19: Sending link state acknow edgnents.
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The reasoni ng behi nd sendi ng the above packets as nulticasts is best
expl ai ned by an exanple. Consider the network configuration depicted
in Figure 15. Suppose RT4 has been el ected as Designated Router, and
RT3 as Backup Designated Router for the network N3. Wen Router RT4
floods a new LSA to Network N3, it is received by routers RT1, RT2
and RT3. These routers will not flood the LSA back onto net N3, but
they still nust ensure that their |ink-state databases renain
synchroni zed with their adjacent neighbors. So RT1l, RT2, and RT4 are
waiting to see an acknow edgrment from RT3. Likew se, RT4 and RT3 are
both waiting to see acknow edgnents from RT1 and RT2. This is best
achi eved by sending the acknow edgnents as nulticasts.

The reason that the acknow edgnent logic for Backup DRs is slightly
different is because they performdifferently during the flooding of
LSAs (see Section 13.3, step 4).

6. Retransmitting LSAs

LSAs fl ooded out an adjacency are placed on the adjacency’s Link
state retransmission list. |In order to ensure that flooding is
reliable, these LSAs are retransmitted until they are acknow edged.
The length of tine between retransm ssions is a configurable per-
interface value, Rxntlnterval. |If this is set too low for an
interface, needless retransmi ssions will ensue. |f the value is set
too high, the speed of the flooding, in the face of |ost packets, nay
be affected.

Several retransmtted LSAs may fit into a single Link State Update
packet. When LSAs are to be retransnitted, only the nunber fitting
in a single Link State Update packet should be sent. Another packet
of retransmi ssions can be sent whenever sone of the LSAs are

acknow edged, or on the next firing of the retransm ssion tiner.

Li nk State Update Packets carrying retransm ssions are always sent as
uni casts (directly to the physical address of the neighbor). They
are never sent as nulticasts. Each LSA's LS age nust be increnented
by InfTransDel ay (which nust be > 0) when it is copied into the

out goi ng Link State Update packet (until the LS age field reaches the
maxi mum val ue of MaxAge).

If an adjacent router goes down, retransm ssions may occur until the

adj acency is destroyed by OSPF's Hell o Protocol. When the adjacency
is destroyed, the Link state retransnission list is cleared.
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7. Receiving link state acknow edgnents

Many consi stency checks have been made on a received Link State
Acknowl edgrent packet before it is handed to the floodi ng procedure.
In particular, it has been associated with a particul ar neighbor. If
this neighbor is in a |lesser state than Exchange, the Link State
Acknowl edgrment packet is discarded.

O herwi se, for each acknow edgnent in the Link State Acknow edgnent
packet, the followi ng steps are perforned:

o} Does the LSA acknow edged have an instance on the Link state
retransmssion list for the neighbor? If not, exam ne the
next acknow edgnent. O herwi se:

o] If the acknow edgnent is for the same instance that is
contained on the list, renove the itemfromthe list and
exam ne the next acknow edgnent. O herw se:

o] Log the questionabl e acknow edgnent, and exam ne the next
one.

Agi ng The Link State Database

Each LSA has an LS age field. The LS age is expressed in seconds.

An LSA's LS age field is incremented while it is contained in a
router’s database. Al so, when copied into a Link State Update Packet
for flooding out a particular interface, the LSA's LS age is

i ncrenented by I nfTransDel ay.

An LSA's LS age is never increnented past the val ue MaxAge. LSAs
havi ng age MaxAge are not used in the routing table calculation. As
a router ages its link state database, an LSA's LS age may reach
MaxAge.[21] At this time, the router nust attenpt to flush the LSA
fromthe routing domain. This is done sinply by reflooding the
MaxAge LSA just as if it was a newy originated LSA (see Section
13.3).

When creating a Database sunmary list for a newy form ng adjacency,
any MaxAge LSAs present in the link state database are added to the
nei ghbor’s Link state retransmi ssion list instead of the neighbor’s
Dat abase sunmmary list. See Section 10.3 for nore details.

A MaxAge LSA nust be renoved immediately fromthe router’s link state
dat abase as soon as both a) it is no |longer contained on any nei ghbor
Link state retransm ssion lists and b) none of the router’s neighbors
are in states Exchange or Loadi ng.
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When, in the process of aging the link state database, an LSA's LS
age hits a multiple of CheckAge, its LS checksum should be verified.
If the LS checksumis incorrect, a programor nmenory error has been
detected, and at the very least the router itself should be
restarted.

1. Premature aging of LSAs

An LSA can be flushed fromthe routing domain by setting its LS age
to MaxAge and refl ooding the LSA. This procedure follows the same
course as flushing an LSA whose LS age has naturally reached the

val ue MaxAge (see Section 14). In particular, the MaxAge LSA is
renoved fromthe router’s Iink state database as soon as a) it is no
| onger contained on any nei ghbor Link state retransm ssion lists and
b) none of the router’s neighbors are in states Exchange or Loading.
We call the setting of an LSA's LS age to MaxAge "premature agi ng"

Premature aging is used when it is tine for a self-originated LSA s
sequence nunber field to wap. At this point, the current LSA

i nstance (having LS sequence nunber MaxSequenceNunber) nust be
prematurely aged and flushed fromthe routing domain before a new

i nstance with sequence nunber equal to Initial SequenceNunber can be
originated. See Section 12.1.6 for nore information

Premature aging can al so be used when, for exanple, one of the
router’s previously advertised external routes is no |onger
reachable. In this circunstance, the router can flush its AS-
external -LSA fromthe routing domain via premature aging. This
procedure is preferable to the alternative, which is to originate a
new LSA for the destination specifying a netric of LSInfinity.
Premature aging is al so be used when unexpectedly receiving self-
originated LSAs during the flooding procedure (see Section 13.4).

A router may only prematurely age its own self-originated LSAs. The
router may not prematurely age LSAs that have been origi nated by
other routers. An LSA is considered self- originated when either 1)
the LSA's Advertising Router is equal to the router’s own Router ID
or 2) the LSAis a network-LSA and its Link State IDis equal to one
of the router’s own IP interface addresses.

Virtual Links

The single backbone area (Area ID = 0.0.0.0) cannot be disconnected,
or sonme areas of the Autononous Systemw || becone unreachable. To
est abli sh/mai ntain connectivity of the backbone, virtual |inks can be
configured through non-backbone areas. Virtual |inks serve to
connect physically separate conponents of the backbone. The two
endpoints of a virtual link are area border routers. The virtua
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link nmust be configured in both routers. The configuration
information in each router consists of the other virtual endpoint
(the other area border router), and the non-backbone area the two
routers have in common (called the Transit area). Virtual |inks
cannot be configured through stub areas (see Section 3.6).

The virtual link is treated as if it were an unnunbered point-to-
poi nt network bel onging to the backbone and joining the two area
border routers. An attenpt is nade to establish an adjacency over
the virtual link. Wen this adjacency is established, the virtua
link will be included in backbone router-LSAs, and OSPF packets
pertaining to the backbone area will flow over the adjacency. Such
an adj acency has been referred to in this docunent as a "virtua

adj acency".

In each endpoint router, the cost and viability of the virtual Iink
is discovered by exam ning the routing table entry for the other
endpoint router. (The entry’'s associated area nust be the configured
Transit area). This is called the virtual link’'s correspondi ng
routing table entry. The InterfaceUp event occurs for a virtual link
when its corresponding routing table entry beconmes reachabl e.
Conversely, the InterfaceDown event occurs when its routing table
entry becomes unreachable. 1In other words, the virtual link's
viability is determ ned by the existence of an intra-area path,
through the Transit area, between the two endpoints. Note that a
virtual l|ink whose underlying path has cost greater than hexadeci nal
Oxffff (the maxi mum size of an interface cost in a router-LSA) should
be consi dered inoperational (i.e., treated the sane as if the path
did not exist).

The other details concerning virtual links are as foll ows:

0 AS-external -LSAs are NEVER fl ooded over virtual adjacencies. This
woul d be duplication of effort, since the sane AS-external -LSAs are
al ready fl ooded throughout the virtual link’s Transit area. For this
sanme reason, AS-external-LSAs are not sunmarized over virtua

adj acenci es during the Database Exchange process.

0 The cost of a virtual link is NOT configured. It is defined to be
the cost of the intra-area path between the two defining area border
routers. This cost appears in the virtual link’s corresponding
routing table entry. Wien the cost of a virtual |ink changes, a new
router-LSA should be originated for the backbone area.

0 Just as the virtual link's cost and viability are determined by the
routing table build process (through construction of the routing
table entry for the other endpoint), so are the IP interface address
for the virtual interface and the virtual neighbor’s |IP address.
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These are used when sendi ng OSPF protocol packets over the virtua
link. Note that when one (or both) of the virtual I|ink endpoints
connect to the Transit area via an unnunbered point-to-point link, it
may be inpossible to calculate either the virtual interface’'s IP
address and/or the virtual neighbor’s |IP address, thereby causing the
virtual link to fail.

0 In each endpoint’s router-LSA for the backbone, the virtual link is
represented as a Type 4 link whose Link IDis set to the virtua

nei ghbor’s OSPF Router |1 D and whose Link Data is set to the virtua
interface’s I P address. See Section 12.4.1 for nore information

0 A non-backbone area can carry transit data traffic (i.e., is
considered a "transit area") if and only if it serves as the Transit
area for one or nore fully adjacent virtual |inks (see

TransitCapability in Sections 6 and 16.1). Such an area requires

speci al treatnment when sunmarizi ng backbone networks into it (see
Section 12.4.3), and during the routing calculation (see Section

16. 3).

o The time between link state retransmi ssions, Rxmtinterval, is
configured for a virtual link. This should be well over the expected
round-trip delay between the two routers. This may be hard to
estimate for a virtual link; it is better to err on the side of

making it too large
Cal cul ation of the routing table

This section details the OSPF routing table calculation. Using its
attached areas’ link state databases as input, a router runs the
following algorithm building its routing table step by step. At
each step, the router nust access individual pieces of the Iink state
dat abases (e.g., a router-LSA originated by a certain router). This
access is performed by the | ookup function discussed in Section 12.2.
The | ookup process may return an LSA whose LS age is equal to MaxAge.
Such an LSA should not be used in the routing table cal culation, and
is treated just as if the | ookup process had fail ed.

The OSPF routing table’ s organization is explained in Section 11.
Two exanples of the routing table build process are presented in
Sections 11.2 and 11.3. This process can be broken into the
fol |l owi ng steps:

(1) The present routing table is invalidated. The routing table is

built again fromscratch. The old routing table is saved so
that changes in routing table entries can be identified.
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(2) The intra-area routes are cal cul ated by building the shortest-
path tree for each attached area. In particular, all routing
table entries whose Destination Type is "area border router" are
calculated in this step. This step is described in tw parts.

At first the tree is constructed by only considering those |inks
bet ween routers and transit networks. Then the stub networks
are incorporated into the tree. During the area’s shortest-path
tree calculation, the area’s TransitCapability is also
calculated for later use in Step 4.

(3) The inter-area routes are cal cul ated, through exam nation of
summary-LSAs. If the router is attached to nultiple areas
(i.e., it is an area border router), only backbone sunmary-LSAs
are exam ned

(4) In area border routers connecting to one or nore transit areas
(i.e, non-backbone areas whose TransitCapability is found to be
TRUE), the transit areas’ summary-LSAs are exanined to see
whet her better paths exist using the transit areas than were
found in Steps 2-3 above.

(5) Routes to external destinations are cal cul ated, through
exam nation of AS-external-LSAs. The locations of the AS
boundary routers (which originate the AS-external-LSAs) have
been deternined in steps 2-4.

Steps 2-5 are explained in further detail bel ow

Changes nmade to routing table entries as a result of these

cal cul ations can cause the OSPF protocol to take further actions

For exanple, a change to an intra-area route will cause an area
border router to originate new summary-LSAs (see Section 12.4). See

Section 16.7 for a conplete list of the OSPF protocol actions
resulting fromrouting table changes

1. Calculating the shortest-path tree for an area

This calculation yields the set of intra-area routes associated with
an area (called hereafter Area A). A router calculates the
shortest-path tree using itself as the root.[22] The formation of the
shortest path tree is done here in two stages. In the first stage,
only links between routers and transit networks are considered.

Using the Dijkstra algorithm a tree is formed fromthis subset of
the link state database. In the second stage, |eaves are added to
the tree by considering the links to stub networks.
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The procedure will be explained using the graph termni nol ogy that was
i ntroduced in Section 2. The area’s |link state database is
represented as a directed graph. The graph’s vertices are routers,
transit networks and stub networks. The first stage of the procedure
concerns only the transit vertices (routers and transit networks) and
their connecting links. Throughout the shortest path cal cul ation

the following data is al so associated with each transit vertex:

Vertex (node) 1D
A 32-bit nunber uniquely identifying the vertex. For router
vertices this is the router’s OSPF Router ID. For network
vertices, this is the I P address of the network’s Designated
Rout er .

An LSA
Each transit vertex has an associated LSA. For router
vertices, this is a router-LSA. For transit networks, this
is a network-LSA (which is actually originated by the
network’s Designated Router). In any case, the LSA s Link
State IDis always equal to the above Vertex ID

Li st of next hops
The list of next hops for the current set of shortest paths
fromthe root to this vertex. There can be multiple
shortest paths due to the equal -cost multipath capability.
Each next hop indicates the outgoing router interface to use
when forwarding traffic to the destination. On broadcast,
Poi nt-to-Mul ti Poi nt and NBMA networks, the next hop al so
i ncludes the I P address of the next router (if any) in the
path towards the destination.

Di stance from root
The Iink state cost of the current set of shortest paths
fromthe root to the vertex. The link state cost of a path
is calculated as the sumof the costs of the path’'s
constituent links (as advertised in router-LSAs and
networ k-LSAs). One path is said to be "shorter" than
another if it has a smaller link state cost.

The first stage of the procedure (i.e., the Dijkstra algorithn) can
now be sumari zed as follows. At each iteration of the algorithm
there is a list of candidate vertices. Paths fromthe root to these
vertices have been found, but not necessarily the shortest ones.
However, the paths to the candidate vertex that is closest to the
root are guaranteed to be shortest; this vertex is added to the
shortest-path tree, renoved fromthe candidate list, and its adjacent
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vertices are exam ned for possible addition to/nodification of the
candidate list. The algorithmthen iterates again. |t termninates
when the candidate |ist becones enpty.

The followi ng steps describe the algorithmin detail. Renmenber that
we are conputing the shortest path tree for Area A Al references
to link state database | ookup below are from Area A’ s dat abase

(1) Initialize the algorithm s data structures. Cear the |ist
of candidate vertices. Initialize the shortest-path tree to
only the root (which is the router doing the cal culation).
Set Area A's TransitCapability to FALSE

(2) Call the vertex just added to the tree vertex V. Exam ne
the LSA associated with vertex V. This is a lookup in the
Area A's link state database based on the Vertex ID. If
this is a router-LSA, and bit V of the router-LSA (see
Section A 4.2) is set, set Area A's TransitCapability to
TRUE. |In any case, each link described by the LSA gives the
cost to an adjacent vertex. For each described link, (say
it joins vertex Vto vertex W:

(a) If thisis alink to a stub network, exam ne the next
link in Vs LSA. Links to stub networks will be
considered in the second stage of the shortest path
cal cul ati on.

(b) Otherwise, Wis a transit vertex (router or transit
network). Look up the vertex Ws LSA (router-LSA or
network-LSA) in Area A's link state database. If the
LSA does not exist, or its LS age is equal to MaxAge, or
it does not have a link back to vertex V, exam ne the
next link in Vs LSA [23]

(c) If vertex Wis already on the shortest-path tree,
exam ne the next link in the LSA

(d) Calculate the link state cost D of the resulting path
fromthe root to vertex W D is equal to the sumof the
link state cost of the (already cal cul ated) shortest
path to vertex V and the advertised cost of the link
between vertices Vand W |If Dis

0 Geater than the value that already appears for

vertex Won the candidate |ist, then exam ne the
next |ink.
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o} Equal to the value that appears for vertex Won the
candidate list, calculate the set of next hops that
result fromusing the advertised link. Input to
this calculation is the destination (W, and its
parent (V). This calculation is shown in Section
16.1.1. This set of hops should be added to the
next hop val ues that appear for Won the candi date
list.

0 Less than the val ue that appears for vertex Won the
candidate list, or if Wdoes not yet appear on the
candidate list, then set the entry for Won the
candidate list to indicate a distance of D fromthe
root. Also calculate the Iist of next hops that
result fromusing the advertised link, setting the
next hop values for Waccordingly. The next hop
calculation is described in Section 16.1.1; it takes
as input the destination (W and its parent (V).

(3) If at this step the candidate list is enpty, the shortest-
path tree (of transit vertices) has been conpletely built
and this stage of the procedure term nates. O herw se
choose the vertex belonging to the candidate list that is
closest to the root, and add it to the shortest-path tree
(removing it fromthe candidate list in the process). Note
that when there is a choice of vertices closest to the root,
network vertices nmust be chosen before router vertices in
order to necessarily find all equal-cost paths. This is
consistent with the tie-breakers that were introduced in the
nodi fied Dijkstra algorithmused by OSPF s Milticast routing
ext ensi ons ( MOSPF) .

(4) Possibly nmodify the routing table. For those routing table
entries nodified, the associated area will be set to Area A,
the path type will be set to intra-area, and the cost wll
be set to the newy discovered shortest path’s cal cul ated
di st ance.

If the newly added vertex is an area border router or AS
boundary router, a routing table entry is added whose
destination type is "router”. The Options field found in
the associated router-LSA is copied into the routing table
entry’'s Qptional capabilities field. Call the newy added

vertex Router X. |If Router X is the endpoint of one of the
calculating router’s virtual links, and the virtual 1ink
uses Area A as Transit area: the virtual link is declared

up, the I'P address of the virtual interface is set to the IP
address of the outgoing interface cal cul ated above for
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(5)

Router X, and the virtual neighbor’s IP address is set to
Router X' s interface address (contained in Router X's
router-LSA) that points back to the root of the shortest-
path tree; equivalently, this is the interface that points
back to Router X' s parent vertex on the shortest-path tree
(simlar to the calculation in Section 16.1.1).

If the newly added vertex is a transit network, the routing
table entry for the network is located. The entry’s
Destination IDis the I P network nunber, which can be
obt ai ned by masking the Vertex ID (Link State ID) with its
associ at ed subnet mask (found in the body of the associated
network-LSA). If the routing table entry already exists
(i.e., there is already an intra-area route to the
destination installed in the routing table), multiple
vertices have mapped to the same | P network. For exanpl e,
this can occur when a new Designated Router is being
established. In this case, the current routing table entry
shoul d be overwitten if and only if the newly found path is
just as short and the current routing table entry’ s Link
State Origin has a smaller Link State ID than the newy
added vertex’ LSA.

If there is no routing table entry for the network (the
usual case), a routing table entry for the IP network should
be added. The routing table entry’'s Link State Oigin
shoul d be set to the newy added vertex’ LSA

Iterate the algorithmby returning to Step 2.

stage. In this stage, all router vertices are agai n exani ned.

are di scarded. For each reachable router vertex (call it V), th
associ ated router-LSAis found in the |ink state database. Each
network |ink appearing in the LSA is then exanined, and the foll ow ng
steps are executed:

(1)

Cal cul ate the distance D of stub network fromthe root. D
is equal to the distance fromthe root to the router vertex
(calculated in stage 1), plus the stub network link's
advertised cost. Conpare this distance to the current best
cost to the stub network. This is done by |ooking up the
stub network’s current routing table entry. |If the

cal cul ated distance Dis larger, go on to exam ne the next
stub network link in the LSA

1997

The stub networks are added to the tree in the procedure’s second

Those

that have been determnined to be unreachable in the above first phase

e
st ub
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(2) If this step is reached, the stub network’s routing table
entry nust be updated. Calculate the set of next hops that
would result fromusing the stub network link. This
calculation is shown in Section 16.1.1; input to this
calculation is the destination (the stub network) and the
parent vertex (the router vertex). |If the distance Dis the
sanme as the current routing table cost, sinply add this set
of next hops to the routing table entry’'s list of next hops.
In this case, the routing table already has a Link State
Oigin. If this Link State Oigin is a router-LSA whose
Link State IDis smaller than Vs Router ID, reset the Link
State Origin to Vs router-LSA

O herwise Dis smaller than the routing table cost.
Overwite the current routing table entry by setting the
routing table entry’s cost to D, and by setting the entry’s
list of next hops to the newy calculated set. Set the
routing table entry’'s Link State Origin to Vs router-LSA
Then go on to exanmi ne the next stub network Iink

For all routing table entries added/nodified in the second stage, the

associated area will be set to Area A and the path type will be set to
intra-area. Wen the list of reachable router-LSAs is exhausted, the
second stage is conpleted. At this tine, all intra-area routes

associ ated with Area A have been deterni ned.

The specification does not require that the above two stage method be
used to calculate the shortest path tree. However, if another
algorithmis used, an identical tree nust be produced. For this
reason, it is inportant to note that |inks between transit vertices
nmust be bidirectional in order to be included in the above tree. It
shoul d al so be nentioned that nore efficient algorithms exist for
calculating the tree; for exanple, the incremental SPF al gorithm
described in [Refl1].
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16.1.1. The next hop cal cul ation

This section explains howto calculate the current set of next hops
to use for a destination. Each next hop consists of the outgoing
interface to use in forwardi ng packets to the destination together
with the I P address of the next hop router (if any). The next hop
calculation is invoked each tine a shorter path to the destination is
di scovered. This can happen in either stage of the shortest-path
tree calculation (see Section 16.1). |In stage 1 of the shortest-path
tree calculation a shorter path is found as the destination is added
to the candidate list, or when the destination’s entry on the
candidate list is nodified (Step 2d of Stage 1). |In stage 2 a
shorter path is discovered each tine the destination's routing table
entry is nodified (Step 2 of Stage 2).

The set of next hops to use for the destination nay be recal cul at ed
several times during the shortest-path tree calcul ation, as shorter
and shorter paths are discovered. In the end, the destination’'s
routing table entry will always reflect the next hops resulting from
t he absol ute shortest path(s).

Input to the next hop calculation is a) the destination and b) its
parent in the current shortest path between the root (the cal cul ating
router) and the destination. The parent is always a transit vertex
(i.e., always a router or a transit network).

If there is at least one intervening router in the current shortest
pat h between the destination and the root, the destination sinply
inherits the set of next hops fromthe parent. Oherw se, there are
two cases. In the first case, the parent vertex is the root (the
calculating router itself). This neans that the destination is
either a directly connected network or directly connected router

The outgoing interface in this case is sinply the OSPF interface
connecting to the destination network/router. If the destination is a
router which connects to the calculating router via a Point-to-
Mul ti Point network, the destination’s next hop | P address(es) can be
determi ned by exanining the destination's router-LSA: each |ink

poi nting back to the calculating router and having a Link Data field
bel onging to the Point-to-MiltiPoint network provides an | P address
of the next hop router. If the destination is a directly connected
network, or a router which connects to the calculating router via a
poi nt-to-point interface, no next hop IP address is required. If the
destination is a router connected to the calculating router via a
virtual link, the setting of the next hop should be deferred unti
the calculation in Section 16. 3.
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In the second case, the parent vertex is a network that directly
connects the calculating router to the destination router. The I|ist
of next hops is then deternined by exanining the destination's
router-LSA. For each link in the router-LSA that points back to the
parent network, the link's Link Data field provides the |IP address of
a next hop router. The outgoing interface to use can then be derived
fromthe next hop IP address (or it can be inherited fromthe parent
net wor k) .

2. Calculating the inter-area routes
The inter-area routes are cal cul ated by exam ning summary-LSAs. |f

the router has active attachnents to nultiple areas, only backbone
summary-LSAs are exanmi ned. Routers attached to a single area exanine

that area’s sunmary-LSAs. |In either case, the summary-LSAs exani ned
bel ow are all part of a single area’s link state database (call it
Area A).

Summary-LSAs are originated by the area border routers. Each
summary-LSA in Area Ais considered in turn. Renenber that the
destination described by a sutmmary-LSA is either a network (Type 3
summary-LSAs) or an AS boundary router (Type 4 summary-LSAs). For
each sunmary- LSA

(1) If the cost specified by the LSAis LSInfinity, or if the
LSA’s LS age is equal to MaxAge, then exanmi ne the the next
LSA.

(2) If the LSA was originated by the calculating router itself,
exani ne the next LSA

(3) If it is a Type 3 summary-LSA, and the collection of
destinations described by the summary-LSA equal s one of the
router’s configured area address ranges (see Section 3.5),
and the particular area address range is active, then the
summar y- LSA shoul d be ignored. "Active" nmeans that there
are one or nore reachable (by intra-area paths) networks
contained in the area range.

(4) Else, call the destination described by the LSA N (for Type
3 sunmary-LSAs, N s address is obtained by nasking the LSA s
Link State 1D with the network/subnet mask contained in the
body of the LSA), and the area border originating the LSA
BR  Look up the routing table entry for BR having Area A as
its associated area. |If no such entry exists for router BR
(i.e., BRis unreachable in Area A), do nothing with this
LSA and consider the next in the list. Else, this LSA
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describes an inter-area path to destination N, whose cost is
the distance to BR plus the cost specified in the LSA Call
the cost of this inter-area path | AC

(5) Next, look up the routing table entry for the destination N
(If Nis an AS boundary router, look up the "router" routing

table entry associated with Area A). If no entry exists for
Nor if the entry’s path type is "type 1 external" or "type
2 external", then install the inter-area path to N, with

associ ated area Area A, cost | AC, next hop equal to the I|ist
of next hops to router BR, and Advertising router equal to
BR.

(6) Else, if the paths present in the table are intra-area
paths, do nothing with the LSA (intra-area paths are always
preferred).

(7) Else, the paths present in the routing table are al so
inter-area paths. Install the new path through BRif it is
cheaper, overriding the paths in the routing table.

O herwise, if the new path is the same cost, add it to the
list of paths that appear in the routing table entry.

3. Examning transit areas’ sunmary-LSAs

This step is only performed by area border routers attached to one or
nore non-backbone areas that are capable of carrying transit traffic
(i.e., "transit areas", or those areas whose TransitCapability
paraneter has been set to TRUE in Step 2 of the Dijkstra al gorithm
(see Section 16.1).

The purpose of the calculation belowis to exanmine the transit areas
to see whether they provide any better (shorter) paths than the paths
previously calculated in Sections 16.1 and 16.2. Any paths found
that are better than or equal to previously discovered paths are
installed in the routing table.

The cal cul ation proceeds as follows. Al the transit areas’ sunmary-
LSAs are examined in turn. Each such summary-LSA describes a route
through a transit area Area Ato a Network N (N s address is obtained
by masking the LSA's Link State ID with the network/subnet mask
contained in the body of the LSA) or in the case of a Type 4
summary-LSA, to an AS boundary router N. Suppose also that the
summary- LSA was origi nated by an area border router BR

(1) If the cost advertised by the sunmary-LSA is LSInfinity, or

if the LSA's LS age is equal to MaxAge, then exam ne the
next LSA.
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(2)

(3)

(4)

(5)

If the summary-LSA was originated by the cal culating router
itsel f, examine the next LSA.

Look up the routing table entry for N (If Nis an AS
boundary router, look up the "router"” routing table entry
associ ated with the backbone area). If it does not exist, or
if the route type is other than intra-area or inter-area, or
if the area associated with the routing table entry is not

t he backbone area, then exani ne the next LSA. In other
words, this calculation only updates backbone intra-area
routes found in Section 16.1 and inter-area routes found in
Section 16. 2.

Look up the routing table entry for the advertising router
BR associated with the Area A. If it is unreachable, exam ne
the next LSA. O herwi se, the cost to destination Nis the
sum of the cost in BRs Area Arouting table entry and the
cost advertised in the LSA. Call this cost |AC

If this cost is less than the cost occurring in N s routing
table entry, overwite N s list of next hops with those used
for BR, and set N s routing table cost to IAC. Else, if IAC
is the same as Ns current cost, add BR s list of next hops
to Ns list of next hops. In any case, the area associ ated
with Ns routing table entry nust renain the backbone area,
and the path type (either intra-area or inter-area) nust

al so remain the sane
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Figure 17: Routing through transit areas

It is inmportant to note that the above cal cul ati on never makes
unreachabl e destinations reachable, but instead just potentially
finds better paths to already reachabl e destinations. The
calculation installs any better cost found into the routing table
entry, fromwhich it may be readvertised in sunmary-LSAs to ot her
ar eas.

As an exanpl e of the cal cul ation, consider the Autononbus System
pictured in Figure 17. There is a single non-backbone area (Area 1)
that physically divides the backbone into two separate pieces. To

mai ntai n connectivity of the backbone, a virtual |ink has been
configured between routers RT1 and RT4. On the right side of the
figure, Network N1 bel ongs to the backbone. The dotted lines indicate
that there is a nuch shorter intra-area backbone path between router
RT5 and Network N1 (cost 20) than there is between Router RT4 and
Network N1 (cost 100). Both Router RT4 and Router RT5 will inject
summary-LSAs for Network N1 into Area 1

After the shortest-path tree has been cal cul ated for the backbone in
Section 16.1, Router RT1 (left end of the virtual link) will have
calculated a path through Router RT4 for all data traffic destined
for Network N1. However, since Router RT5 is so nuch closer to
Network N1, all routers internal to Area 1 (e.g., Routers RT2 and
RT3) will forward their Network Nl traffic towards Router RT5,

i nstead of RT4. And indeed, after examining Area 1's summary-LSAs by
t he above cal culation, Router RT1 will also forward Network N1
traffic towards RT5. Note that in this exanple the virtual |ink
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enabl es transit data traffic to be forwarded through Area 1, but the
actual path the transit data traffic takes does not follow the
virtual link. |In other words, virtual links allowtransit traffic to
be forwarded through an area, but do not dictate the precise path
that the traffic will take.

16.4. Calculating AS external routes

AS external routes are cal cul ated by exami ni ng AS-external - LSAs.
Each of the AS-external -LSAs is considered in turn. Mst AS
external - LSAs describe routes to specific IP destinations. An AS-
external -LSA can al so describe a default route for the Autononous
System (Destination |ID = Defaul tDestination, network/subnet nmask
0x00000000). For each AS-external - LSA:

(1) If the cost specified by the LSAis LSInfinity, or if the
LSA's LS age is equal to MaxAge, then exam ne the next LSA

(2) If the LSA was originated by the calculating router itself,
exam ne the next LSA

(3) Call the destination described by the LSA N N s address is
obt ai ned by masking the LSA's Link State IDwth the
net wor k/ subnet nask contained in the body of the LSA. Look
up the routing table entries (potentially one per attached
area) for the AS boundary router (ASBR) that originated the
LSA. If no entries exist for router ASBR (i.e., ASBR is
unreachabl e), do nothing with this LSA and consi der the next
inthe |ist.

El se, this LSA describes an AS external path to destination
N. Examine the forwardi ng address specified in the AS-
external -LSA. This indicates the I P address to which
packets for the destination should be forwarded.

If the forwarding address is set to 0.0.0.0, packets should
be sent to the ASBR itself. Anmong the nmultiple routing table
entries for the ASBR, select the preferred entry as foll ows.
I f RFC1583Conpatibility is set to "disabled', prune the set
of routing table entries for the ASBR as described in
Section 16.4.1. In any case, anong the remaining routing
table entries, select the routing table entry with the | east
cost; when there are nmultiple |east cost routing table
entries the entry whose associ ated area has the | argest OSPF
Area | D (when considered as an unsigned 32-bit integer) is
chosen.
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If the forwardi ng address is non-zero, |ook up the
forwardi ng address in the routing table.[24] The natching
routing table entry nust specify an intra-area or inter-area
path; if no such path exists, do nothing with the LSA and
consider the next in the |ist.

(4) Let X be the cost specified by the preferred routing table
entry for the ASBR/ forwarding address, and Y the cost
specified in the LSA. X is in terns of the link state
metric, and Yis a type 1 or 2 external netric.

(5) Look up the routing table entry for the destination N. If
no entry exists for N, install the AS external path to N
with next hop equal to the list of next hops to the
forwardi ng address, and advertising router equal to ASBR
If the external netric type is 1, then the path-type is set
to type 1 external and the cost is equal to X+Y. [If the
external netric type is 2, the path-type is set to type 2
external, the link state conponent of the route’'s cost is X
and the type 2 cost is V.

(6) Conpare the AS external path described by the LSAwith the
existing paths in Ns routing table entry, as follows. If
the new path is preferred, it replaces the present paths in

N's routing table entry. |If the new path is of equa
preference, it is added to N s routing table entry's list of
pat hs.

(a) Intra-area and inter-area paths are al ways preferred
over AS external paths.

(b) Type 1 external paths are always preferred over type 2
external paths. Wen all paths are type 2 externa
paths, the paths with the smallest advertised type 2
metric are always preferred.

(c) If the new AS external path is still indistinguishable
fromthe current paths in the Ns routing table entry,
and RFC1583Conpatibility is set to "disabled", select
the preferred paths based on the intra-AS paths to the
ASBR/ f orwar di ng addresses, as specified in Section
16. 4. 1.
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(d) I'f the new AS external path is still indistinguishable
fromthe current paths in the Ns routing table entry,
select the preferred path based on a | east cost
conmparison. Type 1 external paths are conpared by
| ooki ng at the sumof the distance to the forwarding
address and the advertised type 1 netric (X+Y). Type 2
external paths advertising equal type 2 netrics are
conmpared by looking at the distance to the forwarding
addr esses.

4.1. External path preferences

When multiple intra-AS paths are available to ASBRs/forwardi ng
addresses, the follow ng rules indicate which paths are preferred.
These rul es apply when the sane ASBR i s reachabl e through nultiple
areas, or when trying to decide which of several AS-external-LSAs
shoul d be preferred. In the former case the paths all term nate at
the sane ASBR, while in the latter the paths ternm nate at separate
ASBRs/ f orwar di ng addresses. |In either case, each path is represented
by a separate routing table entry as defined in Section 11

This section only applies when RFC1583Conpatibility is set to
"di sabl ed".

The path preference rules, stated from highest to | owest preference,
are as follows. Note that as a result of these rules, there may stil
be multiple paths of the highest preference. In this case, the path
to use nmust be determni ned based on cost, as described in Section

16. 4.

o} I ntra-area paths using non-backbone areas are al ways the
nost preferred.

0 O herwi se, intra-area backbone paths are preferred.

o} Inter-area paths are the least preferred.

5. Increnental updates -- sumary-LSAs
When a new summary-LSA is received, it is not necessary to
recal cul ate the entire routing table. Call the destination described
by the summary-LSA N (N s address is obtained by nasking the LSA s
Link State ID with the network/subnet nmask contained in the body of

the LSA), and let Area A be the area to which the LSA belongs. There
are then two separate cases:
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Case 1: Area A is the backbone and/or the router is not an area
border router.
In this case, the follow ng cal cul ati ons nust be perforned.
First, if there is presently an inter-area route to the
destination N, Ns routing table entry is invalidated, saving the
entry’'s values for |ater conparisons. Then the calculation in
Section 16.2 is run again for the single destination N. In this
calculation, all of Area A's summary-LSAs that describe a route to

N are exanined. |In addition, if the router is an area border
router attached to one or nore transit areas, the calculation in
Section 16.3 nust be run again for the single destination. |If the

results of these cal cul ati ons have changed the cost/path to an AS
boundary router (as would be the case for a Type 4 summary-LSA) or
to any forwardi ng addresses, all AS- external -LSAs will have to be
reexani ned by rerunning the calculation in Section 16. 4.

Oherwise, if Nis now newly unreachable, the calculation in
Section 16.4 nmust be rerun for the single destination N, in case
an alternate external route to N exists.

Case 2: Area Ais atransit area and the router is an area border
router.
In this case, the follow ng cal cul ati ons nmust be perforned.
First, if Ns routing table entry presently contains one or nore
inter-area paths that utilize the transit area Area A these paths
shoul d be renoved. If this renoves all paths fromthe routing
table entry, the entry should be invalidated. The entry's old
val ues shoul d be saved for later conparisons. Next the cal cul ation
in Section 16.3 must be run again for the single destination N |f
the results of this calcul ation have caused the cost to Nto
i ncrease, the conplete routing table calculation nust be rerun
starting with the Dijkstra algorithmspecified in Section 16. 1.
O herwise, if the cost/path to an AS boundary router (as would be
the case for a Type 4 sunmmary-LSA) or to any forwardi ng addresses
has changed, all AS-external-LSAs will have to be reexam ned by
rerunning the calculation in Section 16.4. Qherwise, if Nis now
newl y unreachable, the calculation in Section 16.4 nust be rerun
for the single destination N, in case an alternate external route
to N exists.

6. Increnental updates -- AS-external-LSAs

When a new AS-external -LSA is received, it is not necessary to
recalculate the entire routing table. Call the destination described
by the AS-external -LSA N. N s address is obtained by masking the
LSA's Link State ID with the network/subnet nask contained in the
body of the LSA. If there is already an intra- area or inter-area
route to the destination, no recalculation is necessary (interna
routes take precedence).
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O herwi se, the procedure in Section 16.4 will have to be perforned,
but only for those AS-external-LSAs whose destination is N. Before
this procedure is perforned, the present routing table entry for N
shoul d be invalidat ed.

7. Events generated as a result of routing table changes

Changes to routing table entries sonetines cause the OSPF area border
routers to take additional actions. These routers need to act on the
foll owi ng routing table changes:

o} The cost or path type of a routing table entry has changed.
If the destination described by this entry is a Network or AS
boundary router, and this is not sinply a change of AS externa
routes, new sumary-LSAs may have to be generated (potentially one
for each attached area, including the backbone). See Section
12.4.3 for nore information. |If a previously advertised entry has
been del eted, or is no |onger advertisable to a particular area,
the LSA nust be flushed fromthe routing domain by setting its LS
age to MaxAge and refl ooding (see Section 14.1).

0 A routing table entry associated with a configured virtua
Iink has changed. The destination of such a routing table entry
is an area border router. The change indicates a nodification to
the virtual link’s cost or viability.

If the entry indicates that the area border router is newy
reachabl e, the corresponding virtual link is now operational. An
InterfaceUp event should be generated for the virtual |ink, which
will cause a virtual adjacency to begin to form (see Section
10.3). At this tine the virtual link’s IP interface address and
the virtual neighbor’s Neighbor |P address are al so cal cul at ed.

If the entry indicates that the area border router is no | onger

reachable, the virtual link and its associ ated adjacency should be
destroyed. This neans an | nterfaceDown event should be generated
for the associated virtual 1ink

If the cost of the entry has changed, and there is a fully

est ablished virtual adjacency, a new router-LSA for the backbone
must be originated. This in turn may cause further routing table
changes.
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8. Equal -cost nultipath

The OSPF protocol maintains multiple equal-cost routes to al
destinations. This can be seen in the steps used above to cal cul ate
the routing table, and in the definition of the routing table
structure.

Each one of the nultiple routes will be of the same type (intra-area,
inter-area, type 1 external or type 2 external), cost, and will have
the sane associated area. However, each route specifies a separate
next hop and Advertising router

There is no requirenent that a router running OSPF keep track of all
possi bl e equal -cost routes to a destination. An inplenmentation may
choose to keep only a fixed nunber of routes to any given
destination. This does not affect any of the algorithns presented in
this specification.
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Foot not es

[1] The graph’s vertices represent either routers, transit networks,
or stub networks. Since routers may belong to multiple areas, it is
not possible to color the graph’s vertices.

[2]1t is possible for all of a router’'s interfaces to be unnunbered
point-to-point links. In this case, an |IP address nust be assigned
to the router. This address will then be advertised in the router’s
router-LSA as a host route.

[3]Note that in these cases both interfaces, the non-virtual and the
virtual, would have the same | P address.

[4] Note that no host route is generated for, and no | P packets can be
addressed to, interfaces to unnunbered point-to-point networks. This
is regardl ess of such an interface’s state.

[B]It is instructive to see what happens when the Designated Router
for the network crashes. Call the Designated Router for the network
RT1, and the Backup Designated Router RT2. If Router RT1 crashes (or
maybe its interface to the network dies), the other routers on the
network will detect RT1's absence within RouterDeadl nterval seconds.
Al'l routers may not detect this at precisely the sane tine; the
routers that detect RT1's absence before RT2 does will, for a tine,
sel ect RT2 to be both Designated Router and Backup Desi gnhated Router
When RT2 detects that RT1 is gone it will nove itself to Designated
Router. At this time, the remaining router having highest Router
Priority will be selected as Backup Desi gnated Router.

[ 6] On point-to-point networks, the lower |evel protocols indicate
whet her the neighbor is up and running. Likew se, existence of the

nei ghbor on virtual links is indicated by the routing table
calculation. However, in both these cases, the Hello Protocol is
still used. This ensures that conmunication between the neighbors is

bidirectional, and that each of the nei ghbors has a functioning
routing protocol |ayer

[ 7]When the identity of the Designated Router is changing, it nmay be
quite common for a neighbor in this state to send the router a

Dat abase Description packet; this neans that there is some nomentary
di sagreenent on the Designated Router’s identity.

[8]Note that it is possible for a router to resynchronize any of its
fully established adjacencies by setting the adjacency’s state back
to ExStart. This will cause the other end of the adjacency to
process a SeqNunber M smatch event, and therefore to also go back to
ExStart state.
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[ 9] The address space of | P networks and the address space of OSPF
Router IDs may overlap. That is, a network nay have an | P address
which is identical (when considered as a 32-bit nunber) to sone
router’s Router |ID

[10]"Di scard" entries are necessary to ensure that route
summari zati on at area boundaries will not cause packet | ooping.

[11]1t is assumed that, for two different address ranges matching the
destination, one range is nore specific than the other. Non-

conti guous subnet masks can be configured to violate this assunption
Such subnet nask configurations cannot be handl ed by the OSPF

pr ot ocol

[ 12] MaxAgeDi ff is an architectural constant. It indicates the

maxi mum di spersion of ages, in seconds, that can occur for a single
LSA instance as it is flooded throughout the routing domain. |[If two

LSAs differ by nore than this, they are assuned to be different

i nstances of the sane LSA. This can occur when a router restarts and
| oses track of the LSA' s previous LS sequence nunber. See Section
13.4 for nore details.

[13] When two LSAs have different LS checksuns, they are assunmed to be
separate instances. This can occur when a router restarts, and | oses
track of the LSA's previous LS sequence nunber. |n the case where
the two LSAs have the sane LS sequence nunber, it is not possible to
determine which LSA is actually newer. However, if the wong LSAis
accepted as newer, the originating router will sinply originate

anot her instance. See Section 13.4 for further details.

[14] There is one instance where a | ookup nust be done based on
partial information. This is during the routing table calculation
when a network-LSA nmust be found based solely on its Link State ID
The | ookup in this case is still well defined, since no two network-
LSAs can have the sanme Link State ID

[15] This is the way RFC 1583 specified point-to-point representation.
It has three advantages: a) it does not require allocating a subnet
to the point-to-point link, b) it tends to bias the routing so that
packets destined for the point-to-point interface will actually be
recei ved over the interface (which is useful for diagnostic purposes)
and c) it allows network bootstrapping of a neighbor, wthout
requiring that the bootstrap programcontain an OSPF inpl enentation

[16] This is the nore traditional point-to-point representation used
by protocols such as RIP.
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[17] This clause covers the case: Inter-area routes are not sumari zed
to the backbone. This is because inter-area routes are always
associ ated with the backbone area.

[18] This clause is only invoked when a non-backbone Area A supports
transit data traffic (i.e., has TransitCapability set to TRUE). For
exanple, in the area configuration of Figure 6, Area 2 can support
transit traffic due to the configured virtual |ink between Routers
RT10 and RT11. As a result, Router RT11 need only originate a single
summary-LSA into Area 2 (having the coll apsed destination N9-N11, H1),
since all of Router RT11's other eligible routes have next hops
belonging to Area 2 itself (and as such only need be advertised by
other area border routers; in this case, Routers RT10 and RT7).

[19] By keeping nore information in the routing table, it is possible
for an inplementation to recal cul ate the shortest path tree for only
a single area. |In fact, there are increnental algorithnms that all ow
an inplenentation to recalculate only a portion of a single area’'s
shortest path tree [Refl]. However, these algorithns are beyond the
scope of this specification

[20] This is how the Link state request list is enptied, which
eventual |y causes the neighbor state to transition to Full. See
Section 10.9 for nore details.

[21]1t should be a relatively rare occurrence for an LSA's LS age to
reach MaxAge in this fashion. Usually, the LSA will be replaced by a
nore recent instance before it ages out.

[22] Strictly speaking, because of equal-cost nultipath, the al gorithm
does not create a tree. W continue to use the "tree" term nol ogy
because that is what occurs nost often in the existing literature.

[23] Note that the presence of any link back to Vis sufficient; it
need not be the matching half of the |link under consideration fromYV
to W This is enough to ensure that, before data traffic flows
between a pair of neighboring routers, their link state databases
wi Il be synchronized.

[ 24] When the forwarding address is non-zero, it should point to a

rout er bel onging to another Autononpbus System See Section 12.4.4
for nore details.
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OSPF data formats

Thi s appendi x describes the format of OSPF protocol packets and OSPF
LSAs. The OSPF protocol runs directly over the I P network |ayer.
Before any data formats are described, the details of the OSPF
encapsul ati on are expl ai ned.

Next the OSPF Options field is described. This field describes
various capabilities that may or may not be supported by pieces of
the OSPF routing domain. The OSPF Options field is contained in OSPF
Hel | o packets, Database Description packets and in OSPF LSAs.

OSPF packet formats are detailed in Section A 3. A description of
OSPF LSAs appears in Section A 4.

Encapsul ati on of OSPF packets

OSPF runs directly over the Internet Protocol’s network |ayer. OSPF
packets are therefore encapsul ated solely by IP and | ocal data-link
headers.

OSPF does not define a way to fragnment its protocol packets, and
depends on I P fragnmentation when transnmitting packets |arger than the
network MIU. |If necessary, the | ength of OSPF packets can be up to
65, 535 bytes (including the IP header). The OSPF packet types that
are likely to be |arge (Database Description Packets, Link State
Request, Link State Update, and Link State Acknow edgment packets)
can usually be split into several separate protocol packets, w thout

| oss of functionality. This is reconmended; |P fragnmentation should
be avoi ded whenever possible. Using this reasoning, an attenpt should
be nade to limt the sizes of OSPF packets sent over virtual links to
576 bytes unless Path MIU Di scovery is being performed (see [Ref22]).

The other inportant features of OSPF s | P encapsul ation are:

0o Use of IP nmulticast. Sone OSPF nessages are nulticast, when
sent over broadcast networks. Two distinct IP rmulticast addresses
are used. Packets sent to these nulticast addresses shoul d never
be forwarded; they are neant to travel a single hop only. To
ensure that these packets will not travel multiple hops, their IP
TTL nust be set to 1
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Al | SPFRout er s

Al

This multicast address has been assigned the value 224.0.0.5. A
routers runni ng OSPF shoul d be prepared to receive packets sent to
this address. Hello packets are always sent to this destination
Al so, certain OSPF protocol packets are sent to this address
during the flooding procedure.

DRout er s

This multicast address has been assigned the value 224.0.0.6. Both
t he Designated Router and Backup Designated Router must be
prepared to receive packets destined to this address. Certain
OSPF protocol packets are sent to this address during the flooding
procedur e.

OSPF is | P protocol nunber 89. This nunber has been registered
with the Network Information Center. |P protocol nunber
assignnents are docunented in [Ref11].

Al'l OSPF routing protocol packets are sent using the nornal
service TOS val ue of binary 0000 defined in [Ref12].

Routi ng protocol packets are sent with I P precedence set to
Internetwork Control. OSPF protocol packets should be given
precedence over regular IP data traffic, in both sending and
receiving. Setting the |IP precedence field in the |IP header to
Internetwork Control [Ref5] may help inplenent this objective.
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A.2 The Options field

The OSPF Options field is present in OSPF Hell o packets, Database
Description packets and all LSAs. The Options field enabl es OSPF
routers to support (or not support) optional capabilities, and to
communi cate their capability level to other OSPF routers. Through
this mechanismrouters of differing capabilities can be nixed within
an OSPF routing donain.

When used in Hello packets, the Options field allows a router to
rej ect a neighbor because of a capability msmatch. Alternatively,
when capabilities are exchanged i n Database Description packets a
router can choose not to forward certain LSAs to a nei ghbor because
of its reduced functionality. Lastly, listing capabilities in LSAs
allows routers to forward traffic around reduced functionality
routers, by excluding themfromparts of the routing table

cal cul ati on.

Five bits of the OSPF Options field have been assigned, although only
one (the E-bit) is described completely by this neno. Each bit is
described briefly below Routers should reset (i.e. clear)
unrecogni zed bits in the Options field when sending Hell o packets or
Dat abase Description packets and when originating LSAs. Conversely,
routers encountering unrecogni zed Qption bits in received Hello
Packet s, Database Description packets or LSAs should ignore the
capability and process the packet/LSA normally.

The Options field

E-bit
This bit describes the way AS-external -LSAs are flooded, as
described in Sections 3.6, 9.5, 10.8 and 12.1.2 of this neno.

MC- bi t
This bit describes whether IP nmulticast datagrans are forwarded
according to the specifications in [Ref18].

N P- bi t
This bit describes the handling of Type-7 LSAs, as specified in
[ Ref 19].

EA- bi t

This bit describes the router’s willingness to receive and
forward External - Attributes-LSAs, as specified in [ Ref20].
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DC- bi t
This bit describes the router’s handling of demand circuits, as
specified in [Ref21].

A. 3 OSPF Packet Formats

There are five distinct OSPF packet types. Al OSPF packet types
begin with a standard 24 byte header. This header is described
first. Each packet type is then described in a succeedi ng section
In these sections each packet’'s division into fields is displayed,
and then the field definitions are enunerat ed.

Al'l OSPF packet types (other than the OSPF Hell o packets) deal with
lists of LSAs. For exanple, Link State Update packets inplenment the
fl oodi ng of LSAs throughout the OSPF routing domain. Because of
this, OSPF protocol packets cannot be parsed unless the format of
LSAs is al so understood. The format of LSAs is described in Section
A 4.

The receive processing of OSPF packets is detailed in Section 8.2
The sendi ng of OSPF packets is explained in Section 8.1.
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A. 3.1 The OSPF packet header

Every OSPF packet starts with a standard 24 byte header. This header
contains all the information necessary to determ ne whether the
packet should be accepted for further processing. This determination
is described in Section 8.2 of the specification.

0 1 2 3

01234567890123456789012345678901
B T T T o o S S S e i S S Tk e e Y S
| Version # | Type | Packet |ength |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| Router ID |
B Lt r s i i i o o T s ks S R S
| Area ID |
B T T T o o S S S e i S S Tk e e Y S
| Checksum | AuType |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| Aut henti cati on |
B Lt r s i i i o o T s ks S R S
| Aut henti cation |
B T T T o o S S S e i S S Tk e e Y S

Version #
The OSPF version nunber. This specification docunents version 2
of the protocol.

Type
The OSPF packet types are as follows. See Sections A 3.2 through
A 3.6 for details.

Type Description

1 Hel | o

2 Dat abase Descri ption

3 Li nk State Request

4 Li nk State Update

5 Li nk State Acknow edgnent

Packet |ength
The I ength of the OSPF protocol packet in bytes. This length
i ncl udes the standard OSPF header.

Router ID
The Router ID of the packet’s source.
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Area ID
A 32 bit nunber identifying the area that this packet bel ongs
to. Al OSPF packets are associated with a single area. Mst
travel a single hop only. Packets travelling over a virtua
link are labelled with the backbone Area I D of 0.0.0.0.

Checksum
The standard | P checksum of the entire contents of the packet,
starting with the OSPF packet header but excluding the 64-bit
aut hentication field. This checksumis calculated as the 16-bit
one’ s conpl enent of the one’s conplement sumof all the 16-bit
words in the packet, excepting the authentication field. If the
packet’s length is not an integral nunber of 16-bit words, the
packet is padded with a byte of zero before checksumr ng. The
checksumis considered to be part of the packet authentication
procedure; for sone authentication types the checksum
calculation is omtted

AuType
Identifies the authentication procedure to be used for the
packet. Authentication is discussed in Appendix D of the
specification. Consult Appendix D for a list of the currently
defined authentication types.

Aut henti cati on

A 64-bit field for use by the authenticati on schene. See
Appendi x D for details.
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A. 3.

Moy

2 The Hell o packet

Hel | o packets are OSPF packet type 1. These packets are sent
periodically on all interfaces (including virtual links) in order to
establish and mai ntain neighbor relationships. In addition, Hello
Packets are multicast on those physical networks having a nulticast
or broadcast capability, enabling dynam c di scovery of neighboring
routers.

Al'l routers connected to a conmon network nust agree on certain
paraneters (Network mask, Hellolnterval and RouterDeadl nterval).
These paraneters are included in Hello packets, so that differences
can inhibit the form ng of neighbor relationships. A detailed

expl anation of the receive processing for Hell o packets is presented
in Section 10.5. The sending of Hello packets is covered in Section
9. 5.

1 2 3
56789012345678901 01
e o S e s St N S -4+

| 1 | Pac h |
s T I I e e e e i i i i R S S S S e e
| Router ID |
e e i i e T S i S e e e R
| Area | D |
i T i i o e e e e e e et i S S S R R SR
| Checksum | AuType |

| Aut henti cati on |
B e i S T e i T e S R S e e e s i i T S
Aut henti cation |
B o i T e e T s i i T S TR S e S S i T S g e e
Net wor k Mask |
B T e o i S I i i S S N iy St S I S S
Hel | ol nt erval | Opti ons | Rtr Pri |
e i T i i o T R O S O e S T S s it (o (B SR S
Rout er DeadlI nt er val |
B o i T e e T s i i T S TR S e S S i T S g e e
Desi gnat ed Rout er |
B T e o i S I i i S S N iy St S I S S
Backup Desi gnated Router |
B e i S T e i T e S R S e e e s i i T S
Nei ghbor |
B o i T e e T s i i T S TR S e S S i T S g e e
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Net wor k mask
The network mask associated with this interface. For exanple,
if the interface is to a class B network whose third byte is
used for subnetting, the network nmask is OxffffffO0O.

Options
The optional capabilities supported by the router, as docunented
in Section A 2.

Hel | ol nt erval
The nunber of seconds between this router’s Hell o packets.

Rtr Pri
This router’s Router Priority. Used in (Backup) Designated
Router election. |If set to O, the router will be ineligible to

becone (Backup) Designated Router.

Rout er Deadl nt er val
The nunber of seconds before declaring a silent router down.

Desi gnat ed Rout er
The identity of the Designated Router for this network, in the
view of the sending router. The Designated Router is identified
here by its IP interface address on the network. Set to 0.0.0.0
if there is no Designated Router.

Backup Desi gnated Router
The identity of the Backup Designated Router for this network,
in the view of the sending router. The Backup Designated Router
is identified here by its IP interface address on the network.
Set to 0.0.0.0 if there is no Backup Desi gnated Router.

Nei ghbor
The Router |IDs of each router fromwhomvalid Hello packets have
been seen recently on the network. Recently nmeans in the |ast
Rout er Deadl nt erval seconds.
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A. 3.3 The Dat abase Description packet

Dat abase Description packets are OSPF packet type 2. These packets
are exchanged when an adjacency is being initialized. They describe
the contents of the link-state database. Miltiple packets may be
used to describe the database. For this purpose a poll-response
procedure is used. One of the routers is designated to be the naster,
the other the slave. The naster sends Database Description packets
(polls) which are acknowl edged by Dat abase Description packets sent
by the slave (responses). The responses are linked to the polls via
t he packets’ DD sequence nunbers.

0 1 2 3

01234567890123456789012345678901

Bl o T e e e e S s i e o S S O e S =

Version # | 2 | Packet |ength |

B i i i S S R ih s s I S S o O S S

Router ID |

B s e e S i e s i i i T e e s

Area ID |

Bl o o e e e e s e i i S S S e S S s

Checksum | AuType |

B i i i S S R ih s s I S S o O S S

Aut henti cation

B s e e S i e s i i i T e e s
Aut henti cati on

Rl T Tk e e E et i i s sl R SR SR SR SRR S

Interface MIU | Opti ons [0]0]0]O|O|I|M

B T i il sk s o S S S Y S i S S S i S S

DD sequence nunber

s s e e S S e e e s o ik i SN SRS S

50—

An LSA Header

T S S S s e S S T S S S e S S i

e Tt T B e it it St Sl

]
T it T e

The format of the Database Description packet is very simlar to both
the Link State Request and Link State Acknow edgnent packets. The
main part of all three is a list of itenms, each itemdescribing a

pi ece of the link-state database. The sendi ng of Database
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Description Packets is docunmented in Section 10.8. The reception of
Dat abase Description packets is docunented in Section 10. 6.

Interface MIU
The size in bytes of the largest | P datagramthat can be sent out
the associated interface, without fragnentation. The MIUs of
common Internet link types can be found in Table 7-1 of [Ref22].
Interface MIU should be set to O in Database Description packets
sent over virtual |inks.

Opti ons
The optional capabilities supported by the router, as docunented
in Section A 2.

I -bit
The Init bit. Wen set to 1, this packet is the first in the
sequence of Database Description Packets.

M bi t
The More bit. Wen set to 1, it indicates that nore Database
Description Packets are to follow

MS- bi t
The Master/Slave bit. Wen set to 1, it indicates that the router
is the master during the Database Exchange process. O herw se
the router is the slave.

DD sequence nunber
Used to sequence the collection of Database Description Packets.
The initial value (indicated by the Init bit being set) should be
uni que. The DD sequence nunber then increnments until the conplete
dat abase description has been sent.

The rest of the packet consists of a (possibly partial) list of the
link-state database’ s pieces. Each LSA in the database is described
by its LSA header. The LSA header is docunented in Section A.4.1. It
contains all the information required to uniquely identify both the
LSA and the LSA’s current instance.
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A. 3.4 The Link State Request packet

Li nk State Request packets are OSPF packet type 3. After exchanging
Dat abase Description packets with a neighboring router, a router may
find that parts of its link-state database are out-of-date. The Link
State Request packet is used to request the pieces of the neighbor’s
dat abase that are nore up-to-date. Miltiple Link State Request
packets may need to be used.

A router that sends a Link State Request packet has in mind the
preci se instance of the database pieces it is requesting. Each
instance is defined by its LS sequence nunber, LS checksum and LS
age, although these fields are not specified in the Link State
Request Packet itself. The router may receive even nore recent

i nstances in response.

The sending of Link State Request packets is docunented in Section
10.9. The reception of Link State Request packets is docunented in
Section 10.7.

0 1 2 3

01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Version # | 3 | Packet | ength |
T e e i i e e S e st s S s SN SR
| Router ID |
i T i i o e e e e e e et i S S S R R SR
| Area I D |
B T e o i S I i i S S N iy St S I S S
| Checksum | AuType |
e e i i e e i S S S i e e
| Aut henti cati on |
i T i i o e e e e e e et i S S S R R SR
| Aut henti cati on |
B T e o i S I i i S S N iy St S I S S
| LS type |
e i e i i e i s s i S
| Link State ID I
i T i i o e e e e e e et i S S S R R SR
| Advertising Router |
B T e o i S I i i S S N iy St S I S S
|

Each LSA requested is specified by its LS type, Link State ID, and
Advertising Router. This uniquely identifies the LSA but not its
instance. Link State Request packets are understood to be requests
for the nost recent instance (whatever that m ght be).
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A 3.5 The Link State Update packet

Li nk State Update packets are OSPF packet type 4. These packets
i npl enment the flooding of LSAs. Each Link State Update packet
carries a collection of LSAs one hop further fromtheir origin.
Several LSAs nmay be included in a single packet.

Li nk State Update packets are multicast on those physical networks
that support multicast/broadcast. |In order to nmake the flooding
procedure reliable, flooded LSAs are acknow edged in Link State
Acknowl edgnent packets. If retransm ssion of certain LSAs is
necessary, the retransmtted LSAs are always carried by unicast Link
State Update packets. For nore information on the reliable flooding
of LSAs, consult Section 13.

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Version # | 4 | Packet |ength

B Lt r s i i i o o T s ks S R S
| Router |ID |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Area ID |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Checksum | AuType |
B Lt r s i i i o o T s ks S R S
| Aut henti cation

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Aut henti cati on

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| # LSAs

B Lt r s i i i o o T s ks S R S
L
A
|

+-
LSAs
+-

—— +—

# LSAs
The nunber of LSAs included in this update.

The body of the Link State Update packet consists of a list of LSAs.
Each LSA begins with a common 20 byte header, described in Section
A 4.1. Detailed formats of the different types of LSAs are descri bed
in Section A 4.
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A. 3.6 The Link State Acknow edgnent packet

Moy

Li nk State Acknow edgnent Packets are OSPF packet type 5. To nake
the flooding of LSAs reliable, flooded LSAs are explicitly

acknow edged. This acknow edgnent is acconplished through the

sendi ng and receiving of Link State Acknow edgnent packets. Miltiple
LSAs can be acknow edged in a single Link State Acknow edgnent
packet .

Dependi ng on the state of the sending interface and the sender of the
correspondi ng Link State Update packet, a Link State Acknow edgnent
packet is sent either to the nulticast address Al |l SPFRouters, to the
mul ti cast address All DRouters, or as a unicast. The sending of Link
State Acknow edgrment packets is docunmented in Section 13.5. The
reception of Link State Acknow edgnent packets is docunented in
Section 13.7.

The format of this packet is simlar to that of the Data Description
packet. The body of both packets is sinmply a |ist of LSA headers.

0 1 2 3
01234567890123456789012345678901
B i i i S S R ih s s I S S o O S S
Version # | 5 | Packet | ength |
B o e e S e e s i i e e S s
Router ID |
Bl o o e e e e s e i i S S S e S S s
Area ID |
B i i i S S R ih s s I S S o O S S
Checksum | AuType |
B o e e S e e i i i i T e e e s
Aut henti cation |
Bl o o e e e e s e i i S S S e S S s
Aut henti cati on |
B i i i S S R ih s s I S S o O S S

An LSA Header

1
1
-+ +— +— +— +—

I S S T o S S M T S e o

i e O it St S e S e S I S
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Each acknow edged LSA is described by its LSA header. The LSA header
is docunented in Section A.4.1. It contains all the information
required to uniquely identify both the LSA and the LSA’s current

i nst ance.

A 4 LSA formats

Moy

This meno defines five distinct types of LSAs. Each LSA begins with
a standard 20 byte LSA header. This header is explained in Section
A.4.1. Succeeding sections then diagramthe separate LSA types.

Each LSA describes a piece of the OSPF routing domain. Every router
originates a router-LSA. | n addition, whenever the router is elected
Designated Router, it originates a network-LSA. Qher types of LSAs
may al so be originated (see Section 12.4). Al LSAs are then fl ooded
t hroughout the OSPF routing domain. The flooding algorithmis
reliable, ensuring that all routers have the same collection of LSAs.
(See Section 13 for nore information concerning the flooding
algorithm. This collection of LSAs is called the link-state

dat abase

Fromthe link state database, each router constructs a shortest path
tree with itself as root. This yields a routing table (see Section
11). For the details of the routing table build process, see Section
16.
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A4

Moy

.1 The LSA header

Al LSAs begin with a common 20 byte header. This header contains
enough information to uniquely identify the LSA (LS type, Link State
I D, and Advertising Router). Miltiple instances of the LSA may exi st
in the routing domain at the sane tine. It is then necessary to
determi ne which instance is nore recent. This is acconplished by
exani ning the LS age, LS sequence nunber and LS checksum fields that
are also contained in the LSA header.

0 1 2 3
01234567890123456789012345678901
T T i e i i e T e b s S S SN S

| LS age | Options | LS type

T T i e e e e S e  t s o S R TR R R SR
| Link State ID |
B T e o i S I i i S S N iy St S I S S
| Adverti sing Router

T e e e i i e e et E e i s s SN SR
| LS sequence numnber

i T i i e e e e e E et i i s i SR R SR
| LS checksum | I ength |
B T e o i S I i i S S N iy St S I S S

LS age
The tine in seconds since the LSA was ori gi nat ed.

Opti ons
The optional capabilities supported by the described portion of
the routing donmain. OSPF s optional capabilities are docunented
in Section A 2.

LS type
The type of the LSA. Each LSA type has a separate advertisenent
format. The LSA types defined in this neno are as foll ows (see
Section 12.1.3 for further explanation):

LS Type Description

Rout er - LSAs

Net wor k- LSAs

Summar y- LSAs (| P net work)
Summar y- LSAs ( ASBR)

AS- ext er nal - LSAs

abhwNPEF
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Link State ID
This field identifies the portion of the internet environnent
that is being described by the LSA. The contents of this field
depend on the LSA's LS type. For exanple, in network-LSAs the
Link State IDis set to the IP interface address of the
networ k’s Designated Router (fromwhich the network’s | P address
can be derived). The Link State IDis further discussed in
Section 12.1. 4.

Advertising Router
The Router ID of the router that originated the LSA. For
exanple, in network-LSAs this field is equal to the Router ID of
the network’s Desi gnhated Router

LS sequence nunber
Detects old or duplicate LSAs. Successive instances of an LSA
are given successive LS sequence nunbers. See Section 12.1.6
for nore details.

LS checksum
The Fl etcher checksum of the conplete contents of the LSA
i ncluding the LSA header but excluding the LS age field. See
Section 12.1.7 for nore details.

| ength
The length in bytes of the LSA. This includes the 20 byte LSA
header.
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A4

Moy

.2 Router-LSAs

Router-LSAs are the Type 1 LSAs. Each router in an area originates a
router-LSA. The LSA describes the state and cost of the router’s
links (i.e., interfaces) to the area. Al of the router’s links to
the area nust be described in a single router-LSA For details
concerning the construction of router-LSAs, see Section 12.4.1.

0 1 2 3

01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| LS age | Opti ons | 1 |
R e e i i e e e . S NI SR S S
| Link State ID I
i T i i o e e e e e e et i S S S R R SR
| Advertising Router |
B T e o i S I i i S S N iy St S I S S
| LS sequence nunber |
e e i i e e T T S e LR e
| LS checksum | | ength |
i S i i o e e e e e E et e S s o R R S
| 0 | V| E] B| 0 | # 1inks |
B T e o i S I i i S S N iy St S I S S
| Link ID |
e e i i e T S i S e e e R
| Li nk Data I
i T i i o e e e e e e et i S S S R R SR
| Type # TOS | metric |
B T e o i S I i i S S N iy St S I S S
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
| TOS 0 | TOS netric |
i T i i o e e e Rt s s i S R SR R R S
| Link ID |
B T e o i S I i i S S N iy St S I S S
| Li nk Data |
e e i i e T S i S e e e R

In router-LSAs, the Link State IDfield is set to the router’s OSPF
Router ID. Router-LSAs are flooded throughout a single area only.

bit Vv
When set, the router is an endpoint of one or nore fully adjacent
virtual links having the described area as Transit area (V is for
virtual |ink endpoint).
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bit E
Wien set, the router is an AS boundary router (Eis for external).
bit B
When set, the router is an area border router (B is for border).
# 1inks
The nunber of router links described in this LSA. This nust be
the total collection of router links (i.e., interfaces) to the
ar ea.

The following fields are used to describe each router link (i.e.
interface). Each router link is typed (see the bel ow Type field).

The Type field indicates the kind of |link being described. It may be
alink to a transit network, to another router or to a stub network.
The values of all the other fields describing a router |ink depend on
the link’s Type. For exanple, each link has an associated 32-bit
Link Data field. For links to stub networks this field specifies the
network’s | P address mask. For other link types the Link Data field
specifies the router interface’'s |IP address.

Type
A qui ck description of the router link. One of the foll ow ng.
Note that host routes are classified as |links to stub networks

with network mask of Oxffffffff.

Type Description

1 Poi nt -t o- poi nt connection to another router
2 Connection to a transit network

3 Connection to a stub network

4 Virtual link

Link ID
Identifies the object that this router |link connects to. Value
depends on the Iink’s Type. Wen connecting to an object that
al so originates an LSA (i.e., another router or a transit
network) the Link IDis equal to the neighboring LSA s Link
State ID. This provides the key for |ooking up the neighboring
LSA in the Iink state database during the routing table
cal culation. See Section 12.2 for nore details.
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Type Link ID

1 Nei ghboring router’s Router ID
2 | P address of Designated Router
3 | P networ k/ subnet nunber

4 Nei ghboring router’s Router ID

Li nk Data
Val ue agai n depends on the link’'s Type field. For connections to
stub networks, Link Data specifies the network’s | P address
mask. For unnunbered point-to-point connections, it specifies
the interface’s MB-11 [Ref8] iflndex value. For the other |ink
types it specifies the router interface’s IP address. This
|atter piece of information is needed during the routing table
buil d process, when calculating the I P address of the next hop
See Section 16.1.1 for nore details.

# TOS
The nunber of different TOS netrics given for this link, not
counting the required link netric (referred to as the TOS 0
metric in [Ref9]). For exanple, if no additional TOCS netrics
are given, this field is set to O.

metric
The cost of using this router |ink.

Addi tional TOS-specific information may al so be included, for
backward conpatibility with previous versions of the OSPF
specification ([Ref9]). Wthin each link, and for each desired TGS,
TOS TOS-specific link infornation may be encoded as fol |l ows:

TOS IP Type of Service that this nmetric refers to. The encodi ng of
TOS in OSPF LSAs is described in Section 12. 3.

TOS netric
TOS-specific nmetric information.
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A. 4.3 Net wor k- LSAs

Net wor k- LSAs are the Type 2 LSAs. A network-LSA is originated for
each broadcast and NBMA network in the area which supports two or
nmore routers. The network-LSA is originated by the network’s

Desi gnated Router. The LSA describes all routers attached to the
networ k, including the Designated Router itself. The LSA s Link
State IDfield lists the IP interface address of the Designated
Rout er .

The distance fromthe network to all attached routers is zero. This
is why netric fields need not be specified in the network-LSA  For
details concerning the construction of network-LSAs, see Section
12. 4. 2.

0 1 2 3
01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

| LS age | Options | 2

B Lt r s i i i o o T s ks S R S
| Link State ID I
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Advertising Router

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| LS sequence nunber

e o T i i o o O S e S ol o S S S s it SR R SR S
| LS checksum | I ength |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Net wor k Mask

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| At tached Router

B Lt r s i i i o o T s ks S R S

Net wor k Mask
The I P address nmask for the network. For exanple, a class A
net wor k woul d have the nask Oxff000000.

Attached Router
The Router |IDs of each of the routers attached to the network.
Actually, only those routers that are fully adjacent to the
Designated Router are listed. The Designated Router includes
itself inthis list. The nunber of routers included can be
deduced fromthe LSA header’s length field.
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A. 4.4 Sunmary- LSAs

Summary-LSAs are the Type 3 and 4 LSAs. These LSAs are originated by
area border routers. Summary-LSAs describe inter-area destinations.
For details concerning the construction of summary-LSAs, see Section
12. 4. 3.

Type 3 sunmary-LSAs are used when the destination is an |IP network.
In this case the LSA's Link State ID field is an |IP network nunber
(if necessary, the Link State ID can al so have one or nore of the
network’s "host" bits set; see Appendix E for details). When the
destination is an AS boundary router, a Type 4 sunmary-LSA is used,
and the Link State IDfield is the AS boundary router’s OSPF Router
ID. (To see why it is necessary to advertise the |ocation of each
ASBR, consult Section 16.4.) Oher than the difference in the Link
State ID field, the format of Type 3 and 4 summary-LSAs is identical.

0 1 2 3
01234567890123456789012345678901
B Lt r s i i i o o T s ks S R S

| LS age | Opti ons | 3 or 4

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Link State ID |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Advertising Router

e o T i i o o O S e S ol o S S S s it SR R SR S
| LS sequence nunber

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| LS checksum | | ength |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Net wor k Mask

B Lt r s i i i o o T s ks S R S

| 0 | metric
B T T T o o S S S e i S S Tk e e Y S
| TGOS | TOS netric

i S S S T i S S S S i S S S S S i i S S

For stub areas, Type 3 sumary-LSAs can al so be used to describe a
(per-area) default route. Default summary routes are used in stub
areas instead of flooding a conplete set of external routes. Wen
describing a default summary route, the sumuary-LSA's Link State ID
is always set to DefaultDestination (0.0.0.0) and the Network Mask is
set to 0.0.0.0.
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Net wor k Mask
For Type 3 sunmmary-LSAs, this indicates the destination network’s
| P address mask. For exanple, when advertising the |ocation of a
class A network the val ue Oxff000000 woul d be used. This fieldis
not neani ngful and nust be zero for Type 4 summary-LSAs.

metric
The cost of this route. Expressed in the same units as the
interface costs in the router-LSAs.

Addi tional TOS-specific information may al so be included, for
backward conpatibility with previous versions of the OSPF
specification ([Ref9]). For each desired TOS, TOS-specific
information is encoded as foll ows:

TOS | P Type of Service that this nmetric refers to. The encodi ng of
TOS in OSPF LSAs is described in Section 12.3.

TOS netric
TOS-specific metric i nformation.
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.5 AS-external - LSAs

AS-external -LSAs are the Type 5 LSAs. These LSAs are originated by
AS boundary routers, and describe destinations external to the AS
For details concerning the construction of AS-external-LSAs, see
Section 12.4.3.

AS-external - LSAs usually describe a particular external destination
For these LSAs the Link State ID field specifies an |IP network nunber
(if necessary, the Link State ID can al so have one or nore of the
network’s "host" bits set; see Appendix E for details). AS

external -LSAs are al so used to describe a default route. Default
routes are used when no specific route exists to the destination
Wien describing a default route, the Link State IDis always set to
Def aul t Destination (0.0.0.0) and the Network Mask is set to 0.0.0.0.

0 1 2 3
01234567890123456789012345678901
T T i e i i e T e b s S S SN S
| LS age | Opti ons | 5

i T i i o o e e e s t s o S R SR R R SR
| Link State ID |
B T e o i S I i i S S N iy St S I S S
| Adverti sing Router

T e e e i i e e et E e i s s SN SR
| LS sequence nunber

i T i i e e e e e E et i i s i SR R SR
| LS checksum | I ength |
B T e o i S I i i S S N iy St S I S S
| Net wor k Mask

e e i i e T S i S e e e R
| E| 0 metric |
T T i e S e e et i S o S R R SR
| For war di ng addr ess

B T e o i S I i i S S N iy St S I S S
| Ext ernal Route Tag

T e e i i e e L e k. S SH SR N SR
| El TGS TOS netric

T T i e S e e et i S o S R R SR
| For war di ng addr ess

B T e o i S I i i S S N iy St S I S S
| Ext ernal Route Tag

T e e i i e e L e k. S SH SR N SR
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Net wor k Mask
The | P address nmask for the advertised destination. For
exanpl e, when advertising a class A network the mask Oxff 000000
woul d be used.

bit E
The type of external netric. |If bit Eis set, the netric
specified is a Type 2 external nmetric. This means the netric is
considered larger than any link state path. |If bit Eis zero,

the specified nmetric is a Type 1 external netric. This neans
that it is expressed in the same units as the link state netric
(i.e., the sanme units as interface cost).

metric
The cost of this route. |Interpretation depends on the externa
type indication (bit E above).

Forwar di ng addr ess
Data traffic for the adverti sed destination will be forwarded to
this address. |f the Forwarding address is set to 0.0.0.0, data
traffic will be forwarded instead to the LSA's originator (i.e.
t he responsi bl e AS boundary router).

External Route Tag
A 32-bit field attached to each external route. This is not
used by the OSPF protocol itself. It may be used to communicate
i nformati on between AS boundary routers; the precise nature of
such information is outside the scope of this specification

Addi tional TGOS-specific information nmay al so be included, for
backward conpatibility with previous versions of the OSPF
specification ([Ref9]). For each desired TOS, TOS-specific
information is encoded as foll ows:

TOS The Type of Service that the following fields concern. The
encoding of TOS in OSPF LSAs is described in Section 12.3.

bit E
For backward-conpatibility with [Ref9].

TOS netric
TOS-specific nmetric i nformation.

Forwar di ng address
For backward-conpatibility with [Ref9].

External Route Tag
For backward-conpatibility with [Ref9].
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Architectural Constants

Several OSPF protocol paraneters have fixed architectural val ues
These paraneters have been referred to in the text by names such as
LSRefreshTi me. The same nami ng convention is used for the
configurabl e protocol paraneters. They are defined in Appendix C

The nane of each architectural constant follows, together with its
val ue and a short description of its function

LSRef reshTi me
The maxi numtine between distinct originations of any particul ar
LSA. If the LS age field of one of the router’s self-originated
LSAs reaches the value LSRefreshTime, a new instance of the LSAis
originated, even though the contents of the LSA (apart fromthe
LSA header) will be the sane. The value of LSRefreshTine is set
to 30 m nutes.

M nLSI nterva
The mininmumtine between distinct originations of any particul ar
LSA. The value of MnLSInterval is set to 5 seconds.

M nLSArriva
For any particular LSA, the mininumtine that nust el apse
bet ween reception of new LSA instances during flooding. LSA
i nstances received at higher frequencies are discarded. The val ue
of MnLSArrival is set to 1 second.

MaxAge
The maxi num age that an LSA can attain. Wen an LSA's LS age field
reaches MaxAge, it is reflooded in an attenpt to flush the LSA
fromthe routing donain (See Section 14). LSAs of age MaxAge are
not used in the routing table calculation. The value of MaxAge is
set to 1 hour.

CheckAge
When the age of an LSA in the link state database hits a multiple
of CheckAge, the LSA's checksumis verified. An incorrect
checksumat this tine indicates a serious error. The value of
CheckAge is set to 5 mnutes.

MaxAgeDi f f
The maxi num tinme di spersion that can occur, as an LSA is flooded
t hroughout the AS. Mbst of this time is accounted for by the LSAs
sitting on router output queues (and therefore not aging) during
the flooding process. The value of MaxAgeDiff is set to 15
m nut es
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LSInfinity
The metric value indicating that the destination described by an
LSA is unreachable. Used in summary-LSAs and AS-external -LSAs as
an alternative to premature aging (see Section 14.1). It is
defined to be the 24-bit binary value of all ones: Oxffffff.

Def aul t Desti nati on
The Destination ID that indicates the default route. This route
is used when no other matching routing table entry can be found.
The default destination can only be advertised in AS-external -
LSAs and in stub areas’ type 3 summary-LSAs. |Its value is the IP
address 0.0.0.0. Its associated Network Mask is al so al ways
0.0.0.0.

I nitial SequenceNunber
The val ue used for LS Sequence Number when originating the first
instance of any LSA. Its value is the signed 32-bit integer
0x80000001.

MaxSequenceNunber

The maxi num val ue that LS Sequence Nunber can attain. |Its value
is the signed 32-bit integer Ox7fffffff.
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C

Confi gurabl e Constants

The OSPF protocol has quite a few configurable paraneters. These
paraneters are |listed below. They are grouped into genera
functional categories (area paraneters, interface parameters, etc.).
Sanpl e val ues are given for sone of the paraneters.

Sone paraneter settings need to be consistent among groups of
routers. For exanple, all routers in an area nust agree on that
area’'s paraneters, and all routers attached to a network mnust agree
on that network’s I P network nunmber and nask

Sonme paraneters may be deternined by router algorithnms outside of
this specification (e.g., the address of a host connected to the
router via a SLIP line). From OGSPF' s point of view, these itens are
still configurable.

C.1 dobal paraneters

Moy

In general, a separate copy of the OSPF protocol is run for each
area. Because of this, nost configuration paraneters are defined on
a per-area basis. The few global configuration paraneters are listed
bel ow.

Router ID
This is a 32-bit nunber that uniquely identifies the router in
t he Aut ononous System One algorithmfor Router |ID assignnent is
to choose the largest or smallest |P address assigned to the
router. |If a router’s OSPF Router IDis changed, the router’s
OSPF software should be restarted before the new Router |D takes
effect. Before restarting in order to change its Router ID, the
router should flush its self-originated LSAs fromthe routing
domain (see Section 14.1), or they will persist for up to MaxAge
m nut es.

RFC1583Conpati bility
Controls the preference rules used in Section 16.4 when choosi ng
anong nul tiple AS-external -LSAs advertising the sane destination.
When set to "enabled", the preference rules remain those
specified by RFC 1583 ([Ref9]). When set to "disabled", the
preference rules are those stated in Section 16.4.1, which
prevent routing | oops when AS- external -LSAs for the sanme
destination have been originated fromdifferent areas (see
Section G 7). Set to "enabled" by default.
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In order to mininize the chance of routing |oops, all OSPF
routers in an OSPF routing domai n should have

RFC1583Conpati bility set identically. Wien there are routers
present that have not been updated with the functionality
specified in Section 16.4.1 of this meno, all routers should have
RFC1583Conpati bility set to "enabled". OQherwise, all routers
shoul d have RFC1583Conpatibility set to "disabled", preventing
all routing | oops.

C.2 Area paraneters

Al'l routers belonging to an area nust agree on that area’'s
configuration. Disagreenents between two routers will lead to an
inability for adjacencies to formbetween them with a resulting
hi ndrance to the flow of routing protocol and data traffic. The
following items nust be configured for an area

Area I D
This is a 32-bit nunber that identifies the area. The Area |ID of
0.0.0.0 is reserved for the backbone. |If the area represents a
subnetted network, the I P network nunber of the subnetted network
may be used for the Area ID

Li st of address ranges
An OSPF area is defined as a |list of address ranges. Each address
range consists of the follow ng itens:

[1 P address, mask]
Descri bes the collection of |IP addresses contained in the
address range. Networks and hosts are assigned to an area
dependi ng on whether their addresses fall into one of the
area’ s defining address ranges. Routers are viewed as
belonging to nultiple areas, depending on their attached
net wor ks’ area nenber shi p.

Status Set to either Advertise or DoNot Advertise. Routing
information is condensed at area boundaries. External to the
area, at nost a single route is advertised (via a summary-
LSA) for each address range. The route is advertised if and
only if the address range’'s Status is set to Advertise.
Unadvertised ranges allow the existence of certain networks
to be intentionally hidden fromother areas. Status is set to
Advertise by default.

Moy St andards Track [ Page 187]



RFC 2178 OSPF Version 2 July 1997

C3

Moy

As an exanpl e, suppose an | P subnetted network is to be its
own OSPF area. The area would be configured as a single
address range, whose | P address is the address of the
subnetted network, and whose mask is the natural class A B,
or C address mask. A single route would be advertised
external to the area, describing the entire subnetted

net wor k.

Ext er nal Rout i ngCapability
Whet her AS-external -LSAs will be flooded into/throughout the
area. |If AS-external-LSAs are excluded fromthe area, the
area is called a "stub". Internal to stub areas, routing to
external destinations will be based solely on a default
summary route. The backbone cannot be configured as a stub
area. Also, virtual links cannot be configured through stub
areas. For nore information, see Section 3.6.

St ubDef aul t Cost
If the area has been configured as a stub area, and the
router itself is an area border router, then the
St ubDef aul t Cost i ndicates the cost of the default summary-LSA
that the router should advertise into the area.

Router interface paraneters

Some of the configurable router interface paraneters (such as IP

i nterface address and subnet mask) actually inply properties of the
attached networks, and therefore nust be consistent across all the
routers attached to that network. The paraneters that nust be
configured for a router interface are:

IP interface address
The I P protocol address for this interface. This uniquely
identifies the router over the entire internet. An IP address is
not required on point-to-point networks. Such a point-to-point
network is called "unnunbered"

Rv)

i nterface mask

Also referred to as the subnet/network mask, this indicates the
portion of the IP interface address that identifies the attached
network. Masking the IP interface address with the IP interface
mask yields the I P network nunber of the attached network. On
poi nt-to-point networks and virtual links, the IP interface nask
is not defined. On these networks, the link itself is not
assigned an I P network nunber, and so the addresses of each side
of the Iink are assigned independently, if they are assigned at
all.
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Area ID
The OSPF area to which the attached network bel ongs

I nterface output cost
The cost of sending a packet on the interface, expressed in the
link state netric. This is advertised as the link cost for this
interface in the router’s router-LSA. The interface output cost
must al ways be greater than O.

Rxmt | nt er val
The nunber of seconds between LSA retransm ssions, for
adj acencies belonging to this interface. Al so used when
retransmtting Database Description and Link State Request
Packets. This should be well over the expected round-trip del ay
between any two routers on the attached network. The setting of
this value should be conservative or needl ess retransni ssions
will result. Sanple value for a local area network: 5 seconds.

I nf Tr ansDel ay
The estimted nunber of seconds it takes to transnmit a Link State
Updat e Packet over this interface. LSAs contained in the update
packet nust have their age incremented by this anount before
transm ssion. This value should take into account the
transm ssi on and propagati on delays of the interface. It nust be
greater than 0. Sanple value for a | ocal area network: 1 second

Router Priority
An 8-bit unsigned integer. When two routers attached to a network
both attenpt to becone Designated Router, the one with the
hi ghest Router Priority takes precedence. If there is still a
tie, the router with the highest Router |ID takes precedence. A
router whose Router Priority is set to O is ineligible to becone
Desi gnated Router on the attached network. Router Priority is
only configured for interfaces to broadcast and NBMA networks.

Hel

ol nterva

The length of tine, in seconds, between the Hell o Packets that
the router sends on the interface. This value is advertised in
the router’s Hell o Packets. It nust be the same for all routers
attached to a conmon network. The snaller the Hellolnterval, the
faster topol ogical changes will be detected; however, nore OSPF
routing protocol traffic will ensue. Sanple value for a X 25 PDN
network: 30 seconds. Sanple value for a |ocal area network: 10
seconds.
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Rout er Deadl nt er val
After ceasing to hear a router’'s Hello Packets, the nunber of
seconds before its neighbors declare the router down. This is
al so advertised in the router’s Hello Packets in their
Rout er Deadl nterval field. This should be sone nultiple of the
Hel l ol nterval (say 4). This value again nust be the sane for al
routers attached to a conmon network.

AuType
Identifies the authentication procedure to be used on the
attached network. This value nust be the same for all routers
attached to the network. See Appendix D for a discussion of the
defined authentication types.

Aut henti cati on key
This configured data allows the authentication procedure to
verify OSPF protocol packets received over the interface. For
exanple, if the AuType indicates sinple password, the
Aut henti cation key would be a clear 64-bit password.
Aut henti cati on keys associated with the other OSPF aut hentication
types are discussed in Appendix D

C. 4 Virtual link paraneters

Virtual links are used to restore/increase connectivity of the
backbone. Virtual |inks may be configured between any pair of area
border routers having interfaces to a common (non-backbone) area.
The virtual |ink appears as an unnunbered point-to-point link in the
graph for the backbone. The virtual link rmust be configured in both
of the area border routers.

A virtual link appears in router-LSAs (for the backbone) as if it
were a separate router interface to the backbone. As such, it has
all of the parameters associated with a router interface (see Section
C.3). Although a virtual link acts |ike an unnunbered point-to-point
link, it does have an associated |IP interface address. This address
is used as the I P source in OSPF protocol packets it sends al ong the
virtual link, and is set dynam cally during the routing table build
process. Interface output cost is also set dynamically on virtua
links to be the cost of the intra-area path between the two routers.
The paraneter Rxntlnterval nust be configured, and should be well

over the expected round-trip delay between the two routers. This may

be hard to estimate for a virtual link; it is better to err on the
side of making it too large. Router Priority is not used on virtua
l'inks.
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Avirtual link is defined by the follow ng two configurable
paraneters: the Router ID of the virtual link’'s other endpoint, and

t he (non-backbone) area through which the virtual link runs (referred
to as the virtual link’s Transit area). Virtual l|inks cannot be
configured through stub areas.

C.5 NBVA network paraneters

OSPF treats an NBMA network nmuch like it treats a broadcast network.
Since there may be many routers attached to the network, a Designated
Router is selected for the network. This Designated Router then
originates a network-LSA, which lists all routers attached to the
NBMA net wor K.

However, due to the lack of broadcast capabilities, it nmay be
necessary to use configuration paraneters in the Designated Router

sel ection. These paraneters will only need to be configured in those
routers that are thenselves eligible to becone Designated Router
(i.e., those router’s whose Router Priority for the network i s non-
zero), and then only if no automatic procedure for discovering

nei ghbors exi sts:

List of all other attached routers
The list of all other routers attached to the NBMA network. Each
router is listed by its IP interface address on the network.
Al so, for each router listed, that router’s eligibility to becone
Desi gnhat ed Router nust be defined. Wen an interface to a NBMVA
networ k cones up, the router sends Hell o Packets only to those
nei ghbors eligible to beconme Designated Router, until the
identity of the Designated Router is discovered.

Pol I I nt er val
I f a neighboring router has becone inactive (Hello Packets have
not been seen for RouterDeadl nterval seconds), it may still be
necessary to send Hell o Packets to the dead nei ghbor. These
Hell o Packets will be sent at the reduced rate Polllnterval
whi ch should be nuch larger than Hellolnterval. Sanple value for
a PDN X 25 network: 2 mnutes

C.6 Point-to-MiltiPoint network paraneters

On Point-to-MultiPoint networks, it nmay be necessary to configure the
set of neighbors that are directly reachable over the Point-to-
Mul ti Poi nt network. Each neighbor is identified by its |P address on
the Point-to-MiltiPoint network. Designated Routers are not el ected
on Point-to-MiltiPoint networks, so the Designated Router eligibility
of configured neighbors is undefined.
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Al ternatively, neighbors on Point-to-MiltiPoint networks nmay be
dynani cal |l y di scovered by | ower-1level protocols such as Inverse ARP
([ Ref14]).

C. 7 Host route paraneters

Host routes are advertised in router-LSAs as stub networks with mask
oxffffffff. They indicate either router interfaces to point-to-point
networks, |ooped router interfaces, or IP hosts that are directly
connected to the router (e.g., via a SLIP line). For each host
directly connected to the router, the following itens nust be
confi gur ed:

Host | P address
The | P address of the host.

Cost of link to host
The cost of sending a packet to the host, in terns of the link
state netric. However, since the host probably has only a single
connection to the internet, the actual configured cost in nany
cases is uninportant (i.e., will have no effect on routing).

Area I D
The OSPF area to which the host bel ongs
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D. Aut hentication

Al'l OSPF protocol exchanges are authenticated. The OSPF packet
header (see Section A 3.1) includes an authentication type field, and
64-bits of data for use by the appropriate authentication scheme
(deternmned by the type field).

The aut hentication type is configurable on a per-interface (or
equi val ently, on a per-network/subnet) basis. Additiona
aut hentication data is also configurable on a per-interface basis.

Aut hentication types 0, 1 and 2 are defined by this specification
Al'l other authentication types are reserved for definition by the
| ANA (iana@Sl.EDU). The current list of authentication types is
descri bed below in Table 20.

AuType Description

0 Nul I authentication

1 Si mpl e password

2 Crypt ogr aphi ¢ aut henti cation

Al'l others Reserved for assignnent by the
| ANA (i ana@ Sl . EDU)

Tabl e 20: OSPF aut hentication types

D.1 Null authentication

Use of this authentication type nmeans that routing exchanges over the
net wor k/ subnet are not authenticated. The 64-bit authentication field
in the OSPF header can contain anything; it is not exam ned on packet
reception. Wien enploying Null authentication, the entire contents of
each OSPF packet (other than the 64-bit authentication field) are
checksunmed in order to detect data corruption

D.2 Sinple password authentication

Using this authentication type, a 64-bit field is configured on a
per-network basis. Al packets sent on a particul ar network nust
have this configured value in their OSPF header 64-bit authentication
field. This essentially serves as a "clear" 64- bit password. In
addition, the entire contents of each OSPF packet (other than the
64-bit authentication field) are checksumed in order to detect data
corruption.
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Si mpl e password aut henti cation guards agai nst routers inadvertently
joining the routing domain; each router nust first be configured with
its attached networks’ passwords before it can participate in

routi ng. However, sinple password authentication is vulnerable to
passive attacks currently w despread in the Internet (see [Refl16]).
Anyone with physical access to the network can | earn the password and
conpromi se the security of the OSPF routing donain

D. 3 Cryptographi c authentication

Using this authentication type, a shared secret key is configured in
all routers attached to a conmon network/subnet. For each OSPF
protocol packet, the key is used to generate/verify a "nessage
digest" that is appended to the end of the OSPF packet. The nessage
digest is a one-way function of the OSPF protocol packet and the
secret key. Since the secret key is never sent over the network in
the clear, protection is provided agai nst passive attacks.

The algorithns used to generate and verify the nessage digest are
specified inplicitly by the secret key. This specification conpletely
defines the use of OSPF Cryptographic authenticati on when the M5
algorithmis used.

In addition, a non-decreasing sequence nunber is included in each
OSPF protocol packet to protect against replay attacks. This
provides long termprotection; however, it is still possible to
replay an OSPF packet until the sequence nunber changes. To i npl enent
this feature, each neighbor data structure

0 1 2 3
01234567890123456789012345678901
B T T i e e S e e e R e ale i S T S e e S e i o e sl i S T

| 0 | Key I D | Auth Data Len
B T T T o o S S S e i S S Tk e e Y S
| Crypt ogr aphi ¢ sequence nunber

B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

Fi gure 18: Usage of the Authentication field
in the OSPF packet header when Cryptographic
Aut henti cation is enpl oyed

contains a new field called the "cryptographi c sequence number".

This field is initialized to zero, and is also set to zero whenever
the neighbor’s state transitions to "Down". Whenever an OSPF packet
is accepted as authentic, the cryptographic sequence nunber is set to
the recei ved packet’s sequence number.
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This specification does not provide a rollover procedure for the
crypt ographi ¢ sequence nunber. Wen the cryptographi c sequence nunber
that the router is sending hits the maxi num val ue, the router should
reset the cryptographi c sequence nunber that it is sending back to O.
After this is done, the router’s neighbors will reject the router’s
OSPF packets for a period of RouterDeadlnterval, and then the router
will be forced to reestablish all adjacencies over the interface
However, it is expected that nany inplenentations will use "seconds
since reboot" (or "seconds since 1960", etc.) as the cryptographic
sequence number. Such a choice will essentially prevent rollover,
since the cryptographi c sequence nunber field is 32 bits in |length.

The OSPF Cryptographi c authentication opti on does not provide
confidentiality.

When crypt ographic authentication is used, the 64-bit Authentication
field in the standard OSPF packet header is redefined as shown in
Figure 18. The new field definitions are as foll ows:

Key 1D
This field identifies the algorithmand secret key used to create
t he nmessage di gest appended to the OSPF packet. Key ldentifiers
are uni que per-interface (or equivalently, per- subnet).

Aut h Data Len
The length in bytes of the nessage di gest appended to the OSPF
packet .

Crypt ogr aphi ¢ sequence nunber
An unsi gned 32-bit non-decreasi ng sequence nunber. Used to guard
agai nst replay attacks.

The message di gest appended to the OSPF packet is not actually
consi dered part of the OSPF protocol packet: the nmessage digest is
not included in the OSPF header’s packet |ength, although it is
included in the packet’s I P header length field.

Each key is identified by the conbination of interface and Key ID. An
interface may have multiple keys active at any one tinme. This
enabl es snooth transition fromone key to another. Each key has four
time constants associated with it. These tinme constants can be
expressed in terms of a tine-of-day clock, or in terns of a router’s
| ocal clock (e.g., nunber of seconds since |ast reboot):

KeySt ar t Accept

The tine that the router will start accepting packets that
have been created with the given key.
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KeySt art Gener at e
The tine that the router will start using the key for packet
gener ati on.

Key St opCener at e
The tine that the router will stop using the key for packet
gener ati on.

Key St opAccept
The tine that the router will stop accepting packets that
have been created with the given key.

In order to achieve snooth key transition, KeyStartAccept should be
| ess than KeyStart Generate and KeyStopGenerate should be | ess than
KeySt opAccept. |f KeyStopCenerate and KeyStopAccept are |eft
unspecified, the key’s lifetime is infinite. Wien a new key repl aces
an old, the KeyStartGenerate tinme for the new key nust be | ess than
or equal to the KeyStopGenerate tine of the old key.

Key storage should persist across a systemrestart, warmor cold, to
avoi d operational issues. In the event that the |ast key associated
with an interface expires, it is unacceptable to revert to an

unaut henti cated condition, and not advisable to disrupt routing.
Therefore, the router should send a "last authentication key
expiration" notification to the network nmanager and treat the key as
having an infinite lifetime until the lifetinme is extended, the key
is deleted by network managenent, or a new key is configured.

D. 4 Message generation
After building the contents of an OSPF packet, the authentication
procedure indicated by the sending interface’'s Autype value is called
before the packet is sent. The authentication procedure nodifies the
OSPF packet as foll ows.

D.4.1 Generating Null authentication

Wien using Null authentication, the packet is nodified as foll ows:

(1) The Autype field in the standard OSPF header is set to
0.
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(2) The checksumfield in the standard OSPF header is set to
the standard | P checksum of the entire contents of the packet,
starting with the OSPF packet header but excluding the 64-bit
authentication field. This checksumis calculated as the 16-bit
one’ s conpl enent of the one’s conplement sumof all the 16-bit
words in the packet, excepting the authentication field. If the
packet’s length is not an integral nunber of 16-bit words, the
packet is padded with a byte of zero before checksumi ng.

D. 4.2 Generating Sinple password authentication

When using Sinple password authentication, the packet is nodified as
fol | ows:

(1) The Autype field in the standard OSPF header is set to 1

(2) The checksumfield in the standard OSPF header is set to the
standard | P checksum of the entire contents of the packet,
starting with the OSPF packet header but excluding the 64-bit
authentication field. This checksumis calculated as the 16-bit
one’ s conpl enent of the one’s conplenment sumof all the 16-bit
words in the packet, excepting the authentication field. If the
packet’s length is not an integral nunber of 16-bit words, the
packet is padded with a byte of zero before checksumi ng.

(3) The 64-bit authentication field in the OSPF packet header
is set to the 64-bit password (i.e., authentication key) that has
been configured for the interface.

D. 4.3 Generating Cryptographic authentication

Moy

When using Cryptographic authentication, there may be nultiple keys
configured for the interface. In this case, anong the keys that are
valid for nmessage generation (i.e, that have KeyStartGenerate <=

current time < KeyStopGenerate) choose the one with the nost recent
KeyStart Generate tinme. Using this key, nodify the packet as foll ows:

(1) The Autype field in the standard OSPF header is set to
2.

(2) The checksumfield in the standard OSPF header is not
cal cul ated, but is instead set to O.

(3) The Key ID (see Figure 18) is set to the chosen key's
Key | D.
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(4) The Auth Data Len field is set to the length in bytes of
the nmessage digest that will be appended to the OSPF packet. Wen
using MD5 as the authentication algorithm Auth Data Len will be
16.

(5) The 32-bit Cryptographi c sequence nunber (see Figure 18)
is set to a non-decreasing value (i.e., a value at least as large
as the last value sent out the interface). The precise values to
use in the cryptographi c sequence nunber field are
i npl enent ati on-specific. For exanple, it may be based on a
sinmpl e counter, or be based on the systenis clock

(6) The message digest is then cal cul ated and appended to
the OSPF packet. The authentication algorithmto be used in
calculating the digest is indicated by the key itself. Input to
the aut hentication algorithmconsists of the OSPF packet and the
secret key. Wen using MD5 as the authentication algorithm the
message di gest cal cul ati on proceeds as foll ows:

(a) The 16 byte MD5 key is appended to the OSPF packet.

(b) Trailing pad and length fields are added, as specified in
[ Ref 17].

(c) The MD5 authentication algorithmis run over the
concat enati on of the OSPF packet, secret key, pad and
length fields, producing a 16 byte nessage di gest (see
[ Ref17]).

(d) The MD5 digest is witten over the OSPF key (i.e.
appended to the original OSPF packet). The digest is not
counted in the OSPF packet's length field, but is included
in the packet’s IP length field. Any trailing pad or
I ength fields beyond the digest are not counted or
transmtted.

D.5 Message verification

When an OSPF packet has been received on an interface, it nust be
aut henti cated. The authentication procedure is indicated by the
setting of Autype in the standard OSPF packet header, which matches
the setting of Autype for the receiving OSPF interface.

I f an OSPF protocol packet is accepted as authentic, processing of

t he packet continues as specified in Section 8.2. Packets which fai
aut henti cation are discarded.
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D.5.1 Verifying Null authentication

When using Null authentication, the checksumfield in the OSPF header
must be verified. It must be set to the 16-bit one' s conpl enent of
the one’'s conplenent sumof all the 16-bit words in the packet,
excepting the authentication field. (If the packet’'s length is not
an integral nunber of 16-bit words, the packet is padded with a byte
of zero before checksunm ng.)

D.5.2 Verifying Sinple password aut hentication

When using Sinple password authentication, the received OSPF packet
is authenticated as foll ows:

(1) The checksumfield in the OSPF header nust be verifi ed.
It nmust be set to the 16-bit one’s conpl enent of the
one’ s conpl enent sumof all the 16-bit words in the
packet, excepting the authentication field. (If the
packet’s length is not an integral nunmber of 16-bit
words, the packet is padded with a byte of zero before
checksunmi ng.)

(2) The 64-bit authentication field in the OSPF packet
header nust be equal to the 64-bit password (i.e.
aut hentication key) that has been configured for the
i nterface.

D.5.3 Verifying Cryptographi c authentication

When usi ng Cryptographic authentication, the recei ved OSPF packet is
aut henticated as follows:

(1) Locate the receiving interface's configured key having
Key I D equal to that specified in the received OSPF
packet (see Figure 18). If the key is not found, or if
the key is not valid for reception (i.e., current time <
KeyStart Accept or current tine >= KeyStopAccept), the
OSPF packet is discarded

(2) If the cryptographi c sequence nunber found in the OSPF
header (see Figure 18) is less than the cryptographic
sequence nunber recorded in the sending neighbor’s data
structure, the OSPF packet is discarded

(3) Verify the appended nessage digest in the follow ng
st eps:

(a) The received digest is set aside.
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(b)

(c)

OSPF Version 2

A new digest is calculated, as specified in Step 6
of Section D.4.3.

The cal cul ated and received digests are conpared. |If
they do not match, the OSPF packet is discarded. If
they do match, the OSPF protocol packet is accepted
as authentic, and the "cryptographi c sequence
nunber” in the neighbor’s data structure is set to

t he sequence nunber found in the packet’s OSPF
header .

St andards Track
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E.

Moy

An algorithmfor assigning Link State |Ds

The Link State ID in AS-external -LSAs and sumary-LSAs is usually set
to the described network’s | P address. However, if necessary one or
nmore of the network’s host bits nmay be set in the Link State ID

This allows the router to originate separate LSAs for networks having
the sane address, yet different nasks. Such networks can occur in the
presence of supernetting and subnet 0s (see [Ref10]).

Thi s appendi x gi ves one possible algorithmfor setting the host bits
in Link State I Ds. The choice of such an algorithmis a |ocal
decision. Separate routers are free to use different algorithns,
since the only LSAs affected are the ones that the router itself
originates. The only requirenment on the algorithnms used is that the
network’s | P address shoul d be used as the Link State | D whenever
possi ble; this naximzes interoperability with OSPF inpl enentations
predati ng RFC 1583.

The algorithmbelow is stated for AS-external -LSAs. This is only for
clarity; the exact sane algorithmcan be used for summary-LSAs.
Suppose that the router wishes to originate an AS-external -LSA for a
net wor k havi ng address NA and mask NML. The foll owi ng steps are then
used to determne the LSA's Link State ID:

(1) Determine whether the router is already originating an AS-
external -LSA with Link State ID equal to NA (in such an LSA the
router itself will be listed as the LSA's Advertising Router).
If not, the Link State IDis set equal to NA and the algorithm
term nates. O herwi se,

(2) Obtain the network nask fromthe body of the already existing
AS-external -LSA. Call this nmask NM2. There are then two cases:

0 NML is longer (i.e., nore specific) than NM2. In this case,
set the Link State IDin the new LSA to be the network
[NA,NML] with all the host bits set (i.e., equal to NA or’ed
together with all the bits that are not set in NML, which is
network [ NA, NML]' s broadcast address).

0 NM2 is longer than NML. In this case, change the existing
LSA (having Link State ID of NA) to reference the new
network [ NA, NML] by increnenting the sequence nunber,
changi ng the nmask in the body to NML and inserting the cost
of the new network. Then originate a new LSA for the old
network [NA, NM2], with Link State I D equal to NA or’ed
together with the bits that are not set in NW (i.e.,
networ k [ NA, NM2]’ s broadcast address).
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The above al gorithm assunes that all nasks are contiguous; this
ensures that when two networks have the sane address, one nask is
nore specific than the other. The algorithmalso assunmes that no

net wor k exi sts having an address equal to another network’s broadcast
address. G ven these two assunptions, the above al gorithm al ways
produces uni que Link State | Ds. The above algorithmcan al so be
reworded as follows: Wen originating an AS-external -LSA, try to use
the network nunber as the Link State ID. If that produces a
conflict, examine the two networks in conflict. One will be a subset
of the other. For the |less specific network, use the network nunber
as the Link State ID and for the nore specific use the network’s
broadcast address instead (i.e., flip all the "host" bits to 1). |If
the nost specific network was originated first, this will cause you
to originate two LSAs at once

As an exanple of the algorithm consider its operation when the
foll owi ng sequence of events occurs in a single router (Router A).

(1) Router A wants to originate an AS-external -LSA for
[10. 0. 0.0, 255. 255. 255. 0] :

(a) ALink State ID of 10.0.0.0 is used.

(2) Router Athen wants to originate an AS-external -LSA for
[10.0.0.0, 255.255.0.0]:

(a) The LSA for [10.0.0,0, 255.255.255.0] is reoriginated using a
new Link State I D of 10.0.0.255.

(b) ALink State ID of 10.0.0.0 is used for
[10.0.0.0, 255.255.0.0].

(3) Router A then wants to originate an AS-external -LSA for
[10.0.0.0, 255.0.0.0]:

(a) The LSA for [10.0.0.0,255.255.0.0] is reoriginated using a
new Link State I D of 10.0.255. 255.

(b) ALink State ID of 10.0.0.0 is used for
[10.0.0.0, 255.0.0.0].

(c) The network [10.0.0.0, 255. 255. 255.0] keeps its Link State ID
of 10.0.0. 255.
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F. Multiple interfaces to the sane network/subnet

There are at |least two ways to support nultiple physical interfaces
to the same | P subnet. Both nethods will interoperate with

i npl enent ati ons of RFC 1583 (and of course this nmeno). The two

nmet hods are sketched briefly bel ow. An assunption has been nmade that
each interface has been assigned a separate | P address (otherwi se,
support for nultiple interfaces is nore of a link-level or ARP issue
than an OSPF issue).

Met hod 1:
Run the entire OSPF functionality over both interfaces, sending and
recei ving hellos, flooding, supporting separate interface and
nei ghbor FSMs for each interface, etc. Wen doing this all other
routers on the subnet will treat the two interfaces as separate
nei ghbors, since neighbors are identified (on broadcast and NBVA
networ ks) by their |P address.

Met hod 1 has the foll ow ng di sadvant ages:
(1) You increase the total nunber of neighbors and adjacenci es.

(2) You lose the bidirectionality test on both interfaces, since
bidirectionality is based on Router ID

(3) You have to consider both interfaces together during the
Desi gnated Router election, since if you declare both to be
DR sinul t aneously you can confuse the tie-breaker (which is

Router ID).
Met hod 2:
Run OSPF over only one interface (call it the primary interface),
but include both the primary and secondary interfaces in your
Rout er - LSA.

Met hod 2 has the foll ow ng di sadvant ages:

(1) You lose the bidirectionality test on the secondary
i nterface.

(2) When the primary interface fails, you need to pronote the
secondary interface to prinmary status.
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G Differences from RFC 1583

Thi s section docunents the differences between this meno and RFC
1583. Al differences are backward-conpatible. |Inplenentations of
this meno and of RFC 1583 will interoperate.

G 1 Enhancenents to OSPF aut hentication

An additional OSPF authentication type has been added: the

Crypt ographi ¢ authentication type. This has been defined so that any
arbitrary "Keyed Message Digest"” algorithmcan be used for packet
aut hentication. Qperation using the MD5 algorithmis conpletely
speci fied (see Appendi x D)

A nunber of other changes were also made to OSPF packet
aut henti cation, affecting the foll ow ng Sections:

o} The aut hentication type is now specified per-interface,
rat her than per-area (Sections 6, 9, C.2 and C. 3).

0 The OSPF packet header checksumis now considered part of
the aut hentication procedure, and so has been nmoved out of the
packet send and receive logic (Sections 8.1 and 8.2) and into the
description of authentication types (Appendix D)

o] In Appendi x D, sections detailing nessage generation and
nmessage verification have been added.

o] For the OSPF Cryptographic authentication type, a discussion
of key managenent, including the requirenent for sinultaneous
support of multiple keys, key lifetines and snooth key
transition, has been added to Appendix D

G 2 Addition of Point-to-MiltiPoint interface

This meno adds an additional nethod for running OSPF over non-
broadcast networks: the Point-to-Miltipoint network. To inplenent
this addition, the |anguage of RFC 1583 has been altered slightly.
References to "multi-access" networks have been deleted. The term
"non- broadcast networks" is now used to describe networks which can
connect many routers, but which do not natively support
broadcast/nulticast (such as a public Frane relay network). Over
non- br oadcast networks, there are two options for running OSPF:
nmodel i ng them as "NBMA networ ks" or as "Point-to-MiltiPoint
networks". NBMA networks require full nesh connectivity between
routers; when enpl oying NBMA networks in the presence of partial nesh
connectivity, nultiple NBMA networks must be configured, as described
in [Refl5]. In contrast, Point-to-Miltipoint netwrks have been
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designed to work sinply and naturally when faced with partial nesh
connectivity.

The addition of Point-to-MiltiPoint networks has inpacted the text in
many pl aces, which are briefly summarized bel ow

o} Section 2 describing the OSPF |ink-state database has been
split into additional subsections, with one of the subsections
(Section 2.1.1) describing the differing map representations of
the two non-broadcast network options. This subsection also
contrasts the NBMA network and Point- to-MiltiPoint network
options, and describes the situations when one is preferable to
t he ot her.

o] In contrast to NBMA networ ks, Point-to-MiltiPoint networks
have the follow ng properties. Adjacencies are established
bet ween all neighboring routers (Sections 4, 7.1, 7.5, 9.5 and
10.4). There is no Designated Router or Backup Designated Router
for a Point-to-MiltiPoint network (Sections 7.3 and 7.4). No
network-LSA is originated for Point-to-MiltiPoint networks
(Sections 12.4.2 and A.4.3). Router Priority is not configured
for Point-to-MiltiPoint interfaces, nor for neighbors on Point-
to-Mil ti Point networks (Sections C.3 and C.6).

o] The Interface FSMfor a Point-to-MiltiPoint interface is
identical to that used for point-to-point interfaces. Two states
are possible: "Down" and "Point-to-Point" (Section 9.3).

o] When originating a router-LSA, and Point-to-MiltiPoint
interface is reported as a collection of "point-to-point |inks"
to all of the interface' s adjacent neighbors, together with a
single stub link advertising the interface’s |P address with a
cost of O (Section 12.4.1.4).

o] When floodi ng out a non-broadcast interface (when either in
NBVA or Point-to-MiltiPoint node) the Link State Update or Link
State Acknow edgnent packet nust be replicated in order to be
sent to each of the interface’ s neighbors (see Sections 13.3 and
13.5).

G 3 Support for overl apping area ranges

RFC 1583 requires that all networks falling into a given area range
actually belong to a single area. This nmeno relaxes that restriction.
This is useful in the foll owi ng exanple. Suppose that [10.0.0.0,
255.0.0.0] is carved up into subnets. Mst of these subnets are
assigned to a single OSPF area (call it Area X), while a few subnets
are assigned to other areas. In order to get this configuration to

Moy St andards Track [ Page 205]



RFC 2178 OSPF Version 2 July 1997

work with RFC 1583, you nust not sunmarize the subnets of Area X with
the single range [10.0.0.0, 255.0.0.0], because then the subnets of
10.0.0.0 belonging to other areas woul d becone unreachabl e. However,
with this neno you can sumari ze the subnets in Area X, provided that
the subnets belonging to other areas are not sunmari zed.

| mpl enentation details for this change can be found in Sections 11.1
and 16. 2.

G 4 Anodification to the flooding al gorithm

The OSPF flooding algorithm has been nodified as follows. Wen a Link
State Update Packet is received that contains an LSA instance which
is actually less recent than the the router’s current database copy,
the router will now in nost cases respond by flooding back its

dat abase copy. This is in contrast to the RFC 1583 behavi or, which
was to sinply throw the received LSA away.

Detai |l ed description of the change can be found in Step 8 of Section
13.

Thi s change i nproves MaxAge processing. There are times when MaxAge
LSAs stay in a router’s database for extended intervals: 1) when they
are stuck in a retransm ssion queue on a slow link or 2) when a
router is not properly flushing themfromits database, due to
software bugs. The prol onged existence of these MaxAge LSAs can

i nhibit the flooding of new instances of the LSA. New instances
typically start with LS sequence nunber equal to

Initial SequenceNunber, and are treated as | ess recent (and hence were
di scarded according to RFC 1583) by routers still holding MaxAge

i nstances. However, with the above change to flooding, a router
hol di ng a MaxAge instance will flood back the MaxAge instance. \Wen
this flood reaches the LSA's originator, it will then pick the next

hi ghest LS sequence number and refl ood, overwriting the MaxAge

i nst ance.

G 5 Introduction of the MnLSArrival constant
OSPF linmits the frequency that new instances of any particular LSA
can be accepted during flooding. This is extra protection, just in

case a nei ghboring router is violating the mandated linmt on LSA
(re)originations (nanely, one per LSAin any MnLSInterval).
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In RFC 1583, the frequency at which new LSA i nstances were accepted
was al so set equal to once every MnLSInterval seconds. However, in
sone circunstances this led to unwanted |ink state retransmi ssions,
even when the LSA originator was obeying the MnLSInterval linmt on
originations. This was due to either 1) choice of clock granularity
in sonme OSPF inplenentations or 2) differing clock speed in

nei ghbori ng routers.

To alleviate this problem the frequency at which new LSA instances
are accepted during flooding has now been increased to once every
M nLSArrival seconds, whose value is set to 1. This change is
reflected in Steps 5a and 5d of Section 13, and in Appendix B

G 6 Optionally advertising point-to-point |inks as subnets

When describing a point-to-point interface in its router-LSA a
router may now advertise a stub link to the point-to-point network’s
subnet. This is specified as an alternative to the RFC 1583 behavi or
which is to advertise a stub link to the neighbor’s | P address. See
Sections 12.4.1 and 12.4.1.1 for details.

G 7 Advertising same external route fromnmnultiple areas

This docunent fixes routing |oops which can occur in RFC 1583 when
the sane external destination is advertised by AS boundary routers in
separate areas. There are two nanifestations of this problem The
first, discovered by Dennis Ferguson, occurs when an aggregated
forwarding address is in use. In this case, the desirability of the
forwardi ng address can change for the worse as a packet crosses an
area aggregation boundary on the way to the forwardi ng address, which
in turn can cause the preference of AS-external-LSAs to change,
resulting in a routing | oop.

The second nmnifestation was di scovered by Richard Whundy. It is
caused by an inconplete application of OSPF s preference of intra-
area routes over inter-area routes: paths to any given
ASBR/ f orwar di ng address are selected first based on intra-area
preference, while the conparison between separate ASBRs/forwardi ng
addresses is driven only by cost, ignoring intra-area preference. His
exanple is replicated in Figure 19. Both router A3 and router B3 are
originating an AS-external -LSA for 10.0.0.0/8, with the sane type 2
metric. Router Al selects Bl as its next hop towards 10.0.0.0/8,
based on shorter cost to ASBR B3 (via Bl->B2->B3). However, the
shorter route to B3 is not available to Bl, due to Bl's preference
for the (higher cost) intra-area route to B3 through Area A This

|l eads Bl to select Al as its next hop to 10.0.0.0/8, resulting in a
routing | oop.
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The following two changes have been nade to prevent these routing
| oops:

0 When originating a type 3 summary-LSA for a configured area
address range, the cost of the sunmary-LSA is now set to the
maxi mum cost of the range’s conponent networks (instead of the
previous al gorithmwhich set the cost to the nini num conponent
cost). This change affects Sections 3.5 and 12.4.3, Figures 7
and 8, and Tables 6 and 13.

0 The preference rules for choosing anong nultiple AS-
ext ernal - LSAs have been changed. Were previously cost was the
only determining factor, now the preference is driven first by
type of path (intra-area or inter-area, through non-backbone area
or through backbone) to the ASBR/forwardi ng address, using cost
only to break ties. This change affects Sections 16.4 and 16.4. 1.

After inplenenting this change, the exanple in Figure 19 is nodified
as follows. Router Al now chooses A3 as the next

10.0.0.0/8
|
+--- -+
| XX
Ep——
R P / \ R P
! !
+--- -+ +--- -+ 1 Fomm oL +--- -+
| A3 [------ | AL |- | BL|------ | B3 |
+----+ 6 +----+ +----4+ 8 +----+
1] . /
OSPF backbone | . /
+----+ 2 /
| B2 |------- Area A

Figure 19: Exanple routing | oop when the
same external route is advertised frommultiple
ar eas

hop to 10.0.0.0/8, while Bl chooses B3 as next hop. The reason for

both choices is that ASBRs/forwardi ng addresses are now chosen based
first on intra-area preference, and then by cost.
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Unfortunately, this change is not backward conpatible. Wile the
change prevents routing | oops when all routers run the new preference
rules, it can actually create routing | oops when sonme routers are
runni ng the new preference rules and other routers inplenment RFC
1583. For this reason, a new configuration paraneter has been added:
RFC1583Conpati bility. Only when RFC1583Conpatibility is set to

"di sabled" will the new preference rules take effect. See Appendix C
for nore details.

G 8 Retransmi ssion of initial Database Description packets

This meno allows retransnmission of initial Database Description
packets, without resetting the state of the adjacency. In sone
environnents, retransmi ssion of the initial Database Description
packet may be unavoi dable. For exanple, the link delay incurred by a
satellite link may exceed the value configured for an interface's
RxmtInterval. In RFC 1583 such an environnment prevents a ful

adj acency from ever form ng.

In this neno, changes have been nade in the reception of Database
Description packets so that retransmitted initial Database
Description packets are treated identically to any other

retransm tted Dat abase Description packets. See Section 10.6 for
detail s.

G 9 Detecting interface MU ni smat ches

When two nei ghboring routers have a different interface MIU for their
common networ k segment, serious problens can ensue: |arge packets are
prevented from bei ng successfully transferred fromone router to the
other, inpairing OSPF s flooding al gorithmand possibly creating

"bl ack hol es" for user data traffic.

This meno provides a fix for the interface MU m smatch probl em by
advertising the interface MU in Database Description packets. Wen a
router receives a Database description packet advertising an MU

| arger than the router can receive, the router drops the Database
Descri ption packet. This prevents an adjacency fromformng, telling
OSPF fl oodi ng and user data traffic to avoid the connection between
the two routers. For nore information, see Sections 10.6, 10.8, and

A 3. 3.

G 10 Deleting the TOS routing option
The TOS routing option has been deleted from OSPF. This action was
required by the Internet standards process ([Ref24]), due to |l ack of

i npl ement ati on experience with OSPF s TOS routing. However, for
backward conpatibility the formats of OSPF s various LSAs renain
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unchanged, nmaintaining the ability to specify TOS netrics in router-
LSAs, sunmary-LSAs, ASBR-summary-LSAs, and AS-external -LSAs (see
Sections 12.3, A 4.2, A 4.4, and A 4.5).

To see OSPF' s original TGOS routing design, consult [Ref9].
Security Considerations

Al'l OSPF protocol exchanges are authenticated. OSPF supports nultiple
types of authentication; the type of authentication in use can be
configured on a per network segment basis. One of OSPF s

aut hentication types, nanely the Cryptographi c authentication option
is believed to be secure agai nst passive attacks and provide
significant protection against active attacks. Wen using the

Crypt ographi ¢ authentication option, each router appends a "nmessage
digest" to its transnmtted OSPF packets. Receivers then use the
shared secret key and received digest to verify that each received
OSPF packet is authentic.

The quality of the security provided by the Cryptographic

aut henti cati on opti on depends conpletely on the strength of the
message digest algorithm (MD5 is currently the only nessage di gest

al gorithm specified), the strength of the key being used, and the
correct inplenentation of the security nechanismin all comunicating
OSPF i nplementations. It also requires that all parties maintain the
secrecy of the shared secret key.

None of the OSPF authentication types provide confidentiality. Nor do
they protect against traffic analysis. Key managenent is al so not
addressed by this neno.

For nore information, see Sections 8.1, 8.2, and Appendix D
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