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Status of this Meno

This meno defines an Experinental Protocol for the Internet
community. It does not specify an Internet standard of any kind.
Di scussi on and suggestions for inprovenent are requested.
Distribution of this menp is unlimted.

Abst ract

Thi s docunment describes the Core Based Tree (CBT version 2) network

| ayer nmulticast routing protocol. CBT builds a shared nulticast
distribution tree per group, and is suited to inter- and intra-donain
nmul ticast routing.

CBT nay use a separate nmulticast routing table, or it may use that of
under | yi ng uni cast routing, to establish paths between senders and
receivers. The CBT architecture is described in [1].

Thi s docunent is progressing through the | DVMR working group of the
| ETF. CBT rel ated docunents include [1, 5, 6]. For all IDVR-related
docunents, see http://ww.cs.ucl.ac.uk/ietf/idnr
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1. Changes from CBT version 1

This version of the CBT protocol specification differs significantly
fromthe previous version. Consequently, this version represents
version 2 of the CBT protocol. CBT version 2 is not, and was not,

i ntended to be backwards conpatible with version 1; we do not expect
this to cause extensive conpatibility probl enms because we do not
believe CBT is at all w dely deployed at this stage. However, any
future versions of CBT can be expected to be backwards conpati bl e
with this version.
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The nost significant changes to version 2 conpared to version 1
i ncl ude:

0o new LAN mechani snms, including the incorporation of an HELLO
pr ot ocol

o new sinplified packet formats, with the definition of a cormmon CBT
control packet header.

0 each group shared tree has only one active core router.

This specification revision is a conplete re-wite of the previous
revision.

2. Introduction & Term nol ogy

In CBT, a "core router” (or just "core") is a router which acts as a
"meeting point" between a sender and group receivers. The term
"rendezvous point (RP)" is used equivalently in some contexts [2]. A
core router need not be configured to knowit is a core router

A router that is part of a CBT distribution tree is known as an "on-
tree" router. An on-tree router naintains active state for the group

We refer to a broadcast interface as any interface that supports
mul ticast transm ssion.

An "upstreani interface (or router) is one which is on the path
towards the group’s core router with respect to this interface (or
router). A "downstreant interface (or router) is one which is on the
path away fromthe group’s core router with respect to this interface
(or router).

O her terminology is introduced in its context throughout the text.
3. CBT Functional Overview

The CBT protocol is designed to build and maintain a shared nulticast
distribution tree that spans only those networks and links leading to
i nterested receivers.

To achieve this, a host first expresses its interest in joining a
group by nulticasting an | GW host nenbership report [3] across its
attached link. On receiving this report, a local CBT aware router

i nvokes the tree joining process (unless it has already) by
generating a JO N _REQUEST nessage, which is sent to the next hop on
the path towards the group’s core router (how the |ocal router

di scovers which core to join is discussed in section 8). This join
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message must be explicitly acknow edged (JO N _ACK) either by the core
router itself, or by another router that is on the path between the
sending router and the core, which itself has al ready successfully
joined the tree.

The join nmessage sets up transient join state in the routers it
traverses, and this state consists of <group, incomng interface,
outgoing interface>. "Inconing interface" and "outgoing interface"
may be "previous hop" and "next hop", respectively, if the
correspondi ng |links do not support nulticast transm ssion. "Previous
hop" is taken fromthe incomng control packet’s |IP source address,
and "next hop" is gleaned fromthe routing table - the next hop to
the specified core address. This transient state eventually tinmes out
unless it is "confirmed" with a join acknow edgenent (JO N_ACK) from
upstream The JO N _ACK traverses the reverse path of the
correspondi ng join nessage, which is possible due to the presence of
the transient join state. Once the acknow edgenment reaches the router
that originated the join nmessage, the new receiver can receive
traffic sent to the group

Loops cannot be created in a CBT tree because a) there is only one
active core per group, and b) tree buil di ng/ mai nt enance scenari os
which may lead to the creation of tree | oops are avoided. For
exanple, if a router’s upstream nei ghbour becones unreachable, the
router imrediately "flushes" all of its downstream branches, all ow ng
themto individually rejoin if necessary. Transient unicast |oops do
not pose a threat because a new join nmessage that | oops back on
itself will never get acknow edged, and thus eventually tinmes out.

The state created in routers by the sending or receiving of a
JONACK is bi-directional - data can flow either way along a tree
"branch", and the state is group specific - it consists of the group
address and a list of local interfaces over which join nmessages for
the group have previously been acknow edged. There is no concept of
"incom ng" or "outgoing" interfaces, though it is necessary to be
abl e to distinguish the upstreaminterface fromany downstream
interfaces. In CBT, these interfaces are known as the "parent" and
"child" interfaces, respectively. Arouter is not considered "on-
tree" until it has received a JON_ACK for a previously sent

JO N_REQUEST.

Wth regards to the information contained in the nmulticast forwarding
cache, on link types not supporting native nulticast transm ssion an
on-tree router nust store the address of a parent and any children

On links supporting nulticast however, parent and any child
information is represented with local interface addresses (or simlar
identifying information, such as an interface "index") over which the
parent or child is reachable.
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Data from non-nmenber senders nust be encapsulated (IP-in-1P) by the
first-hop router, and is unicast to the group’s core router
Consequently, no group state is required in the network between the
first hop router and the group’s core. On arriving at the core
router, the data packet’s outer encapsul ati ng header is renoved and
the packet is diseminated over the group shared tree as descri bed
bel ow

When a mul ticast data packet arrives at a router, the router uses the
group address as an index into the nulticast forwardi ng cache. A copy
of the incoming nulticast data packet is forwarded over each
interface (or to each address) listed in the entry except the

i ncom ng interface.

Each router that conprises a CBT nmulticast tree, except the core
router, is responsible for maintaining its upstreamlink, provided it
has interested downstreamreceivers, i.e. the child interface list is
not NULL. A child interface is one over which a menber host is
directly attached, or one over which a downstreamon-tree router is
attached. This "tree nmaintenance" is achi eved by each downstream
router periodically sending a CBT "keepalive" nessage (ECHO REQUEST)
to its upstream neighbour, i.e. its parent router on the tree. One
keepal i ve nessage is sent to represent entries with the sanme parent,
thereby inproving scalability on links which are shared by nany
groups. On nulticast capable links, a keepalive is nmulticast to the
"all-cbt-routers" group (IANA assigned as 224.0.0.15); this has a
suppressing effect on any other router for which the link is its
parent link. |If a parent |ink does not support rmulticast
transm ssi on, keepalives are unicast.

The recei pt of a keepalive nessage over a valid child interface
pronpts a response (ECHO REPLY), which is either unicast or

mul ticast, as appropriate. The ECHO REPLY nessage carries a list of
groups for which the corresponding interface is a child interface.

It cannot be assuned all of the routers on a nulti-access |link have a
uni formview of unicast routing; this is particularly the case when a
mul ti-access |link spans two or nore unicast routing domains. This
could lead to nultiple upstreamtree branches being forned (an error
condition) unless steps are taken to ensure all routers on the link
agree which is the upstreamrouter for a particular group. CBT
routers attached to a nulti-access link participate in an explicit

el ecti on nechanismthat elects a single router, the designated router
(DR), as the link’s upstreamrouter for all groups. Since the DR

m ght not be the link’s best next-hop for a particular core router,
this may result in join nessages being re-directed back across a
multi-access link. If this happens, the re-directed join nessage is
uni cast across the link by the DR to the best next-hop, thereby
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preventing a | ooping scenario. This re-direction only ever applies to
join messages. Wiilst this is suboptimal for join nessages, which
are generated infrequently, nulticast data never traverses a link
nmore than once (either natively, or encapsul ated).

In all but the exception case described above, all CBT contro
messages are nulticast over nulticast supporting links to the "all-
cbt- routers" group, with IP TTL 1. The |IP source address of CBT
control nessages is the outgoing interface of the sending router. The
| P destination address of CBT control nessages is either the "all-
cbt- routers" group address, or a unicast address, as appropriate.

Al'l the necessary addressing information is obtained by on-tree
routers as part of tree set up

If CBT is inplenmented over a tunnelled topol ogy, when sending a CBT
control packet over a tunnel interface, the sending router uses as
the packet’s I P source address the local tunnel end point address,
and the renote tunnel end point address as the packet’'s IP
destinati on address.

4. Protocol Specification Details

Details of the CBT protocol are presented in the context of a single
router inplenentation

4.1. CBT HELLO Protoco

The HELLO protocol is used to elect a designated router (DR) on
broadcast-type links. It is also used to elect a designated border
router (BR) when interconnecting a CBT donain with other domains (see
[5]). Alternatively, the designated BR nay be elected as a matter of

| ocal policy.

A router represents its status as a link’s DR by setting the DR-fl ag
on that interface; a DR flag is associated with each of a router’s
broadcast interfaces. This flag can only assune one of two val ues:
TRUE or FALSE. By default, this flag is FALSE

A network manager can preference a router’s DR eligibility by
optionally configuring an HELLO preference, which is included in the
router’s HELLO nessages. Valid configuration values range from1l to
254 (decinmal), 1 representing the "nost eligible" value. In the
absence of explicit configuration, a router assunes the default HELLO
preference value of 255. The el ected DR uses HELLO preference zero
(0) in HELLO advertisenents, irrespective of any configured
preference. The DR continues to use preference zero for as long as

it is running.

Bal I ardi e Experi ment al [ Page 6]



RFC 2189 CBTv2 Protocl Specification Sept enber 1997

HELLO nmessages are nulticast periodically to the all-cbt-routers
group, 224.0.0.15, using IP TTL 1. The advertisement period is
[ HELLO | NTERVAL] seconds

HELLO nmessages have a suppressing effect on those routers which woul d
advertise a "lesser preference" in their HELLO nessages; a router
resets its [HELLO INTERVAL] if the received HELLO is "better" than
its own. Thus, in steady state, the HELLO protocol incurs very little
traffic overhead.

The DR el ection winner is that which advertises the | owest HELLO
preference, or the | owest-addressed in the event of a tie.

The situation where two or nore routers attached to the sane
broadcast |ink areadvertising HELLO preference 0 should never arise.
However, should this situation arise, all but the | owest addressed
zero advertising router relinquishes its claimas DR imedi ately by
unsetting the DR flag on the corresponding interface. The
relinquishing router(s) subsequently advertise their previously used
preference value in HELLO adverti senents.

4.1.1. Sending HELLGs

When a router starts up, it nulticasts two HELLO nessages over each
of its broadcast interfaces in successsion. The DR flag is initially
unset (FALSE) on each broadcast interface. This avoids the situation
in which each router on a nmulti-access subnet believes it is the DR
thus preventing the multiple forwardi ng of join-requests should they
arrive during this start up period. |If no "better" HELLO nessage is
received after HOLDTI ME seconds, the router assumes the role of DR on
the corresponding interface.

A router sends an HELLO nessage whenever its [HELLO | NTERVAL]
expires. Wenever a router sends an HELLO nessage, it resets its
hello tinmer.

4.1.2. Receiving HELLGCs

A router does not respond to an HELLO nessage if the received HELLO
is "better" than its own, or equally preferenced but | ower addressed.

A router nust respond to an HELLO nessage if that received is |esser
preferenced (or equally preferenced but higher addressed) than woul d
be sent by this router over the same interface. This response is sent
on expiry of an interval timer which is set between zero (0) and

[ HOLDTI ME] seconds when the | esser preferenced HELLO nessage is

recei ved.
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4.2. JO N REQUEST Processing

A JO N REQUEST is the CBT control nessage used to register a nenber
host’s interest in joining the distribution tree for the group

4.2.1. Sending JO N_REQUESTs

A JO N _REQUEST can only ever be originated by a leaf router, i.e. a
router with directly attached nmenber hosts. This join nessage is sent
hop- by-hop towards the core router for the group (see section 8).

The originating router caches <group, NULL, upstreaminterface> state
for each join it originates. This state is known as "transient join
state". The absence of a "downstreaminterface" (NULL) indicates
that this router is the join nessage originator, and is therefore
responsi bl e for any retransmi ssions of this nessage if a response is
not received within [RTX INTERVAL]. It is an error if no response is
received after [JO N_TI MEQUT] seconds. |If this error condition
occurs, the joining process may be re-invoked by the receipt of the
next | GWP host nenbership report froma locally attached nenber host.

Note that if the interface over which a JON REQUEST is to be sent
supports nulticast, the JON REQUEST is nulticast to the all-cbt-
routers group, using IP TTL 1. If the Iink does not support

mul ticast, the JON REQUEST is unicast to the next hop on the unicast
path to the group’s core.

4.2.2. Receiving JO N_REQUESTs

On broadcast |inks, JO N REQUESTs which are nmulticast may only be
forwarded by the Iink’s DR O her routers attached to the |ink may
process the join (see below). JO N REQUESTs which are nulticast over
a point-to-point link are only processed by the router on the link
whi ch does not have a local interface corresponding to the join's
network | ayer (IP) source address. Unicast JO N REQUESTs may only be
processed by the router which has a local interface corresponding to
the join’s network layer (IP) destination address.

Wth regard to forwarding a received JON REQUEST, if the receiving
router is not on-tree for the group, and is not the group’s core
router, and has not already forwarded a join for the same group, the
join is forwarded to the next hop on the path towards the core. The
join is multicast, or unicast, according to whether the outgoing
interface supports nmulticast. The router caches the follow ng
information with respect to the forwarded join: <group, downstream
interface, upstreaminterface>. Subsequent JO N REQUESTs received for
the sane group are cached until this router has received a JO N _ACK
for the previously sent join, at which time any cached joins can al so
be acknow edged.
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If this transient join state is not "confirned" with a join
acknow edgenent (JO N_ACK) nessage fromupstream the state is tined
out after [TRANSIENT_TI MEQUT] seconds.

If the receiving router is the group’s core router, the join is
"term nated" and acknowl edged by neans of a JONACK Sinilarly, if
the router is on-tree and the JO N REQUEST arrives over an interface
that is not the upstreaminterface for the group, the joinis
acknow edged.

If a JON_REQUEST for the same group is scheduled to be sent over the
corresponding interface (i.e. awaiting a tiner expiry), the
JO N_REQUEST i s unschedul ed.

If this router has a cache-deletion-timer [CACHE_DEL_TIMER] running
on the arrival interface for the group specified in a nulticast join,
the timer is cancelled.

4.3. JO N_ACK Processing

A JON_ACK is the nmechani sm by which an interface is added to a
router’s multicast forwarding cache; thus, the interface becones part
of the group distribution tree.

4.3.1. Sending JO N _ACKs

The JO N ACK is sent over the same interface as the corresponding
JO N_REQUEST was received. The sending of the acknow edgenment causes
the router to add the interface to its child interface list inits
forwardi ng cache for the group, if it is not already.

A JONACK is nulticast or unicast, according to whether the outgoing
interface supports multicast transm ssion or not.

4.3.2. Receiving JO N_ACKs

The group and arrival interface nust be natched to a <group, ,
upstreaminterface> fromthe router’s cached transient state. If no
match is found, the JON ACK is discarded. If a match is found, a
CBT forwardi ng cache entry for the group is created, with "upstream
interface" marked as the group’ s parent interface.

If "downstreaminterface" in the cached transient state is NULL, the
JO N_ACK has reached the originator of the corresponding

JO N_REQUEST; the JON_ACK is not forwarded downstream |f
"downstreaminterface" is non-NULL, a JON ACK for the group is sent
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over the "downstreaminterface" (nulticast or unicast, accordingly).
This interface is installed in the child interface Iist of the
group’s forwardi ng cache entry.

Once transient state has been confirmed by transferring it to the
forwardi ng cache, the transient state is del eted.

4. 4. QU T_NOTI FI CATI ON Processing

A CBT tree is "pruned" in the direction downstreamto-upstream
whenever a CBT router’s child interface list for a group becones
NULL.

4.4.1. Sending QU T_NOTI FI CATI ONs

A QU T_NOTIFICATION is sent to a router’s parent router on the tree
whenever the router’s child interface |list becones NULL. If the link
over which the quit is to be sent supports nulticast transmission, if
the sending router is the link’s DR the quit is unicast, otherwise it
is multicast.

A QUI T_NOTI FI CATION i s not acknow edged; once sent, all information
pertaining to the group it represents is deleted fromthe forwarding
cache i medi ately.

To hel p ensure consistency between a child and parent router given
the potential for loss of a QU T_NOTIFI CATION, a total of [MAX_RTX]
QUI T_NOTI FI CATI ONs are sent, each HOLDTI ME seconds after the previous
one.

The sending of a quit (the first) also invokes the sending of a
FLUSH TREE nmessage over each downstreaminterface for the
correspondi ng group.

4.4.2. Receiving QU T_NOTI FI CATI ONs

The group reported in the QU T_NOTI FI CATI ON nust be matched with a
forwardi ng cache entry. If no match is found, the QU T_NOTI FI CATI ON
is ignored and discarded. |If a match is found, if the arriva
interface is a valid child interface in the group entry, how the
rout er proceeds depends on whether the QU T_NOTI FI CATI ON was

nmul ticast or unicast.

If the QU T_NOTI FI CATI ON was uni cast, the corresponding child

interface is deleted fromthe group’s forwardi ng cache entry, and no
further processing is required.
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If the QU T_NOTI FI CATION was nulticast, and the arrival interface is
a valid child interface for the specified group, the router sets a
cache-del etion-timer [ CACHE_DEL_TI MER] .

Because this router might be acting as a parent router for multiple
downstreamrouters attached to the arrival |ink, [CACHE DEL_TI MER]
interval gives those routers that did not send the QU T_NOTIFI CA-
TION, but received it over their parent interface, the opportunity to
ensure that the parent router does not renove the link fromits child
interface list. Therefore, on receipt of a nulticast

QUI T_NOTI FI CATI ON over a parent interface, a receiving router

schedul es a JO N REQUEST for the group for sending at a random
interval between 0 (zero) and HOLDTI ME seconds. |If a nulticast

JO N REQUEST is received over the corresponding interface (parent)
for the same group before this router sends its own schedul ed

JO N_REQUEST, it unschedules the multicasting of its own

JO N_REQUEST.

4.5, ECHO REQUEST Processing

The ECHO REQUEST nessage allows a child to nonitor reachability to
its parent router for a group (or range of groups if the parent
router is the parent for nultiple groups). Goup information is not
carried in ECHO REQUEST nessages.

4.5.1. Sendi ng ECHO REQUESTSs

Whenever a router creates a forwarding cache entry due to the receipt
of a JON_ACK, the router begins the periodic sending of ECHO REQUEST
messages over its parent interface. The ECHO REQUEST is nulticast to
the "all-cbt-routers” group over nulticast-capable interfaces, unless
the sending router is the DR on the interface over which the

ECHO REQUEST is being sent, in which case it is unicast (as is the
correspondi ng ECHO REPLY).

ECHO REQUEST nessages are sent at [ ECHO | NTERVAL] second intervals.
Wienever an ECHO REQUEST is sent, [ECHO I NTERVAL] is reset.

If no response is forthcomnmi ng, any groups present on the parent
interface will eventually expire [GROUP_EXPIRE TIME]. This results in
the sending of a QU T_NOTI FI CATI ON upstream and sends a FLUSH TREE

message downstream for each group for which the upstreaminterface
was the parent interface.
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4.5.2. Receiving ECHO REQUESTs

I f an ECHO REQUEST is received over any valid child interface, the
recei ving router schedul es an ECHO REPLY nessage for sending over the
same interface; the scheduled interval is between 0 (zero) and

HOLDTI ME seconds. This nessage is nulticast to the "all-cbt-routers”
group over nulticast-capable interfaces, and uni cast otherwi se.

If a nulticast ECHO REQUEST nessage arrives via any valid parent
interface, the router resets its [ ECHO I NTERVAL] timer for that
upstreaminterface, thereby suppressing the sending of its own

ECHO REQUEST over that upstreaminterface.

4.6. ECHO REPLY Processing

ECHO REPLY nessages allow a child to nonitor the reachability of its
parent, and help ensure the group state information is consistent
bet ween t hem

4.6.1. Sending ECHO REPLY nessages

An ECHO REPLY nessage is sent in response to receiving an

ECHO REQUEST nessage, provided the ECHO REQUEST is received over any
one of this router’s valid child interfaces. An ECHO REPLY reports
all groups for which the link is its child.

ECHO REPLY nessages are unicast or multicast, as appropriate.
4.6.2. Receiving ECHO REPLY nessages
An ECHO REPLY nessage nust be received via a valid parent interface.

For each group reported in an ECHO REPLY, the downstream router
attenpts to match the group with one in its forwarding cache for
which the arrival interface is the group’s parent interface. For each
successful match, the entry is "refreshed". If however, after

[ GROUP_EXPI RE_TI ME] seconds a group has not been "refreshed", a

QUI T_NOTI FI CATION i s sent upstream and a FLUSH TREE nessage i s sent
downstream for the group.

If this router has directly attached nmenbers for any of the flushed
groups, the receipt of an | GW host nenbership report for any of
those groups will pronpt this router to rejoin the corresponding
tree(s).
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4.7. FLUSH TREE Processi ng

The FLUSH TREE (flush) nessage is the mechani sm by which a router
i nvokes the tearing down of all its downstream branches for a
particul ar group. The flush nessage is nmulticast to the "all-cbt-
routers" group when sent over nulticast-capable interfaces, and
uni cast ot herwi se.

4.7.1. Sending FLUSH TREE nessages

A FLUSH TREE nessage is sent over each downstream (child) interface
when a router has lost reachability with its parent router for the
group (detected via ECHO REQUEST and ECHO REPLY nessages). All group
state is renoved froman interface over which a flush nessage is
sent. A flush can specify a single group, or all groups

(1 NADDR_ANY) .

4.7.2. Receiving FLUSH TREE nessages

A FLUSH TREE nessage nust be received over the parent interface for
the specified group, otherwi se the nessage is discarded.

The flush nessage nust be forwarded over each child interface for the
speci fied group.

Once the flush nmessage has been forwarded, all state for the group is
removed fromthe router’s forwardi ng cache.

5. Non- Menmber Sendi ng

Data can be sent to a CBT tree by a sender not attached to the group
tree. The sending host originates native nulticast data, which is
prom scuously received by a local router, which nmust be CBT capabl e.
It is assunmed the |l ocal CBT router knows about the rel evant <core,
group> mappi ng, and thus can encapsul ate (IP-in-1P) the data packet
and unicast it to the corresponding core router. On arriving at the
core router, the data packet is decapsul ated and di semr nated over
the group tree in the nmanner al ready descri bed.

6. Tinmers and Default Val ues
This section provides a summary of the tiners described above,
together with their recomended default values. O her val ues nay be
configured; if so, the values used should be consistent across al
CBT routers attached to the sane network.

o] [ HELLO I NTERVAL]: the interval between sending an HELLO nessage
Default: 60 seconds.
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0 [ HELLO PREFERENCE] : Defaul t: 255.

o] [ HOLDTI ME] : generic response interval. Default: 3 seconds.
0 [ MAX_RTX]: default maxi num nunber of retransm ssions. Default 3.
o} [ RTX_ I NTERVAL]: nessage retransnission tine. Default: 5 seconds.

o] [JON_TI MEQUT]: raise exception due to tree join failure.
Default: 3.5 times [ RTX_ | NTERVAL].

o} [ TRANSI ENT_TI MEQUT] : del ete (unconfirmed) transient state.
Defaul t: (1.5*RTX | NTERVAL) seconds.

o] [ CACHE DEL_TIMER]: renpve child interface from forwardi ng cache.
Default: (1.5*HOLDTI ME) seconds.

o} [ GROUP_EXPIRE TIME]: tine to send a QUI T_NOTI FI CATION to our
non-respondi ng parent. Default: (1.5*ECHO | NTERVAL).

o] [ ECHO | NTERVAL] : interval between sendi ng ECHO REQUEST to parent
routers. Default: 60 seconds.

o} [ EXPECTED REPLY_TI ME]: consider parent unreachable. Default: 70
seconds.

7. CBT Packet Fornmats and Message Types

CBT control packets are encapsulated in I P. CBT has been assigned IP
protocol nunber 7 by | ANA [4].

7.1. CBT Common Control Packet Header
Al'l CBT control nessages have a comon fixed | ength header.
0 1 2 3
01234567890123456789012345678901
T T R o o i e S  E  E e e s o i N SR

| vers | type | addr len | checksum |
B s T s s e T o e S T ks et s oot ST S S S o S S 3

Figure 1. CBT Conmon Control Packet Header

This CBT specification is version 2.

Bal I ardi e Experi ment al [ Page 14]



RFC 2189 CBTv2 Protocl Specification Sept enber 1997

CBT packet types are:

o] type 0: HELLO

0 type 1: JO N_REQUEST

o] type 2: JO N_ACK

o] type 3: QUI T_NOTI FI CATI ON

0 type 4: ECHO REQUEST

o] type 5: ECHO REPLY

o] type 6: FLUSH TREE

o] type 7: Bootstrap Message (optional)

o} type 8: Candi date Core Advertisenent (optional)

0 Addr Length: address length in bytes of unicast or nulticast
addresses carried in the control packet.

o} Checksum the 16-bit one’s conpl enent of the one’s conpl enent
sum of the entire CBT control packet.

7. 2. HELLO Packet For mat

0 1 2 3

01234567890123456789012345678901
B T T i e e S e e e R e ale i S T S e e S e i o e sl i S T
| CBT Control Packet Header |
B T T T o o S S S e i S S Tk e e Y S
| Preference | option type | option len | option value |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

Fi gure 2. HELLO Packet For mat

HELLO Packet Field Definitions:

o} preference: sender’s HELLO preference.

o] option type: the type of option present in the "option val ue"
field. One option type is currently defined: option type O

(zero) = BR HELLO, option value O (zero); option length O
(zero). This option type is used with HELLO nessages sent by a
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border router (BR) as part of designated BR el ection (see [5]).
o] option len: length of the "option value" field in bytes.
0 option value: variable length field carrying the option val ue.

7.3. JO N _REQUEST Packet For nmat

0 1 2 3

01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| CBT Control Packet Header |
B Lt r s i i i o o T s ks S R S
| group address |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| target router |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| originating router |
B Lt r s i i i o o T s ks S R S
| option type | option len | option val ue |
B s T s s e T o e S T ks et s oot ST S S S o S S 3

Figure 3. JO N REQUEST Packet For nat

JO N_REQUEST Field Definitions

o] group address: mnulticast group address of the group being joined.
For a "wildcard" join (see [5]), this field contains the val ue of
| NADDR_ANY.

o] target router: target (core) router for the group.

o] originating router: router that originated this JO N REQUEST.

o} option type, option len, option value: see HELLO packet fornat,
section 7. 2.

7.4. JO N _ACK Packet For mat

JO N ACK Field Definitions

o] group address: mnulticast group address of the group being joined.
0 target router: router (DR) that originated the correspondi ng
JO N_REQUEST.
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0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| CBT Control Packet Header |
B T e o i S I i i S S N iy St S I S S
| group address
T e e i i e e e  t s . S I SR SR
| target router
i S i i e e e e e et o S s S N R SR
| option type | option len | option val ue |
B T e o i S I i i S S N iy St S I S S

Figure 4. JO N _ACK Packet Fornat
o] option type, option len, option value: see HELLO packet fornat,
section 7. 2.

7.5. QUI T_NOTI FI CATI ON Packet For mat

0 1 2 3
01234567890123456789012345678901
B T S St i i T s T e o S S i St SN
| CBT Control Packet Header |
B ok T S S S e it S R R et et TEIE SRR SR S S S S S s i e o =
| group address |
B o T T S e i i Sl NI S e S et ol mt ST T S i S S
| originating child router |
B T S St i i T s T e o S S i St SN

Fi gure 5. QUI T_NOTI FI CATI ON Packet For nat

QUI T_NOTI FI CATI ON Fi el d Definitions
o] group address: mnulticast group address of the group being joined.

o} originating child router: address of the router that
originates the QU T_NOTI FI CATI ON.
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7.6.

ECHO REQUEST Packet For mat

0 1 2 3

01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| CBT Control Packet Header |
B Lt r s i i i o o T s ks S R S
| originating child router |
B s T s s e T o e S T ks et s oot ST S S S o S S 3

Fi gure 6. ECHO REQUEST Packet For nat

ECHO REQUEST Field Definitions

originating child router: address of the router that
ori gi nates the ECHO REQUEST.

ECHO REPLY Packet For nat

0 1 2 3

01234567890123456789012345678901
B Lt r s i i i o o T s ks S R S
| CBT Control Packet Header |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| originating parent router |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| group address #1 |
B Lt r s i i i o o T s ks S R S
| group address #2 |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
|+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-L
| group address #n |
B Lt r s i i i o o T s ks S R S

Figure 7. ECHO REPLY Packet For mat

ECHO REPLY Field Definitions

oringinating parent router: address of the router originating
this ECHO REPLY.

group address: a list of nulticast group addresses for which
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8.

this router considers itself a parent router wr.t. the link
over which this nessage is sent.

FLUSH TREE Packet For nat

0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR

| CBT Control Packet Header

B T e o i S I i i S S N iy St S I S S
| group address

T e e i i e e e e s s ok S I SR SN S
|+- B T e t e i o e e e e e ik ik S ol S e +-|+
| group address #n

B T e o i S I i i S S N iy St S I S S

Fi gure 8. FLUSH TREE Packet For mat

FLUSH TREE Fi el d Definitions

o} group address(es): nulticast group address(es) of the group(s)
being "fl ushed".

Core Router Discovery

There are two avail able options for CBTv2 core discovery; the

"boot strap” nechanism (as currently specified with the PIM sparse
node protocol [2]) is applicable only to intra-donain core discovery,
and allows for a "plug & play" type operation with m ninal
configuration. The disadvantage of the bootstrap nmechanismis that
it is much nore difficult to affect the shape, and thus optimality,
of the resulting distribution tree. Also, to be applicable, all CBT
routers within a donmain nust inplenent the bootstrap nechani sm

The other option is to manually configure |eaf routers with <core,
group> mappi ngs (note: leaf routers only); this inposes a degree of
adm ni strative burden - the mapping for a particular group nust be
coordi nated across all leaf routers to ensure consistency. Hence,
this method does not scale particularly well. However, it is likely
that "better" trees will result fromthis method, and it is also the
only avail able option for inter-donmain core discovery currently
avai | abl e.
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8.1. "Bootstrap" Mechani sm Overvi ew

It is unlikely that the bootstrap nechanismw Il be appended to a

wel | - known network | ayer protocol, such as I1GW [3], though this
would facilitate its ubiquitous (intra-domain) deploynment. Therefore,
each nulticast routing protocol requiring the bootstrap nechani sm
nmust inplenent it as part of the nulticast routing protocol itself.

A summary of the operation of the bootstrap mechani smfoll ows
(details are provided in [7]). It is assuned that all routers within
the domai n inpl enent the "bootstrap"” protocol, or at |east forward
boot strap protocol nessages.

A subset of the domain's routers are configured to be CBT candidate
core routers. Each candidate core router periodically (default every
60 secs) advertises itself to the domain’s Bootstrap Router (BSR)
using "Core Advertisenent" nessages. The BSRis itself elected
dynamically fromall (or participating) routers in the domain. The
domain’s el ected BSR collects "Core Advertisement” nessages from
candi date core routers and periodically advertises a candidate core
set (CC-set) to each other router in the domain, using traditiona
hop- by-hop unicast forwardi ng. The BSR uses "Bootstrap Messages" to
advertise the CC-set. Together, "Core Advertisenments"” and "Bootstrap
Messages" conprise the "bootstrap" protocol

When a router receives an | GW host nenbership report fromone of its
directly attached hosts, the local router uses a hash function on the
reported group address, the result of which is used as an index into

the CCset. This is how |l ocal routers discover which core to use for

a particular group.

Note the hash function is specifically tailored such that a small
nunber of consecutive groups always hash to the sanme core.

Furt hernmore, bootstrap nessages can carry a "group nmask", potentially
limting a CC-set to a particular range of groups. This can help
reduce traffic concentration at the core.

If a BSR detects a particular core as being unreachable (it has not
announced its availability within some period), it deletes the

rel evant core fromthe CC-set sent in its next bootstrap nessage.
This is how a local router discovers a group’s core is unreachabl e;
the router nust re-hash for each affected group and join the new core
after renoving the old state. The renoval of the "old" state follows
the sending of a QU T_NOTI FI CATI ON upstream and a FLUSH TREE nessage
downst r eam

Bal I ardi e Experi ment al [ Page 20]



RFC 2189 CBTv2 Protocl Specification Sept enber 1997

8.2. Bootstrap Message For mat

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| CBT common control packet header

B s S S i i i ks a ks st S S S S S S
| For full Bootstrap Message specification, see [7]

R R R R e e s o S e R S S S S S S e e e e e

Figure 9. Bootstrap Message For nat
8.3. Candidate Core Advertisenent Message Fornat

0 1 2 3
01234567890123456789012345678901
B i i T St e e s i it I SR SR S ST S S
| CBT comon control packet header
B T et e e T e e e S h ot sk e SRR
| For full Candidate Core Adv. Message specification, see [7]
B S S e h T el S S S S S T S S T S S S i SuI S

+
|
+
|
+
Fi gure 10. Candi date Core Advertisenent Message For nat
9. Interoperability |Issues
Interoperability between CBT and DVMRP is specified in [5].

Interoperability with other nmulticast protocols will be fully
specified as the need ari ses.

10. Security Considerations
Security considerations are not addressed in this neno.
Whil st nmulticast security is a topic of ongoing research, nulticast
applications (users) nevertheless have the ability to take advantage
of security services such as encryption or/and authentication
provi ded such services are supported by the applications.
RFCs 1949 and 2093/ 2094 discuss different ways of distributing
nmul ticast key material, which can result in the provision of network
| ayer access control to a nmulticast distribution tree.

[9] offers a synopsis of nulticast security threats and proposes sone
possi bl e count er neasures.
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Beyond these, little published work exists on the topic of multicast
security.
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