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Abst r act

Thi s docunent specifies a standard way for Multi-link PPP to operate
across nultiple nodes. Both the mechani sm by which the Bundl e Head
is discovered and the PPP fragnment encapsul ati on are specified.
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1. Introduction

Multi-link PPP [MP] allows a dial-in user to open nultiple PPP
connections to a given host. 1In general, this is done on an on-
demand basis. That is, a secondary link, or nultiple secondary
links, are established when the data |load on the primary |Iink, and
any previously established secondary |inks, nears capacity. As the
| oad decreases, the secondary link(s) may be di sconnected.

Many di al -in hosts which support multi-link PPP dial the same phone
nunber for all links. This inplies that there exists a rotary at the
Point O Presence (POP) which routes inconmng calls to a bank of
nodens. These nmay be physically i ndependent nodens connected to
Renmot e Access Server (RAS) and a rotary of anal og phone lines, or a
RAS with internal nodenms connected to analog lines or a T1/El or

T3/ E3 channel. In any case, a given RAS can only handl e just so nany
si mul t aneous connections. A typical POP may need to support hundreds
of connections, but no RAS today can handle that many. This creates
a problemwhen a user’s primary PPP connection is established to one
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RAS in a POP and a secondary connection is established to another
This may occur because the first RAS has no avail abl e nodens, or
because inconming calls are assigned to ports in a round-robin
fashi on, for exanple, and the second call is sinply assigned to
anot her RAS

The solution to this problemis to provide a nechani sm by which a RAS
can determine if a Milti-link PPP connection is a primary or
secondary and, if a secondary, where the Bundl e Head (the process
within a RAS which reassenbles the PPP fragnents transmitted over the
primary and secondary links) resides. |If the Bundle Head resides on
a different RAS, a protocol nust be used to transfer the PPP
fragments to the RAS containing the Bundl e Head so that the PPP frame
can be reassenbl ed.

Section 2 of this docunent specifies the Discovery Mechani sm
Section 3 specifies the Transfer Protocol. Section 4 specifies the
configuration paraneters needed for the Discovery Protocol

2. Bundl e Head Di scovery Mechani sm

When a user dials into a RAS and negotiates Milti-link PPP (MP)
during the Link Control Protocol (LCP) phase, the RAS nust determ ne
whi ch one of the follow ng three cases exists:

1- This is the primary (first) link of the MP connection. In this
case, the RAS should create the Bundl e Head.

2- This is a secondary link of the MP connection and the Bundl e Head
resides on this RAS. In this case, the RAS should add the link to
the Bundl e (standard MP).

3- This is a secondary link of the MP connection and the Bundl e Head
resides on a different RAS. 1In this case, the RAS should
establish a path (see section 3) to the RAS that has the Bundl e
Head, and use that path to transfer MP fragnents.

In operation, a RAS will nake the determination for case 2 first
(because it is the easiest and requires no communication with other
RASes. If the Bundle Head is not local, the Discovery Protocol is
used to deternmine where the Bundle Head is, if it exists at all
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2.1 Packet Fornat
See "I ANA Consi derations" (section 6) for UDP port nunber assignnent.

A Di scovery Message has the follow ng fornmat:

+------ +------ B I +------ - - - - =Ds- - - -

| type |length] randomID | hash | endpoint ID

F- - F- - Fe e e e e e aa F- - B et S
wher e:

type - 2 octets
Message type: 1-query, 2-response.

length - 2 octets
The length (in octets) of the endpoint ID

Random I D - 4 octets
A randomidentifier generated by the RAS used to resol ve
contention. See "Contention Handling" (section 2.4) for the use
of this field.

hash - 2 octets
The unsigned sum (nmodul o 2216) of the unsigned octets of the
Endpoint ID. A value of zero indicates that no hash has been
generated. See "Endpoint ldentifier Matching" (section 2.2) for
the use of this field.

endpoint ID - variable length
The endpoint identifier of the connection. Fromthe discovery
protocol’s point of view, this is an opaque val ue. However, to
ensure nulti-vendor interoperability, the format of this field

nmust be defined. The descriptions of, and legal values for, the
fields in the endpoint ID are defined in [ MP]
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| renote| renote|renote|local |local |local |user | user
|EPD |EPD |EPD |EPD |EPD |EPD |nanme | nane
|class |lengthldata |[class |length|data |length| data
Hom - - Hom - - R Hom - - R +--==- -+

Not es:
EPD = EndPoi nt Descri m nator.
renote = dial-in host.
| ocal = RAS.
class and length fields are 1l-octet in |ength.
data fields are of variable (including zero) |ength.

The MP protocol requires that the RASes all have the same Local EPD.
For MW, this inplies that a RAS may not use its | P or Ethernet
address as an EPD. This also inplies that all RASes on a rotary nmnust
have the same EPD. RASes on different rotaries may share different
EPDs. The Local EPD is included in the endpoint identifier to ensure
that RASes on different rotaries, but sharing a comon Ethernet, will
not join a particular discovery if the Renote EPDs just happen to be
t he sane

Except for unicast Response Messages, all nessages are sent to the
mul ti cast address specified in "I ANA Considerations”. |f a system
cannot send nulticast nessages, the linited broadcast address
(255. 255. 255. 255) shoul d be used.

2.2 Endpoint ldentifier Matching

Conparing Endpoint IDs can be tine consunming. First, the classes of
the EPDs nust be deternined, then the val ues conpared. These
conparisons night be fast arithnmetic conpares or slow octet-w se
conmpares of 20-octet long values. To inprove performance, because
the protocol is time-driven, the hash field may be used for a fast
conmpari son.

When a Bundl e Head is created, the hash is created and stored al ong
with the Endpoint ID. Wen a Query or Response Message i s generated,
the hash is created and stored in the nmessage. Wen a RAS receives a
message, it can do a quick conparison of the hash in the nessage to
the hashes in its tables. |If a hash does not match, the Endpoint 1D
cannot match. However, if a hash does nmatch, the Endpoint |IDs nust
be properly conpared to verify the match.
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Qobviously, there is a cost associated with creating the hashes, but
they are created only once per nessage and once for each Bundl e Head
creation. However, the conparisons occur nultiple times in multiple
RASes for each new secondary connection. Therefore, there is a net
savings in processing.

2.3 Protocol Qperation

Throughout this section, configurable variables are specified by
their nanes (e.g., ROBUSTNESS refers to the number of transmits).

The Discovery Protocol begins by nulticasting ROBUSTNESS Query
Messages at QUERY_INTERVAL intervals. |If no Response Message for
that Request is received within QUERY_I NTERVAL of the |ast broadcast
(a total tinme of ROBUSTNESS * QUERY_I NTERVAL), the RAS assunes that
this is the primary link and begins to build the Bundle Head. It
then sends a nulticast Response Message (in case another |ink comes
up after the tine-out but before the Bundle Head is built). If a
Response Message is received (i.e., a Bundle Head exists on another
RAS), no additional Query Messages are sent and the RAS establishes a
path to the RAS containing the Bundl e Head.

If a RAS receives a Query Message for an MP connection for which it
has the Bundl e Head, it sends a uni cast Response Message to the
querier. Note that no repetition of the Response Message is
necessary because, if it is lost, the querier’'s next query nessage
will trigger a new Response Message

2.4 Contention Handling

If, while sending Query Messages, a Query Message for the sane MP
connection is received, it indicates that the Dial-in Node has
brought up multiple links sinultaneously. The resolution to this
contention is to elect the bundle head. To do this, each RAS waits
until all Query Messages are sent (ROBUSTNESS * QUERY_|I NTERVAL). At
that time, the RAS with the | owest Random | D becones the Bundl e Head.
If two or nore RASes have the sane Random I D, the RAS with the | owest
| P address beconmes the Bundl e Head. That RAS then sends TWD Response
Messages, with a QUERY_INTERVAL interval, and indicates to the MP
process that a Bundle Head should be fornmed. When the other RAS(es)
recei ve the Response Message, they cease broadcasting (if they
haven’'t already sent ROBUSTNESS Query Messages), stop listening for
addi ti onal Response Messages, and indicate to their respective M
processes where the Bundl e Head resides.

Note that a RAS generates a Random I D for each connection and uses

that value for all Query and Response nmessages associated with that
connection. The same Random I D nust not be reused until it can be
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guaranteed that another RAS will not m stake the nessage for an old
message froma previous connection. For this reason, it is
reconmended that the Random I D be either nonotonically increasing or
a clock value (either time since boot or tine of day).

2.5 MP Qperation

MP nust use the following algorithmto ensure that there are no
wi ndows of wvulnerability during which nultiple Bundl e Heads mi ght be
created for the sane MP connection.

When an MP link is negotiated, MP first checks to see if it already
has the Bundl e Head for this connection (i.e., is this a secondary
link). If it does, it should attach to it and not initiate a

di scovery. As an optimization, if MP does not have a Bundl e Head for
this connection, but does have a existing secondary link for it, M
shoul d attach to the known Bundl e Head w thout initiating discovery.

If MP knows of no Bundle Head for this connection, it should initiate
a discovery. |If the discovery should |ocate a Bundle Head, it should
attach to the indicated bundle head. If no Bundle Head is found, M
shoul d create a Bundl e Head.

Wien a RAS determines that it is to becone the Bundle Head for a
connection, it should establish the Bundl e Head as quickly as
possi bl e so Query Messages for that connection from other RASes will
be recognized. |If a RAS indicates that it will becone the Bundle
Head, but del ays establishnent of it, other RASes may tinme out on
their discovery and begin to establish additional Bundle Heads of
their own.

3. Transfer Protocol
The Layer 2 Tunneling Protocol (L2TP) [L2TP] will be used to transfer
PPP fragnents froma RAS containing a secondary link to the RAS
contai ning the Bundl e Head. By specifying the use of an existing
protocol, it is neither necessary to create nor inplenent a new
pr ot ocol

4. Configuration

There are two required configuration switches and one conditiona
configuration switch. None of the switches are optional
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4.1 Robustness - required

This switch sets the nunber of transmits (repetitions) for Query
Messages. It may be set between 1 and 15. The default is 3. Be
aware that |ower settings nmay create wi ndows of vulnerability.

H gher settings nmay cause MP tineouts, but nmay be needed on very
| ossy or congested networKks.

4.2 Query Interval - required

This switch sets the interval between Query Messages and the interva
bet ween nul ti cast Response Messages. It should be calibrated in
deci seconds (1/10 second) and nay be set between 1 and 15. The
default is 1. Be aware that higher settings may cause MP tineouts,
but may be needed on very sl ow systens/networks.

4.3 TTL - conditiona

This switch sets the IP Tinme-To-Live (TTL) of all Discovery packets.
For systens which are using the linited broadcast address, this
switch should not be inplenmented and the TTL should be set to 1. The
default value should be 1.

5. Security Considerations

No security is designed into the Discovery Mechanism \Wen not
forwarding nmulticast packets (or when using the linited broadcast
address), the discovery packets are restricted to a single LAN. |f
the LAN is physically secure, there is no need for software security.
If the multicast packets are forwarded, but the range is limted to a
smal |, physically secure network (e.g., a POP), there is still no
need for software security. |f the discovery packets are allowed to
cross an internet (and this is NOT recommended for timng reasons),
aut henti cati on of RASes may be done with I PSEC. For increased
security on a LAN, or in a POP, IPSEC may still be used

L2TP security is discussed in [L2TP].
6. | ANA Consi derations

UDP port nunber: 581
Mul ti cast address: 224.0.1.69
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Ful I Copyright Statenent
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Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
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copyrights defined in the Internet Standards process nust be
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Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
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HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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