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Abst ract

Thi s docunment specifies a mechanismfor usage of SCTP (the Stream
Control Transm ssion Protocol) as the transport nechani sm between SIP
(Session Initiation Protocol) entities. SCTP is a new protocol that
provi des several features that nmay prove beneficial for transport
between SIP entities that exchange a | arge anount of nessages

i ncludi ng gateways and proxies. As SIP is transport-independent,
support of SCTP is a relatively straightforward process, nearly
identical to support for TCP
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1. Introduction

The Stream Control Transmi ssion Protocol (SCTP) [4] has been desi gned
as a new transport protocol for the Internet (or intranets) at the
same |layer as TCP and UDP. SCTP has been designed with the transport
of | egacy SS7 signaling nmessages in mnd. W have observed that many
of the features designed to support transport of such signaling are
al so useful for the transport of SIP (the Session Initiation
Protocol) [5], which is used to initiate and nanage interactive
sessions on the |nternet.

SIPitself is transport-independent, and can run over any reliable or
unreliabl e nessage or streamtransport. However, procedures are only
defined for transport over UDP and TCP. This docurment defines
transport of SIP over SCTP

2. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [1].

3. Potential Benefits
RFC 3257 presents sone of the key benefits of SCTP [10]. W

summari ze sone of these benefits here and anal yze how they relate to
SIP (a nore detailed analysis can be found in [12]).
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3. 1.

3. 2.

Ros

Advant ages over UDP

Al'l the advantages that SCTP has over UDP regarding SIP transport are
al so shared by TCP. Below, there is a list of the general advantages
that a connection-oriented transport protocol such as TCP or SCTP has
over a connection-less transport protocol such as UDP

Fast Retransmit: SCTP can quickly determi ne the | oss of a packet,
because of its usage of SACK and a mechani smthat sends SACK
nmessages faster than normal when | osses are detected. The result
is that | osses of SIP nessages can be detected nmuch faster than
when SIP is run over UDP (detection will take at |east 500 ns, if
not nore). Note that TCP SACK exists as well, and TCP al so has a
fast retransmit option. Over an existing connection, this results
in faster call setup tines under conditions of packet |oss, which
is very desirable. This is probably the nost significant
advant age of SCTP for SIP transport.

Congestion Control: SCTP naintains congestion control over the entire
association. For SIP, this nmeans that the aggregate rate of
nmessages between two entities can be controlled. Wen SIPis run
over TCP, the sane advantages are afforded. However, when run
over UDP, SIP provides |less effective congestion control. This is
because congestion state (nmeasured in terns of the UDP retransnit
interval) is conputed on a transaction-by-transaction basis,
rat her than across all transactions. Thus, congestion contro
performance is simlar to opening N parallel TCP connections, as
opposed to sending N nessages over one TCP connection

Transport-Layer Fragnentation: SCTP and TCP provide transport-1|ayer

fragmentation. |If a SIP nessage is larger than the MIU size, it
is fragnented at the transport layer. Wen UDP is used,
fragmentation occurs at the IP layer. |P fragnmentation increases

the Iikelihood of having packet |osses and makes NAT and firewal
traversal difficult, if not inpossible. This feature will becone
important if the size of SIP nmessages grows dranatically.

Advant ages over TCP

We have shown t he advantages of SCTP and TCP over UDP. W now
anal yze the advant ages of SCTP over TCP

Head of the Line: SCTP is nessage-based, as opposed to TCP, which is
stream based. This allows SCTP to separate different signalling
nmessages at the transport layer. TCP only understands bytes.
Assenbl i ng received bytes to formsignalling nessages is perforned
at the application layer. Therefore, TCP al ways delivers an
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ordered stream of bytes to the application. On the other hand,
SCTP can deliver signalling nmessages to the application as soon as
they arrive (when using the unordered service). The loss of a
signal ling message does not affect the delivery of the rest of the
messages. This avoids the head of line blocking problemin TCP
whi ch occurs when nultiple higher |ayer connections are

mul tiplexed within a single TCP connection. A SIP transaction can
be considered an application | ayer connection. There are nultiple
transacti ons runni ng between proxies. The |oss of a nessage in
one transaction should not adversely effect the ability of a
different transaction to send a nessage. Thus, if SIPis run
between entities with many transactions occurring in parallel

SCTP can provide inproved performance over SIP over TCP (but not
SI P over UDP; SIP over UDP is not ideal froma congestion contro
st andpoi nt; see above).

Easi er Parsing: Another advantage of nessage-based protocols, such as
SCTP and UDP, over stream based protocols, such as TCP, is that
they all ow easier parsing of nessages at the application |ayer
There is no need to establish boundaries (typically using
Cont ent - Lengt h headers) between different messages. However, this
advant age i s al nost negligible.

Mul ti hom ng: An SCTP connection can be associated with nultiple IP
addresses on the sane host. Data is always sent over one of the
addresses, but if it becomes unreachable, data sent to one can
mgrate to a different address. This inproves fault tol erance;
networ k failures making one interface of the server unavail able do
not prevent the service fromcontinuing to operate. SIP servers
are likely to have substantial fault tol erance requirenents. It
is worth noting that, because SIP is nessage oriented and not
stream oriented, the existing SRV (Service Sel ection) procedures
defined in [5] can acconplish the sanme goal, even when SIP is run
over TCP. In fact, SRV records allow the 'connection’ to fai
over to a separate host. Since SIP proxies can run statel essly,
fail over can be acconplished wi thout data synchroni zati on between
the primary and its backups. Thus, the nultihom ng capabilities
of SCTP provide margi nal benefits.

It is inmportant to note that nost of the benefits of SCTP for SIP
occur under loss conditions. Therefore, under a zero |l oss condition
SCTP transport of SIP should performon par with TCP transport.
Research is needed to eval uate under what |oss conditions the

i mprovenents in setup tinmes and throughput will be observed.
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4. Transport Paraneter

Via header fields carry a transport protocol identifier. RFC 3261
defines the value "SCTP" for SCTP, but does not define the value for
the transport paraneter for TLS over SCTP. Note that the val ue
"TLS", defined by RFC 3261, is intended for TLS over TCP

Here we define the value "TLS-SCTP' for the transport part of the Via
header field to be used for requests sent over TLS over SCTP [8].

The updat ed augnment ed BNF (Backus-Naur Fornm) [2] for this paraneter
is the following (the original BNF for this paraneter can be found in
RFC 3261):

transport = "upP' / "TCP" [/ "TLS" / "SCTP" |/ "TLS- SCTP"
| other-transport

The follow ng are exanples of Via header fields using "SCTP" and
"TLS- SCTP":

Via: SIP/2. 0/SCTP ws1234. exanpl e. com 5060
Via: SIP/2. 0/ TLS SCTP ws1234. exanpl e. com 5060

5. SCTP Usage

Rul es for sending a request over SCTP are identical to TCP. The only
difference is that an SCTP sender has to choose a particular stream
within an association in order to send the request (see Section 5.1).

Note that no SCTP identifier needs to be defined for SIP nessages.
Therefore, the Payl oad Protocol Identifier in SCTP DATA chunks
transporting SIP nessages MJST be set to zero.

The SIP transport |ayers of both peers are responsible for managi ng

t he persistent SCTP connection between them On the sender side, the
core or a client (or server) transaction generates a request (or
response) and passes it to the transport |ayer. The transport sends
the request to the peer’s transaction layer. The peer’s transaction
| ayer is responsible for delivering the incom ng request (or
response) to the proper existing server (or client) transaction. |f
no server (or client) transaction exists for the incom ng nessage,
the transport | ayer passes the request (or response) to the core,

whi ch may decide to construct a new server (or client) transaction

5.1. Mapping of SIP Transactions into SCTP Streans
SIP transactions need to be mapped into SCTP streans in a way that

avoids Head OF the Line (HOL) bl ocking. Anmong the different ways of
performng this mapping that fulfill this requirenent, we have chosen
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the sinplest one; a SIP entity SHOULD send every SIP nessage (request
or response) over streamzero with the unordered flag set. On the
receiving side, a SIP entity MJST be ready to receive SIP nessages
over any stream

In the past, it was proposed that SCTP stream | Ds be used as

I ightweight SIP transaction identifiers. That proposal was

wi t hdrawn because SIP now provides (as defined in RFC 3261 [5]) a

transaction identifier in the branch paraneter of the Via entries.

This transaction identifier, mssing in the previous SIP spec [9],
makes it unnecessary to use the SCTP streamIDs to demultiplex SIP
traffic.

In many circunstances, SIP requires the use of TLS [3], for instance,
when routing a SIPS URI [5]. As defined in RFC 3436 [8], TLS running
over SCTP MJST NOT use the SCTP unordered delivery service.

Moreover, any SIP use of an extra |ayer between the transport |ayer
and SIP that requires ordered delivery of nessages MJUST NOT use the
SCTP unordered delivery service

SIP applications that require ordered delivery of nessages fromthe
transport layer (e.g., TLS) SHOULD send SI P nessages bel onging to the
same SIP transaction over the sane SCTP stream Additionally, they
SHOULD send nessages belonging to different SIP transactions over

di fferent SCTP streans, as |long as there are enough avail abl e
streans.

A conmon scenari o where the above nmechani sm shoul d be used
consists of two proxies exchanging SIP traffic over a TLS
connection using SCTP as the transport protocol. This works
because all of the SIP transactions between the two proxies can be
establ i shed within one SCTP associ ation

Note that if both sides of the association followthis
recomendati on, when a request arrives over a particular stream the
server is free to return responses over a different stream This
way, both sides nanage the available streans in the sending
direction, independently of the streams chosen by the other side to
send a particular SIP nessage. This avoids undesirable collisions
when seizing a particular stream

6. Locating a SIP Server
The primary i ssue when sending a request is deternining whether the
next hop server supports SCTP so that an association can be opened.

SIP entities follow normal SIP procedures to discover [6] a server
t hat supports SCTP
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9.

9.

However, in order to use TLS on top of SCTP, an extra definitionis
needed. RFC 3263 defines the NAPTR (Naming Authority Pointer) [7]
service value "SI P+D2S" for SCTP, but fails to define a value for TLS
over SCTP. Here we define the NAPTR service val ue "SI PS+D2S" for
servers that support TLS over SCTP [8].

Security Considerations

The security issues raised in RFC 3261 [5] are not worsened by SCTP
provided the advice in Section 5.1 is followed and TLS over SCTP [ 8]
is used where TLS would be required in RFC 3261 [5] or in RFC 3263
[6]. So, the nmechani sns described in RFC 3436 [8] MJUST be used when
SIP runs on top of TLS [3] and SCTP.

| ANA Consi der ati ons

Thi s docunent defines a new NAPTR service field value (SIPS+ D2S)
The 1 ANA has registered this value under the "Registry for the SIP

SRV Resource Record Services Field"'. The resulting entry is as
fol | ows:

Services Field Protocol Reference

S| PS+D2S SCTP [ RFC4168]
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