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Abst r act

Thi s docunment anal yzes the transition to IPv6 in Third Generation
Part nership Project (3GPP) packet networks. These networks are based
on Ceneral Packet Radio Service (GPRS) technol ogy, and the radio
network architecture is based on d obal Systemfor Mbile
Communi cati ons (GSM or Universal Mobile Tel ecommunications System
(UMTS) / W deband Code Division Miltiple Access (WDMA) technol ogy.

The focus is on analyzing different transition scenarios and
applicable transition nechani sns and finding solutions for those
transition scenarios. |In these scenarios, the User Equi pnent (UE)
connects to other nodes, e.g., in the Internet, and |Pv6/1Pv4
transiti on nechani sns are needed.
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I ntroduction

Thi s docunent describes and anal yzes the process of transition to
IPv6 in Third Generation Partnership Project (3GPP) General Packet
Radi o Service (GPRS) packet networks [3GPP-23.060], in which the
radi o network architecture is based on d obal Systemfor Mbile
Commruni cati ons (GSM or Universal Mobile Tel econmunications System
(UMTS) / W deband Code Division Miltiple Access (WCDMA) technol ogy.

Thi s docunent analyzes the transition scenarios that nay conme up in
t he depl oynent phase of IPv6 in 3GPP packet data networks
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The 3GPP network architecture is described in [RFC3314], and rel evant

transition scenarios are docunented in [RFC3574]. The reader of th
specification should be familiar with the naterial presented in the
docunents.

The scenarios analyzed in this docunent are divided into two

is
se

cat egori es: general -purpose packet service scenarios, referred to as

GPRS scenarios in this docunent, and | P Multimedia Subsystem (I M5)
scenari os, which include Session Initiation Protocol (SIP)

consi derations. For nore information about | M5, see [3GPP-23.228],
[ 3GPP-24.228], and [3GPP-24.229].

GPRS scenarios are the foll ow ng:

- Dual Stack User Equi prent (UE) connecting to | Pv4d and | Pv6 nod
- I Pv6 UE connecting to an | Pv6 node through an | Pv4 network

- I Pv4 UE connecting to an | Pv4 node through an | Pv6 network

- I Pv6 UE connecting to an | Pv4 node
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- I Pv4 UE connecting to an | Pv6 node
| M5 scenarios are the follow ng:

- UE connecting to a node in an | Pv4 network through I M5
- Two | Pv6 | M5 connected via an | Pv4 network

The focus is on analyzing different transition scenarios and
applicable transition nechani sns and finding solutions for those
transition scenarios. |In the scenarios, the User Equipnent (UE)
connects to nodes in other networks, e.g., in the Internet, and
| Pv6/ 1 Pv4 transition mechani sms are needed.

1.1. Scope of This Docunent

The scope of this docunent is to anal yze the possible transition
scenarios in the 3GPP-defined GPRS network in which a UE connects to,
or is contacted from another node on the Internet. This docunent
covers scenarios with and without the use of the SIP-based IP

Mul tinedia Core Network Subsystem (I MS). This docunment does not
focus on radi o-interface-specific issues; both 3GPP Second and Third
Ceneration radi o network architectures (GSM Enhanced Data rates for
GSM Evol ution (EDGE) and UMIS/ WCDMA) will be covered by this

anal ysi s.

The 3GPP2 architecture is simlar to 3GPP in nany ways, but differs
in enough details that this docunent does not include these
variations in its analysis.

The transition nechani sns specified by the | ETF Ngtrans and v6ops
Worki ng Groups shall be used. This neno shall not specify any new
transition mechani sms, but only documents the need for new ones (if
appropriate).

1.2. Abbreviations

2G Second Generation Mbile Tel econmunications, e.g., GSM
and GPRS technol ogi es

3G Third Generation Mbile Tel econmuni cations, e.g., UMIS
t echnol ogy

3GPP Third Generation Partnership Project

ALG Application Level Gateway

APN Access Point Name. The APN is a |logical nane referring

to a GGSN and an external network.
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B2BUA
CSCF
DNS
EDGE

GGSN

GPRS

HLR

I M5

| SP
NAT
NAPT- PT
NAT- PT
PCO | E
PDP

PPP

SDP
SGSN
ST
S

UE

UMTI'S
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Back-t o- Back User Agent

Call Session Control Function (in 3GPP Rel ease 5 | Mb)
Domai n Name System

Enhanced Data rates for GSM Evol ution

Gat eway GPRS Support Node (default router for 3GPP User
Equi pnent)

General Packet Radio Service
d obal System for Mobile Conmuni cations
Home Locati on Register

I P Multinedia (Core Network) Subsystem 3GPP Rel ease 5
| Pv6-only part of the network

I nternet Service Provider

Net wor k Address Transl ation

Net wor k Address Port Translation - Protocol Translation
Net wor k Address Transl ation - Protocol Translation
Protocol Configuration Options Information El enment
Packet Data Protocol

Poi nt -t o- Poi nt Prot ocol

Session Description Protocol

Serving GPRS Support Node

Stateless | P/ICWP Translation Al gorithm

Session Initiation Protocol

User Equipnent, e.g., a UMIS nobil e handset

Uni versal Mbbil e Tel ecomruni cati ons System

W deband Code Division Miltiple Access
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1.3. Termnol ogy

Sone terms used in 3GPP transition scenarios and anal ysis docunents
are briefly defined here.

Dual Stack UE Dual Stack UE is a 3GPP nobil e handset having both
I Pv4 and | Pv6 stacks. It is capable of activating
both I Pv4 and | Pv6 Packet Data Protocol (PDP)
contexts. Dual stack UE may be capabl e of tunneling.

| Pv6 UE IPv6 UE is an I Pv6-only 3GPP nobile handset. It is
only capabl e of activating | Pv6 PDP contexts.

| Pv4 UE IPv4 UE is an | Pvd4-only 3GPP nobile handset. It is
only capabl e of activating |IPv4 PDP contexts.

| Pv4 node | Pv4 node is here defined to be the I Pv4-capabl e node
the UE is communicating with. The |IPv4 node can be,
e.g., an application server or another UE

| Pv6 node | Pv6 node is here defined to be the | Pv6-capabl e node
the UE is communicating with. The IPv6 node can be,
e.g., an application server or another UE

PDP Cont ext Packet Data Protocol (PDP) Context is a connection
bet ween the UE and the GGSN, over which the packets
are transferred. There are currently three PDP types:
| Pv4, | Pv6, and PPP.

2. Transition Mechani sns and DNS Cui del i nes

This section briefly introduces these |ETF | Pv4/IPv6 transition
nmechani sns:

- dual 1Pv4/1Pv6 stack [ RFC4213]
- tunneling [ RFC4213]
- protocol translators [RFC2766], [ RFC2765]

In addition, DNS reconmendations are given. The applicability of
different transition nechanisns to 3GPP networks is discussed in
sections 3 and 4.

2.1. Dual Stack
The dual |Pv4/1Pv6 stack is specified in [RFC4213]. |If we consider
the 3GPP GPRS core network, dual stack inplenmentation in the Gateway

GPRS Support Node (GGSN) enabl es support for IPv4 and | Pv6 PDP
contexts. UEs with dual stack and public (global) |IP addresses can
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typically access both IPv4 and | Pv6 services w thout additiona
translators in the network. However, it is good to renenber that
private | Pv4 addresses and NATs [ RFC2663] have been used and will be
used in mobile networks. Public/global |IP addresses are al so needed
for peer-to-peer services: the node needs a public/global |IP address
that is visible to other nodes.

2.2. Tunneling

Tunneling is a transition nmechanismthat requires dual |Pv4/IlPv6
stack functionality in the encapsul ati ng and decapsul ati ng nodes.
Basic tunneling alternatives are | Pv6-in-1Pv4 and | Pv4-in-1Pv6.

Tunnel ing can be static or dynamic. Static (configured) tunnels are
fixed IPv6 |inks over IPv4, and they are specified in [ RFC4213].
Dynami c (automatic) tunnels are virtual |1Pv6 |inks over |Pv4 where
the tunnel endpoints are not configured, i.e., the links are created
dynam cal |l y.

2.3. Protocol Translators

A translator can be defined as an internedi ate conponent between a
native | Pv4 node and a native |Pv6 node to enable direct

communi cati on between them wi thout requiring any nodifications to the
end nodes.

Header conversion is a translation nmechanism |n header conversion

| Pv6 packet headers are converted to |Pv4 packet headers, or vice
versa, and checksuns are adjusted or recalculated if necessary.

NAT- PT (Network Address Transl ati on/ Protocol Translation) [RFC2766]
using Stateless IP/ICVW Translation [ RFC2765] is an exanple of such a
nmechani sm

Transl ators may be needed in some cases when the communi cating nodes
do not share the sane IP version; in others, it may be possible to
avoi d such communication altogether. Translation can take place at
the network | ayer (using NAT-1ike techniques), the transport |ayer
(using a TCP/UDP proxy), or the application layer (using application
rel ays).

2. 4. DNS Cui delines for |Pv4/1Pv6 Transition

To avoid the DNS nane space fromfragnenting into parts where sone
parts of DNS are visible only using IPv4 (or |IPv6) transport, the
recomendation (as of this witing) is to always keep at |east one
authoritative server |Pv4-enabled, and to ensure that recursive DNS
servers support |IPv4. See DNS |IPv6 transport guidelines [RFC3901]
for nmore information.

W j akka I nf or mat i onal [ Page 6]



RFC 4215 IPv6 Transition in 3GPP Networks Cct ober 2005

3.

.1

GPRS Transition Scenari os

This section discusses the scenarios that m ght occur when a GPRS UE
contacts services or other nodes, e.g., a web server in the Internet.

The follow ng scenarios described by [ RFC3574] are anal yzed here. In
all of the scenarios, the UEis part of a network where there is at
| east one router of the same IP version, i.e., the GGSN, and the UE

is connecting to a node in a different network.

1) Dual Stack UE connecting to I Pv4 and | Pv6 nodes

2) I Pv6 UE connecting to an I Pv6 node through an | Pv4d network
3) I Pv4 UE connecting to an | Pv4 node through an | Pv6 network
4) I Pv6 UE connecting to an | Pv4 node

5) I Pv4 UE connecting to an | Pv6 node

Dual Stack UE Connecting to | Pv4 and | Pv6 Nodes

In this scenario, the dual stack UE is capable of conmunicating with
both | Pv4 and | Pv6 nodes.

It is recommended to activate an | Pv6 PDP cont ext when conmuni cati ng
with an | Pv6é peer node and an | Pv4 PDP context when conmuni cating
with an | Pv4 peer node. |f the 3GPP network supports both | Pv4 and

| Pv6 PDP contexts, the UE activates the appropriate PDP context
dependi ng on the type of application it has started or depending on
the address of the peer host it needs to conmunicate with. The

aut hors | eave the PDP context activation policy to be decided by UE

i mpl ementers, application devel opers, and operators. One discussed
possibility is to activate both | Pv4 and | Pv6 types of PDP contexts

i n advance, because activation of a PDP context usually takes sone
tinme. However, that probably is not good usage of network resources.
Ceneral |y speaking, |1Pv6 PDP contexts should be preferred even if
that meant | Pv6-in-1Pv4 tunneling would be needed in the network (see
Section 3.2 for nore details). Note that this is transparent to the
UE.

Al though the UE is dual stack, the UE may find itself attached to a
3GPP network in which the Serving GPRS Support Node (SGSN), the GGSN,
and the Home Location Register (HLR) support |Pv4 PDP contexts, but
do not support |Pv6 PDP contexts. This nmay happen in early phases of
| Pv6 depl oynment, or because the UE has "roaned" froma 3GPP network
that supports IPv6 to one that does not. |If the 3GPP network does
not support |Pv6 PDP contexts, and an application on the UE needs to
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communi cate with an I Pv6(-only) node, the UE may activate an | Pv4 PDP
context and encapsul ate | Pv6 packets in | Pv4 packets using a
tunnel i ng nmechani sm

The tunneling nmechani smmay require public |IPv4 addresses, but there

are tunnel i ng nechani sns and depl oynent scenarios in which private

| Pv4 addresses may be used, for instance, if the tunnel endpoints are
in the same private domain, or the tunneling nmechani smworks through

| Pv4 NAT.

One depl oynment scenario uses a |aptop conputer and a 3GPP UE as a
nodem | Pv6 packets are encapsulated in | Pv4 packets in the |aptop
conputer and an | Pv4 PDP context is activated. The tunneling
mechani sm depends on the | aptop conputer’s support of tunneling
nmechani snms.  Anot her depl oynent scenario is performing | Pv6-in-IPv4
tunneling in the UE itself and activating an | Pv4 PDP context.

Cl oser details for an applicable tunneling nechanismare not anal yzed
in this docunent. However, a sinple host-to-router (autonatic)
tunnel i ng mechani smcan be a good fit. There is not yet consensus on
the right approach, and proposed nmechani snms so far include [|SATAP]
and [ STEP]. Especially |SATAP has had sone support in the working
group. Coals for 3GPP zero-configuration tunneling are docunented in
[ zeroconf].

Thi s docunent strongly reconmends that the 3GPP operators depl oy
basic | Pv6 support in their GPRS networks. That nakes it possible to
|l essen the transition effects in the UEs.

As a general guideline, IPv6 comunication is preferred to | Pv4d
communi cati on going through I Pv4 NATs to the sane dual stack peer
node.

Public | Pv4 addresses are often a scarce resource for the operator,
and usually it is not possible for a UE to have a public |IPv4 address
(continuously) allocated for its use. Use of private |Pv4 addresses
means use of NATs when communi cating with a peer node outside the
operator’s network. |In large networks, NAT systems can becone very
conpl ex, expensive, and difficult to maintain.

3.2. 1Pv6 UE Connecting to an | Pv6 Node through an | Pv4 Network

The best solution for this scenario is obtained with tunneling; i.e.

| Pv6-in-1Pv4 tunneling is a requirement. An |Pv6 PDP context is
activated between the UE and the GGSN. Tunneling is handled in the
net wor k, because | Pv6 UE does not have the dual stack functionality
needed for tunneling. The encapsul ati ng node can be the GGSN, the
edge router between the border of the operator’s |IPv6 network and the
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public Internet, or any other dual stack node within the operator’s

| P network. The encapsul ati on (uplink) and decapsul ati on (downl i nk)
can be handl ed by the same network elenent. Typically, the tunneling
handl ed by the network elenents is transparent to the UEs and I P
traffic |l ooks Iike native IPv6 traffic to them For the applications
and transport protocols, tunneling enables end-to-end |IPv6
connectivity.

| Pv6-in-1Pv4 tunnels between I Pv6 islands can be either static or
dynanmic. The selection of the type of tunneling nmechanismis a
policy decision for the operator/ISP depl oynent scenario, and only
generic reconmendati ons can be given in this docunent.

The foll owi ng subsections are focused on the usage of different
tunnel i ng mechani sns when the peer node is in the operator’s network
or outside the operator’s network. The authors note that where the
actual 3GPP network ends and which parts of the network belong to the
| SP(s) al so depend on the deploynent scenario. The authors are not
comrenti ng on how many | SP functions the 3GPP operator should
perform However, many 3GPP operators are | SPs of sone sort

thenmsel ves. | SP networks’ transition to IPv6 is analyzed in

[ RFC4029] .

3.2.1. Tunneling Inside the 3GPP Qperator’s Network

GPRS operators today have typically deployed | Pv4 backbone networks.
| Pv6 backbones can be considered quite rare in the first phases of
the transition.

Ininitial 1Pv6 deploynent, where a snall nunber of |Pv6-in-IPv4
tunnels are required to connect the |IPv6 islands over the 3GPP
operator’s | Pv4 network, nmanually configured tunnels can be used. In
a 3GPP network, one |IPv6 island can contain the GGSN whil e another

i sland can contain the operator’s |IPv6 application servers. However,
manual |y configured tunnels can be an admi ni strative burden when the
nunmber of islands and therefore tunnels rises. |In that case,
upgradi ng parts of the backbone to dual stack nay be the sinplest
choice. The adninistrative burden could also be mitigated by using
aut onat ed managenent tool s.

Connection redundancy should al so be noted as an i nportant
requirenent in 3GPP networks. Static tunnels alone do not provide a
routing recovery solution for all scenarios where an | Pv6 route goes
down. However, they can provi de an adequate sol ution dependi ng on
the design of the network and the presence of other router redundancy
mechani sms, such as the use of |1Pv6 routing protocols.

W j akka I nf or mat i onal [ Page 9]



RFC 4215 IPv6 Transition in 3GPP Networks Cct ober 2005

3.2.2. Tunneling Qutside the 3GPP Operator’s Network

Thi s subsection includes the case in which the peer node is outside
the operator’s network. 1In that case, |Pv6-in-1Pv4 tunneling can be
necessary to obtain I Pv6 connectivity and reach other IPv6 nodes. In
general, configured tunneling can be reconmended.

Tunnel starting point can be in the operator’s network dependi ng on
how far the 3GPP operator has conme in inplenmenting IPv6. |f the 3GPP
operator has not deployed IPv6 in its backbone, the encapsul ating
node can be the GGSN. If the 3GPP operator has deployed IPv6 in its
backbone but the upstream | SP does not provide |IPv6 connectivity, the
encapsul ati ng node could be the 3GPP operator’s border router

The case is pretty straightforward if the upstream | SP provides |Pv6
connectivity to the Internet and the operator’s backbone network
supports I Pv6. Then the 3GPP operator does not have to configure any
tunnels, since the upstream ISP will take care of routing |IPv6
packets. |If the upstream | SP does not provide |IPv6 connectivity, an
| Pv6-in-1Pv4 tunnel should be configured, e.g., fromthe border
router to a dual stack border gateway operated by another ISP that is
offering | Pv6 connectivity.

3.3. IPv4 UE Connecting to an | Pv4 Node through an | Pv6 Network

3GPP networks are expected to support both IPv4 and | Pv6 for a |ong
time, on the UE-GGSN |ink and between the GGSN and external networks.
For this scenario, it is useful to split the end-to-end IPv4 UE to

| Pv4 node communication into UE-to-GGSN and GGSN-to-v4NODE. This
allows an IPv4-only UE to use an IPv4 |ink (an | Pvd PDP context) to
connect to the GGSN wi t hout conmuni cating over an | Pv6 networKk.

Regar di ng the GGSN-t 0o- v4ANCDE conmuni cation, typically the transport
networ k between the GGSN and external networks will support only |IPv4d
in the early stages and migrate to dual stack, since these networks
are already depl oyed. Therefore, it is not envisaged that tunneling
of IPv4-in-1Pv6 will be required fromthe GGSN to external |Pv4
networks either. 1In the longer run, 3GPP operators nay choose to
phase out I1Pv4 UEs and the | Pv4 transport network. This would |eave
only I Pv6 UEs.

Therefore, overall, the transition scenario involving an | Pv4 UE

communi cating with an | Pv4 peer through an | Pv6 network is not
considered very likely in 3GPP networKks.
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3.4. |1Pv6 UE Connecting to an | Pv4 Node

General |y speaking, |IPv6-only UEs nay be easier to manage, but that
woul d require all services to be used over |Pv6, and the universa
depl oynent of I Pv6 probably is not realistic in the near future.

Dual stack inplenentation requires nanagenent of both |Pv4 and | Pv6
net wor ks, and one approach is that "l egacy" applications keep using
| Pv4 for the foreseeable future and new applications requiring end-
to-end connectivity (for exanple, peer-to-peer services) use |Pv6.
As a general guideline, IPv6-only UEs are not reconmended in the
early phases of transition until the |IPv6 depl oynent has becone so
preval ent that direct communication with IPv4(-only) nodes will be
the exception and not the rule. It is assuned that IPv4 will renain
useful for quite a long tinme, so in general, dual stack

i mpl ementation in the UE can be recommended. This reconmendation
natural ly includes manufacturing dual stack UEs instead of |Pv4-only
UEs.

However, if there is a need to connect to an |IPv4(-only) node froman
| Pv6-only UE, it is recommended to use specific translation and
proxyi ng techni ques; generic |IP protocol translation is not
recomended. There are three main ways for |1 Pv6(-only) nodes to
communi cate with I Pv4(-only) nodes (excluding avoi ding such

conmuni cation in the first place):

1. the use of generic-purpose translator (e.g., NAT-PT [RFC2766])
in the local network (not recomended as a general solution),

2. the use of specific-purpose protocol relays (e.g., |Pv6<->IPv4
TCP relay configured for a couple of ports only [ RFC3142]) or
application proxies (e.g., HITP proxy, SMIP relay) in the |loca
net wor k, or

3. the use of specific-purpose nmechani snms (as described above in
2) in the foreign network; these are indistinguishable fromthe
| Pv6- enabl ed services fromthe IPv6 UE s perspective and are
not di scussed further here.

For many applications, application proxies can be appropriate (e.qg.
HTTP proxi es, SMIP relays, etc.) Such application proxies will not
be transparent to the UE. Hence, a flexible nmechanismwth m ninmal
manual intervention should be used to configure these proxies on |Pv6
UEs. Application proxies can be placed, for exanple, on the GGSN
external interface ("G "), or inside the service network
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The aut hors note that [ NATPTappl] discusses the applicability of

NAT- PT, and [ NATPTexp] discusses general issues with all forns of

| Pv6-1Pv4 translation. The problens related to NAT-PT usage in 3GPP
net wor ks are documented in Appendi x A

3.5. [Pv4 UE Connecting to an | Pv6 Node

The | egacy | Pv4 nodes are typically nodes that support the
applications that are popular today in the IPv4 Internet: nostly e-
mai | and web browsing. These applications will, of course, be
supported in the future IPv6 Internet. However, the |egacy |Pv4 UEs
are not going to be updated to support future applications. As these
applications are designed for |Pv6, and to use the advantages of
newer platforms, the |legacy |IPv4 nodes will not be able to take
advantage of them Thus, they will continue to support |egacy

servi ces.

Taki ng the above into account, the traffic to and fromthe | egacy
IPv4 UE is restricted to a few applications. These applications
already nostly rely on proxies or local servers to comunicate

bet ween private address space networks and the Internet. The sane
nmet hods and technol ogy can be used for IPv4-to-1Pv6 transition

4, | M5 Transition Scenarios

As I M5 is exclusively IPv6, the nunmber of possible transition
scenarios is reduced dramatically. The possible | M scenarios are
listed bel ow and anal yzed in Sections 4.1 and 4. 2.

1) UE connecting to a node in an | Pv4 network through I MS
2) Two I Pv6 I M5 connected via an | Pv4 network

For DNS reconmendations, we refer to Section 2.4. As DNS traffic is
not directly related to the IMS functionality, the recomendations
are not in contradiction with the IPv6-only nature of the I M

4.1. UE Connecting to a Node in an | Pv4 Network through | M5

This scenario occurs when an (1 Pv6) | M5 UE connects to a node in the
| Pv4d Internet through the IM5, or vice versa. This happens when the
other node is a part of a different systemthan 3GPP, e.g., a fixed
PC, with only I Pvd capabilities.

Over time, users will upgrade the |legacy |IPv4 nodes to dual -stack

often by replacing the entire node, elinminating this particul ar
problemin that specific depl oynent.

W j akka I nf or mat i onal [ Page 12]



RFC 4215 IPv6 Transition in 3GPP Networks Cct ober 2005

Still, it is difficult to estinmate how nmany non-upgradabl e | egacy

| Pv4 nodes need to conmunicate with the IM5 UEs. It is assuned that
the solution described here is used for limted cases, in which
communi cations with a small nunber of |egacy |IPv4 SIP equi pnent are
needed.

As the M5 is exclusively | Pv6 [3GPP-23.221], for many of the
applications in the I M5, sone kind of translators may need to be used
in the comunication between the IPv6 | M5 and the | egacy | Pv4 hosts
in cases where these | egacy | Pv4 hosts cannot be upgraded to support

| Pv6.

This section gives a brief analysis of the I M5 interworking issues
and presents a high-level viewof SIPwithin the | M5S. The authors
reconmend that a detailed solution for the general SIP/ SDP/ nedia

| Pv4/ I Pv6 transition problemw || be specified as soon as possible as
a task within the SIP-related Wrking Goups in the | ETF.

The issue of the IPv4/1Pv6 interworking in SIP is sonewhat nore
chal I engi ng than many ot her protocols. The control (or signaling)
and user (or data) traffic are separated in SIP calls, and thus, the
IM5, the transition of IMs traffic fromIPv6 to |IPv4, nust be handl ed
at two | evels:

1. Session Initiation Protocol (SIP) [RFC3261], and Session
Description Protocol (SDP) [RFC2327] [RFC3266] (Mminterface)

2. the user data traffic (Md-interface)

In addition, SIP carries an SDP body containing the addressing and
other paraneters for establishing the user data traffic (the nedia).
Hence, the two |levels of interworking cannot be nade independently.

Figure 1 shows an exanple setup for IPv4 and I Pv6 interworking in
IMS. The "Interworking Unit" conprises two internal elements a dua
stack SIP server and a transition gateway (TrGN for the nedia
traffic. These two elenents are interconnected for synchronizing the
interworking of the SIP signaling and the nmedia traffic.
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Figure 1: UE using IM5 to contact a | egacy phone

On reception of an INVITE, the SIP server reserves an | P address and
a port fromthe TrGWboth for IPv4 and | Pv6. Then, the SIP server
acts as a B2BUA (Back-to-Back User Agent) and rewites the SDP of the
INVITE to insert the transition gateway in the mddle of the nmedia

fl ow between the two endpoints.

When performing its B2BUA role, the SIP server acts as a UA (User
Agent) toward both the IMs and the I Pv4 host. Consequently, the SIP
server needs to support all the extensions that apply to the session
which are listed in the Require header fields of the SIP nessages.

Thi s approach has a nunber of inportant drawbacks, however. The

bi ggest drawback is that the rewiting of the SDP in the SIP
signaling prevents securing the SDP payl oad between the two
endpoints. In addition, it breaks the end-to-end negotiation of SIP
extensions required for each session. Therefore, the extensions to
be used in a particular session are limted by the extensions
supported by the SIP server acting as a B2BUA. That is, the

i ntroduction of a new extension requires upgradi ng not only the UAs
but the B2BUAs as wel | .

This analysis clearly shows that a new solution for |Pv4-1Pv6
interworking in SIP networks is needed. The ability to convey
multiple alternative addresses in SDP session descriptions [ RFC4091]
represents a step in this direction

G ven the problens related to the use of B2BUAs, it is reconmmended

that the SIP-related Wrking G oups quickly work on a solution to
overcone the drawbacks of this approach
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4.2. Two I Pv6 | M5 Connected via an | Pv4 Network

At the early stages of | M5 deploynment, there nay be cases where two
I M5 islands are separated by an |IPv4 network such as the | egacy
Internet. Here both the UEs and the IMS islands are |IPv6 only.
However, the I Pv6 islands are not connected natively with |Pv6.

In this scenario, the end-to-end SIP connections are based on | Pv6.
The only issue is to nake connection between two | Pv6-only | M

i sl ands over |IPv4 network. This scenario is closely related to GPRS
scenario represented in Section 3.2. and simlar tunneling solutions
are applicable also in this scenario.

5. About 3GPP UE | Pv4/1Pv6 Configuration

This informative section ains to give a brief overview of the
configuration needed in the UE in order to access |P-based services.
There can al so be other application-specific settings in the UE that
are not described here.

UE configuration is required in order to access |Pv6- or |Pv4-based
services. The GGSN Access Point has to be defined when using, for
exanpl e, the web-browsing application. One possibility is to use
over-the-air configuration [OVA-CP] to configure the GPRS settings.
The user can, for exanple, visit the operator WWVpage and subscri be
the GPRS Access Point settings to his/her UE and receive the settings
via Short Message Service (SM5). After the user has accepted the
settings and a PDP context has been activated, he/she can start
browsi ng. The Access Point settings can also be typed in manually or
be pre-configured by the operator or the UE nmanufacturer

DNS server addresses typically also need to be configured in the UE
In the case of |Pv4 type PDP context, the (IPv4) DNS server addresses
can be received in the PDP context activation (a control plane
mechanism. A simlar nechanismis also available for |IPv6: so-
call ed Protocol Configuration Options Information El ement (PCO|E)
specified by the 3GPP [3GPP-24.008]. It is also possible to use

[ RFC3736] (or [RFC3315]) and [ RFC3646] for receiving DNS server
addresses. Active | ETF work on DNS di scovery nechani sns i s ongoi ng
and might result in other mechani snms beconi ng avail able over tine.
The DNS server addresses can al so be received over the air (using
SM5) [OMA-CP] or typed in nmanually in the UE

When accessing | M5 services, the UE needs to know the Proxy-Call
Session Control Function (P-CSCF) |Pv6 address. Either a 3GPP-
specific PCO | E mechani smor a DHCPv6- based nmechani sm ([ RFC3736] and
[ RFC3319]) can be used. Manual configuration or configuration over
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the air is also possible. |M subscriber authentication and
registration to the IM5S and SIP integrity protection are not
di scussed here.

6. Summary and Reconmendati ons

Thi s docunent has anal yzed five GPRS and two I M5 | Pv6 transition
scenarios. Nunerous 3GPP networks are using private |Pv4 addresses
today, and introducing IPv6 is inportant. The two first GPRS
scenarios and both I M5 scenarios are seen as the nost relevant. The
aut hors summari ze sone mai n recommendati ons here:

- Dual stack UEs are recommended i nstead of |Pv4-only or |Pv6-
only UEs. It is inportant to take care that applications in
the UEs support IPv6. |In other words, applications should be
| P version independent. |Pv6-only UEs can becone feasibl e when
IPv6 is widely deployed in the networks, and nost services work
on | Pv6.

- It is recormended to activate an | Pv6 PDP context when
communi cating with an | Pv6 peer node and an | Pv4 PDP cont ext
when comuni cating with an | Pv4 peer node.

- | Pve communication is preferred to | Pv4 conmuni cati on goi ng
through I Pv4 NATs to the sanme dual stack peer node

- This docunent strongly reconmends that the 3GPP operators
depl oy basic I Pv6 support in their GPRS networks as soon as
possi ble. That makes it possible to |l essen the transition
effects in the UEs.

- A tunneling nmechanismin the UE may be needed during the early
phases of the IPv6 transition process. A |ightweight,
aut omati c tunneling nmechani sm shoul d be standardi zed in the
| ETF. See [zeroconf] for nore details.

- Tunneling nmechani sns can be used in 3GPP networks, and only
generic recomrendations are given in this docunent. NMNore
details can be found, for exanple, in [RFC4029].

- The authors recomend that a detailed solution for the genera
SI P/ SDP/ nedi a | Pv4/ 1 Pv6 transition problembe specified as soon
as possible as a task within the SIP-related Wrking Goups in
the | ETF.
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7.

8.

8.

1

Security Considerations

Depl oyi ng | Pv6 has some generic security considerations one should be
aware of [V6BSEC]; however, these are not specific to 3GPP transition
and are therefore out of the scope of this neno.

This meno reconmends the use of a relatively small nunber of
techni ques. Each technique has its own security considerations,
i ncl udi ng:

- native upstream access or tunneling by the 3GPP network
operator,

- use of routing protocols to ensure redundancy,

- use of locally deployed specific-purpose protocol relays and
application proxies to reach |IPv4(-only) nodes from|Pv6-only
UEs, or

- a specific nechanismfor SIP signaling and nedia translation

The threats of configured tunneling are described in [ RFC4213].
Attacks against routing protocols are described in the respective
docunents and in general in [ROUTESEC]. Threats related to protoco
rel ays have been described in [RFC3142]. The security properties of
SIP internetworking are to be specified when the nechanismis
speci fi ed.

In particular, this meno does not recommend the foll ow ng technique,
whi ch has security issues, not further analyzed here:

- NAT-PT or other translator as a general -purpose transition
mechani sm
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Appendix A - On the Use of Generic Translators in the 3GPP Networks

This appendix lists mainly 3GPP-specific argunents about generic
translators, even though the use of generic translators is
di scour aged.

Due to the significant lack of |Pv4 addresses in sone donmins, port
multiplexing is likely to be a necessary feature for translators
(i.e., NAPT-PT). If NAPT-PT is used, it needs to be placed on the
GGSN external interface (G), typically separate fromthe GGSN
NAPT- PT can be installed, for exanple, on the edge of the operator’s
network and the public Internet. NAPT-PT will intercept DNS requests
and other applications that include |IP addresses in their payl oads,
translate the | P header (and payl oad for sone applications if
necessary), and forward packets through its IPv4 interface.

NAPT- PT introduces linmtations that are expected to be magnified
within the 3GPP architecture. [NATPTappl] discusses the
applicability of NAT-PT in nore detail. [NATPTexp] discusses genera
issues with all fornms of |Pv6-1Pv4 translation

3GPP networks are expected to handle a very | arge nunber of
subscribers on a single GGSN (default router). Each GGSN is expected
to handl e hundreds of thousands of connections. Furthernore, high
reliability is expected for 3GPP networks. Consequently, a single
point of failure on the GGSN external interface would raise concerns
on the overall network reliability. |In addition, |Pv6 users are
expected to use del ay-sensitive applications provided by I M5. Hence,
there is a need to minimze forwardi ng delays within the I P backbone.
Furt hernmore, due to the unprecedented nunber of connections handl ed
by the default routers (GGSN) in 3GPP networks, a network design that
forces traffic to go through a single node at the edge of the network
(typical NAPT-PT configuration) is not likely to scale. Translation
mechani sms should allow for nultiple translators, for |oad sharing
and redundancy purposes.

To mninize the problens associated with NAPT-PT, the follow ng
actions can be recomended:

1. Separate the DNS ALG from the NAPT-PT node (in the "IPv6 to
| Pv4" case).

2. Ensure (if possible) that NAPT-PT does not becone a single
poi nt of failure.
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3. Allow for |oad sharing between different translators. That is,
it should be possible for different connections to go through
different translators. Note that |oad sharing al one does not
prevent NAPT-PT from beconming a single point of failure.

Editor’s Contact |nformation

Comrents or questions regarding this docunent should be sent to the
véops nailing list or directly to the docunent editor

Juha W j akka

Noki a

Vi si okatu 3

FI N-33720 TAMPERE, Fi nl and

Phone: +358 7180 48372
EMail:  juha.w | jakka@okia.com

W j akka I nf or mat i onal [ Page 23]



RFC 4215 IPv6 Transition in 3GPP Networks Cct ober 2005

Ful I Copyright Statenent
Copyright (C The Internet Society (2005).

This docunment is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights

Thi s docunent and the information contained herein are provided on an
"AS | S" basis and THE CONTRI BUTOR, THE ORGAN ZATI ON HE/ SHE REPRESENTS
OR |'S SPONSCORED BY (I F ANY), THE | NTERNET SCCI ETY AND THE | NTERNET
ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS CR | MPLI ED,

I NCLUDI NG BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE

I NFORMATI ON HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intellectual Property Rights or other rights that nmight be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

m ght or might not be available; nor does it represent that it has
made any independent effort to identify any such rights. [Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of I PR disclosures nmade to the | ETF Secretariat and any
assurances of licenses to be nade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe | ETF on-line |IPR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Please address the infornation to the IETF at ietf-
ipr@etf.org.

Acknowl edgenent

Funding for the RFC Editor function is currently provided by the
I nternet Society.

W j akka I nf or mat i onal [ Page 24]



