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Abstr act

Thi s docunent contains the profile for Congestion Control Ildentifier
2 (CCOD 2), TCP-like Congestion Control, in the Datagram Congestion
Control Protocol (DCCP). CCID 2 should be used by senders who woul d
like to take advantage of the avail able bandwidth in an environnent
with rapidly changing conditions, and who are able to adapt to the
abrupt changes in the congestion w ndow typical of TCP's Additive

I ncrease Multiplicative Decrease (Al MD) congestion control.
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1. Introduction

Thi s docunent contains the profile for Congestion Control Identifier
2 (CCD2), TCP-like Congestion Control, in the Datagram Congestion
Control Protocol (DCCP) [RFC4340]. DCCP uses Congestion Contro
Identifiers, or CCIDs, to specify the congestion control mechanismin
use on a hal f-connection

The TCP-1i ke Congestion Control CCID sends data using a close variant
of TCP's congestion control mechani sms, incorporating a variant of
sel ective acknow edgenents (SACK) [RFC2018, RFC3517]. CCID 2 is
suitable for senders who can adapt to the abrupt changes in
congestion wi ndow typical of TCP s Additive Increase Miultiplicative
Decrease (Al MD) congestion control, and particularly useful for
senders who would like to take advantage of the avail abl e bandw dth
in an environment with rapidly changing conditions. See Section 3
for nmore on application requiremnments.

2. Conventions and Notation

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [RFC2119].

A DCCP hal f-connection consists of the application data sent by one
endpoi nt and the correspondi ng acknow edgenents sent by the other
endpoint. The terns "HC Sender" and "HC-Receiver" denote the

endpoi nts sendi ng application data and acknow edgenents,

respectively. Since CCIDs apply at the level of half-connections, we
abbrevi ate HC- Sender to "sender" and HC-Receiver to "receiver" in
this docunment. See [RFC4340] for nore discussion
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For simplicity, we say that senders send DCCP-Data packets and
recei vers send DCCP- Ack packets. Both of these categories are neant
to include DCCP-Dat aAck packets.

The phrases "ECN-mar ked" and "marked" refer to packets nmarked ECN
Congesti on Experienced unl ess ot herw se not ed.

3. Usage

CClI D 2, TCP-like Congestion Control, is appropriate for DCCP fl ows
that would like to receive as much bandw dth as possi bl e over the
long term consistent with the use of end-to-end congestion control
CCID 2 flows nust also tolerate the Iarge sending rate variations
characteristic of Al MD congestion control, including halving of the
congestion wi ndow in response to a congestion event.

Applications that sinply need to transfer as nuch data as possible in
as short a tine as possible should use CCID 2. This contrasts with
CCID 3, TCP-Friendly Rate Control (TFRC) [RFC4342], which is
appropriate for flows that would prefer to mninize abrupt changes in
the sending rate. For exanple, CCID 2 is recomended over CCID 3 for
stream ng nmedi a applications that buffer a considerabl e amunt of
data at the application receiver before playback tinme, insulating the
application sonmewhat from abrupt changes in the sending rate. Such
applications could easily choose DCCP's CCID 2 over TCP itself,

possi bly addi ng some form of selective reliability at the application
layer. CCID 2 is also recormended over CCID 3 for applications where
hal ving the sending rate in response to congestion is not likely to
interfere with application-Ilevel performance.

An additional advantage of CCID 2 is that its TCP-like congestion
control mnechani sms are reasonably well understood, with traffic
dynanmics quite sinilar to those of TCP. Wile the network research
community is still |earning about the dynamics of TCP after 15 years
of its being the dom nant transport protocol in the Internet, sone
applications nmight prefer the nore well-known dynam cs of TCP-Ilike
congestion control over those of newer congestion control nechanisns,
whi ch haven’t yet met the test of wi despread Internet deploynent.

3.1. Relationship with TCP

The congestion control nechani sns described here closely foll ow
mechani snms standardi zed by the I ETF for use in SACK-based TCP, and we
rely partially on existing TCP docunentation, such as [ RFC793],

[ RFC2581], [RFC3465], and [RFC3517]. TCP congestion contro

continues to evolve, but CCID 2 inplenentations SHOULD wait for
explicit updates to CCID 2 rather than track TCP' s evol ution
directly.
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Di fferences between CCID 2 and strai ght TCP congestion contro
i nclude the follow ng:

(0]

CCI D 2 applies congestion control to acknow edgenents, a nechani sm
not currently standardi zed for use in TCP

DCCP is a datagram protocol, so several paraneters whose units are
specified in bytes in TCP, such as the congestion w ndow cwnd
have units of packets in DCCP

As an unreliable protocol, DCCP never retransmts a packet, so
congestion control nechanisns that distinguish retransn ssions
from new packets have been redesigned for the DCCP context.

Hal f - Connecti on Exanpl e

Thi s exanpl e shows the typical progress of a half-connection using
CCID 2's TCP-1i ke Congestion Control, not including connection
initiation and ternm nation. The exanple is infornative, not
normati ve.

1

The sender sends DCCP-Data packets, where the nunber of packets
sent is governed by a congestion wi ndow, cwnd, as in TCP. Each
DCCP- Dat a packet uses a sequence nunber. The sender al so sends an
Ack Ratio feature option specifying the nunber of data packets to
be covered by an Ack packet fromthe receiver; Ack Ratio defaults
to two. The DCCP header’s CCval field is set to zero

Assum ng that the half-connection is Explicit Congestion

Notification (ECN) capable (the ECN Incapable feature is zero, the
default), each DCCP-Data packet is sent as ECN Capable with either
the ECT(0) or the ECT(1l) codepoint set, as described in [ RFC3540].

The recei ver sends a DCCP- Ack packet acknow edgi ng the data
packets for every Ack Ratio data packets transmitted by the
sender. Each DCCP- Ack packet uses a sequence nunber and contains
an Ack Vector. The sequence nunber acknow edged in a DCCP- Ack
packet is that of the received packet with the highest sequence
nunber; it is not a TCP-1ike cunul ative acknow edgenent .

The receiver returns the sum of received ECN Nonces via Ack Vector
options, allowi ng the sender to probabilistically verify that the
receiver is not nmisbehaving. DCCP-Ack packets fromthe receiver
are al so sent as ECN Capable, since the sender will control the
acknow edgenent rate in a roughly TCP-friendly way using the Ack
Ratio feature. There is little need for the receiver to verify
the nonces of its DCCP-Ack packets, since the sender cannot get
significant benefit fromnisreporting the ack mark rate.
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4.

3. The sender continues sendi ng DCCP-Data packets as controlled by
t he congestion wi ndow. Upon receiving DCCP- Ack packets, the

sender exam nes their Ack Vectors to | earn about marked or dropped

data packets and adjusts its congestion w ndow accordi ngly.
Because this is unreliable transfer, the sender does not
retransmt dropped packets.

4. Because DCCP- Ack packets use sequence nunbers, the sender has sone

i nformati on about | ost or marked DCCP- Ack packets. The sender
responds to |l ost or marked DCCP-Ack packets by nodifying the Ack
Ratio sent to the receiver.

5. The sender acknow edges the receiver’s acknow edgenents at | east
once per congestion window. |If both half-connections are active,

the sender’s acknow edgenent of the receiver’s acknow edgenents is

included in the sender’s acknow edgenent of the receiver’s data

packets. |If the reverse-path half-connection is quiescent, the
sender sends at | east one DCCP-Dat aAck packet per congestion
wi ndow.

6. The sender estimates round-trip tinmes, either through keeping
track of acknow edgenment round-trip times as TCP does or through
explicit Timestanp options, and calculates a TinmeQut (TO val ue

much as the RTO (Retransnit Tinmeout) is calculated in TCP. The TO
det ermi nes when a new DCCP- Data packet can be transnitted when the

sender has been linited by the congestion wi ndow and no feedback
has been received fromthe receiver.

Connection Establishnent

Use of the Ack Vector is MANDATORY on CCID 2 hal f-connections, so the

sender MUST send a "Change R(Send Ack Vector, 1)" option to the
recei ver as part of connection establishnment. The sender SHOULD NOT

send data until it has received the corresponding "ConfirmL(Send Ack

Vector, 1)" fromthe receiver, except that it MAY send data on DCCP-
Request packets.

Congestion Control on Data Packets

CClI D 2’s congestion control mechani snms are based on those for SACK-
based TCP [ RFC3517], since the Ack Vector provides all the
information that might be transnmtted in SACK options.

A CCID 2 data sender maintains three integer paraneters neasured in
packets.
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1. The congestion w ndow "cwnd", which equals the maxi num nunber of
data packets allowed in the network at any tine. ("Data packet"
means any DCCP packet that contains user data: DCCP-Data, DCCP-
Dat aAck, and occasi onal | y DCCP- Request and DCCP- Response.)

2. The slowstart threshold "ssthresh", which controls adjustnents to
cwnd.

3. The pipe value "pipe", which is the sender’s estinmate of the
nunber of data packets outstanding in the network

These paraneters are mani pul ated, and their initial values

det ermi ned, according to SACK-based TCP' s behavi or, except that they
are neasured in packets, not bytes. The rest of this section

provi des nore specific guidance

The sender MAY send a data packet when pipe < cwnd but MJST NOT send
a data packet when pipe >= cwnd. Every data packet sent increases

pi pe by 1.

The sender reduces pipe as it infers that data packets have left the
networ k, either by being received or by being dropped. In
particul ar:

1. Acked data packets. The sender reduces pipe by 1 for each data
packet newly acknow edged as received (Ack Vector State 0 or State
1) by some DCCP- Ack

2. Dropped data packets. The sender reduces pipe by 1 for each data
packet it can infer as |ost due to the DCCP equival ent of TCP' s
"dupl i cate acknow edgenents". This depends on the NUVDUPACK
paraneter, the nunber of duplicate acknow edgenents needed to
infer a loss. The NUVMDUPACK paraneter is set to three, as is
currently the case in TCP. A packet Pis inferred to be |ost,
rat her than del ayed, when at | east NUMDUPACK packets transmitted
after P have been acknow edged as received (Ack Vector State 0 or
1) by the receiver. Note that the acknow edged packets foll ow ng
the hol e may be DCCP- Acks or other non-data packets.

3. Transnmit tineouts. Finally, the sender needs transmt tinmeouts,
handl ed |like TCP's retransm ssion tineouts, in case an entire
wi ndow of packets is lost. The sender estinmates the round-trip
time at nost once per wi ndow of data and uses the TCP al gorithns
for maintaining the average round-trip tine, nean deviation, and
ti meout value [RFC2988]. (If nore than one measurenent per
round-trip time was used for these cal culations, then the weights
of the averagers would have to be adjusted to ensure that the
average round-trip tine is effectively derived from neasurenents
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over multiple round-trip tines.) Because DCCP does not retransnit
data, DCCP does not require TCP's reconmended nini mumtineout of
one second. The exponential backoff of the tiner is exactly as in
TCP. \When a transmit tineout occurs, the sender sets pipe to
zero. The adjustnents to cwnd and ssthresh are descri bed bel ow

The sender MUST NOT decrenment pipe nore than once per data packet.
True duplicate acknow edgenents, for exanple, MJST NOT affect pipe.
The sender al so MUST NOT decrenent pipe again upon receiving

acknow edgenment of a packet previously inferred as |ost.

Furt hernore, the sender MJUST NOT decrenent pipe for non-data packets,
such as DCCP- Acks, even though the Ack Vector will contain

i nformation about them

Congestion events cause CCID 2 to reduce its congesti on wi ndow. A
congestion event contains at |east one |ost or marked packet. As in
TCP, two | osses or marks are considered part of a single congestion
event when the second packet was sent before the loss or mark of the
first packet was detected. As an approxinmation, a sender can
consider two losses or marks to be part of a single congestion event
when the packets were sent within one RTT estinmate of one another
using an RTT estimate current at the tinme the packets were sent. For
each congestion event, either indicated explicitly as an Ack Vector
State 1 (ECN-nmarked) acknow edgenent or inferred via "duplicate
acknow edgenents", cwnd is halved, then ssthresh is set to the new
cwnd. Ownd is never reduced bel ow one packet. After a tinmeout, the
slowstart threshold is set to cwnd/2, then cwnd is set to one
packet. \When hal ved, cwnd and ssthresh have their val ues rounded
down, except that cwnd is never |ess than one and ssthresh is never

| ess than two.

When cwnd < ssthresh, neaning that the sender is in slowstart, the
congestion window is increased by one packet for every two newy
acknow edged data packets with Ack Vector State 0 (not ECN marked),
up to a maxi num of Ack Ratio/2 packets per acknow edgenent. This is
a nodified formof Appropriate Byte Counting [ RFC3465] that is
consistent with TCP's current standard (which does not include byte
counting), but allows CCID 2 to increase as aggressively as TCP when
CCID 2's Ack Ratio is greater than the default value of two. Wen
cwnd >= ssthresh, the congestion window is increased by one packet
for every wi ndow of data acknow edged w t hout |ost or marked packets.
The cwnd paraneter is initialized to at nost four packets for new
connections, following the rules from|[RFC3390]; the ssthresh
paraneter is initialized to an arbitrarily high val ue.

Senders MAY use a form of rate-based paci ng when sending nmultiple

data packets liberated by a single ack packet, rather than sending
all liberated data packets in a single burst.
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5.1. Response to ldle and Application-Limted Periods

CCID 2 is designed to follow TCP' s congestion control nechanisns to
the extent possible, but TCP does not have conpl ete standardization
for its congestion control response to idle periods (when no data
packets are sent) or to application-limted periods (when the sending
rate is less than that allowed by cwnd). This section is a brief
guide to the standards for TCP in this area

For idle periods, [RFC2581] recommends that the TCP sender SHOULD
slowstart after an idle period, where an idle period is defined as a
peri od exceeding the tineout interval. [RFC2861], currently
Experimental, suggests a slightly nore noderate nechani sm where the
congestion window is halved for every round-trip tine that the sender
has remai ned idle.

There are currently no standards governing TCP's use of the
congestion wi ndow during an application-linmted period. In
particular, it is possible for TCP's congestion wi ndow to grow quite
| arge during a | ong uncongested period when the sender is application
limted, sending at a lowrate. [RFC2861] essentially suggests that
TCP' s congestion wi ndow not be increased during application-linted
peri ods when the congestion windowis not being fully utilized.

5.2. Response to Data Dropped and Sl ow Recei ver

DCCP' s Data Dropped option lets a receiver declare that a packet was
dropped at the end host before delivery to the application -- for

i nstance, because of corruption or receive buffer overflow DCCP s
Sl ow Receiver option lets a receiver declare that it is having
troubl e keeping up with the sender’s packets, although nothing has
yet been dropped. CCID 2 senders respond to these options as
described in [RFC4340], with the following further clarifications.

0o Drop Code 2 ("receive buffer drop"). The congestion wi ndow "cwnd"
is reduced by one for each packet newly acknow edged as Drop Code
2, except that it is never reduced bel ow one.

0 Exiting slow start. The sender MUST exit slow start whenever it
receives a relevant Data Dropped or Slow Receiver option

5.3. Packet Size

CCID 2 is optimzed for applications that generally use a fixed
packet size and vary their sending rate in packets per second in
response to congestion. CCID 2 is not appropriate for applications
that require a fixed interval of tinme between packets and vary their
packet size instead of their packet rate in response to congestion
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CCID 2 nmaintains a congestion wi ndow i n packets and does not increase
t he congestion window in response to a decrease in the packet size.
However, some attention might be required for applications using CClD
2 that vary their packet size not in response to congestion, but in
response to other application-level requirenents.

CCID 2 inplenentati ons MAY check for applications that appear to be
mani pul ati ng the packet size inappropriately. For exanple, an
application night send small packets for a while, building up a fast
rate, then switch to | arge packets to take advantage of the fast
rate. (Prelimnary simulations indicate that applications may not be
able to increase their overall transfer rates this way, so it is not
clear that this manipulation will occur in practice [V03].)

6. Acknow edgenents

CClI D 2 acknow edgenents are generally paced by the sender’s data
packets. Each required acknow edgenment MJST contain Ack Vector
options that declare exactly which packets arrived and whet her those
packets were ECN marked. Acknow edgenent data in the Ack Vector
options SHOULD generally cover the receiver’s entire Acknow edgenent
W ndow, see [RFC4340], Section 11.4.2. Any Data Dropped options
SHOULD I i kewi se cover the receiver’s entire Acknow edgenment W ndow.

CCI D 2 senders use DCCP's Ack Ratio feature to influence the rate at
whi ch receivers generate DCCP-Ack packets, thus controlling reverse-
path congestion. This differs from T TCP, which presently has no
congestion control for pure acknow edgenent traffic. CCID 2 s
reverse-path congestion control does not try to be TCP friendly; it
just tries to avoid congestion collapse, and to be sonewhat better
than TCP is in the presence of a high packet loss or nmark rate on the
reverse path. The default Ack Ratio is two, and CCID 2 with this Ack
Rati o behaves like TCP with del ayed acks. [RFC4340], Section 11.3,
describes the Ack Ratio in nore detail, including its relationship to
acknow edgenent paci ng and DCCP- Dat aAck packets. This docunent’s
Section 6.1.1 describes how a CCID 2 sender detects |ost or marked
acknow edgenents, and Section 6.1.2 describes how it changes the Ack
Rati o.

6.1. Congestion Control on Acknow edgenents

When Ack Ratio is R, the receiver sends one DCCP-Ack packet per R
data packets, nore or less. Since the sender sends cwnd data packets
per round-trip tinme, the acknow edgenent rate equal s cwnd/ R DCCP- Acks
per round-trip tinme. The sender keeps the acknow edgenent rate
roughly TCP friendly by nonitoring the acknow edgenment stream for

| ost and marked DCCP- Ack packets and nodi fying R accordingly. For
every RTT containing a DCCP- Ack congestion event (that is, a lost or
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mar ked DCCP- Ack), the sender hal ves the acknow edgenent rate by
doubling Ack Ratio; for every RTT containing no DCCP- Ack congestion
event, it additively increases the acknow edgenent rate through
gradual decreases in Ack Ratio.

6.1.1. Detecting Lost and Marked Acknow edgenents

Al'l packets fromthe receiver contain sequence nunbers, so the sender
can detect both | osses and marks on the receiver’'s packets. The
sender infers receiver packet loss in the same way that it infers

| osses of its data packets: a packet fromthe receiver is considered
| ost after at |east NUVDUPACK packets with greater sequence nunbers
have been received.

DCCP- Ack packets are generally small, so they might inpose |ess |oad
on congested network |inks than DCCP-Data and DCCP- Dat aAck packets.
For this reason, Ack Ratio depends on | osses and marks on the

recei ver’'s non-data packets, not on aggregate |osses and narks on all
of the receiver’s packets. The non-data packet category consists of
t hose packet types that cannot carry application data: DCCP-Ack,
DCCP- d ose, DCCP-d oseReq, DCCP- Reset, DCCP-Sync, and DCCP- SyncAck
The sender can easily distinguish non-data marks from ot her marKks.
This is harder for |osses, though, since the sender can’t always know
whet her a | ost packet carried data. Unless it has better

i nformati on, the sender SHOULD assune, for the purpose of Ack Ratio
calculation, that every |ost packet was a non-data packet. Better
information is available via DCCP's NDP Count option, if necessary.
(Appendi x B di scusses the costs of m staking data packet |oss for
non- dat a packet |o0ss.)

A receiver that inplenents its own acknow edgenent congestion contro
i ndependent of Ack Ratio SHOULD NOT reduce its DCCP- Ack
acknow edgenent rate due to |l osses or narks on its data packets.

6.1.2. Changing Ack Ratio

Ack Ratio always neets three constraints: (1) Ack Ratio is an
integer. (2) Ack Ratio does not exceed cwnd/2, rounded up, except
that Ack Ratio 2 is always acceptable. (3) Ack Ratio is two or nore
for a congestion wi ndow of four or nore packets.

The sender changes Ack Ratio within those constraints as foll ows.
For each congestion wi ndow of data with | ost or marked DCCP- Ack
packets, Ack Ratio is doubled; and for each cwnd/ (R*2 - R
consecutive congestion wi ndows of data with no | ost or marked DCCP-
Ack packets, Ack Ratio is decreased by 1. (See Appendix A for the
derivation.) Changes in Ack Ratio are signalled through feature
negoti ati on; see [ RFC4340], Section 11.3.
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For a constant congestion wi ndow, this gives an Ack sending rate that
is roughly TCP friendly. O course, cwnd usually varies over tine;
the dynamics will be rather conplex, but roughly TCP friendly. W
recomend that the sender use the nobst recent value of cwnd when
determ ni ng whether to decrease Ack Ratio by 1.

The sender need not keep Ack Ratio conpletely up to date. For
instance, it MAY rate-linit Ack Ratio renegotiations to once every
four or five round-trip times, or to once every second or two. The
sender SHOULD NOT attenpt to renegotiate the Ack Ratio nore than once
per round-trip time. Additionally, it MAY enforce a m ni num Ack
Ratio of two, or it MAY set Ack Ratio to one for half-connections
with persistent congestion windows of 1 or 2 packets.

Putting it all together, the receiver always sends at |east one
acknow edgenment per w ndow of data when cwnd = 1, and at |east two
acknow edgenents per w ndow of data otherwi se. Thus, the receiver
could be sending two ack packets per w ndow of data even in the face
of very heavy congestion on the reverse path. W would note,
however, that if congestion is sufficiently heavy, all the ack
packets are dropped, and then the sender falls back on an
exponentially backed-off tineout, as in TCP. Thus, if congestion is
sufficiently heavy on the reverse path, then the sender reduces its
sending rate on the forward path, which reduces the rate on the
reverse path as well.

6.2. Acknow edgenents of Acknow edgenents

An active sender DCCP A MUST occasionally acknow edge its peer DCCP
B's acknow edgenents so that DCCP B can free up Ack Vector state.
When both hal f-connections are active, A s acknow edgenents of B's
acknow edgenents are autonatically contained in A's acknow edgenents
of B's data. |If the B-to-A half-connection is quiescent, however,
DCCP A nmust occasionally send acknow edgenents proactively, such as
by sendi ng a DCCP- Dat aAck packet that includes an Acknow edgenent
Nunmber in the header.

An active sender SHOULD acknow edge the receiver’s acknow edgenents
at |l east once per congestion window. O course, the sender’s
application nmight fall silent. This is no problem when neither side
is sending data, a sender can wait arbitrarily | ong before sending an
ack.
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6.2.1. Deternining Quiescence

This section describes howa CCID 2 receiver deternines that the
correspondi ng sender is not sending any data and therefore has gone
qui escent. See [RFC4340], Section 11.1, for general information on
qui escence.

Let T equal the greater of 0.2 seconds and two round-trip tines.
(The receiver may know the round-trip time in its role as the sender
for the other half-connection. |If it does not, it should use a
default RTT of 0.2 seconds, as described in [RFC4340], Section 3.4.)
Once the sender acknow edges the receiver’'s Ack Vectors and the
sender has not sent additional data for at |east T seconds, the
receiver can infer that the sender is quiescent. More precisely, the
receiver infers that the sender has gone qui escent when at least T
seconds have passed wi thout receiving any data fromthe sender, and
when the sender has acknow edged receiver Ack Vectors covering al
dat a packets received at the receiver

7. Explicit Congestion Notification

CCI D 2 supports Explicit Congestion Notification (ECN) [RFC3168].

The sender will use the ECN Nonce for data packets, and the receiver
will echo those nonces in its Ack Vectors, as specified in [ RFC4340],
Section 12.2. Information about nmarked packets is also returned in
the Ack Vector. Because the information in the Ack Vector is
reliably transferred, DCCP does not need the TCP flags of ECN Echo
and Congesti on W ndow Reduced

For unmar ked data packets, the receiver conputes the ECN Nonce Echo
as in [RFC3540] and returns it as part of its Ack Vector options.
The sender SHOULD check these ECN Nonce Echoes agai nst the expected
val ues, thus protecting against the accidental or malicious

conceal ment of marked packets.

Because CCID 2 acknow edgenents are congestion controlled, ECN nmay
al so be used for its acknow edgenents. In this case we do not nake
use of the ECN Nonce, because it would not be easy to provide
protection agai nst the conceal ment of marked ack packets by the
sender, and because the sender does not have nuch notivation for

| ying about the mark rate on acknow edgenents.

8. Options and Features

DCCP's Ack Vector option, and its ECN Capable, Ack Ratio, and Send
Ack Vector features, are relevant for CCID 2.

Fl oyd & Kohl er St andards Track [ Page 12]



RFC 4341 DCCP CCl D2 March 2006

9.

10.

10.

10.

Security Considerations

Security considerations for DCCP have been discussed in [ RFC4340],
and security considerations for TCP have been di scussed in [ RFC2581].

[ RFC2581] di scusses ways in which an attacker could inpair the
performance of a TCP connection by dropping packets, or by forging
extra duplicate acknow edgenents or acknow edgenents for new dat a.
We are not aware of any new security considerations created by this
docunent in its use of TCP-like congestion control

| ANA Consi der ati ons

This specification defines the value 2 in the DCCP CCl D nanmespace
managed by I ANA. This assignnment is also nentioned in [ RFC4340].
CCID 2 also introduces three sets of nunmbers whose val ues shoul d be
al l ocated by I ANA; nanely, CCI D 2-specific Reset Codes, option types,
and feature nunbers. These ranges will prevent any future CCID
2-specific allocations frompolluting DCCP's correspondi ng gl oba
nanespaces; see [RFC4340], Section 10.3. However, this docunent
makes no particular allocations fromany range, except for
experinmental and testing use [RFC3692]. W refer to the Standards
Action policy outlined in [ RFC2434].

1. Reset Codes

Each entry in the DCCP CCID 2 Reset Code registry contains a CCD
2-specific Reset Code, which is a nunber in the range 128-255; a
short description of the Reset Code; and a reference to the RFC
defining the Reset Code. Reset Codes 184-190 and 248-254 are
permanent|ly reserved for experinental and testing use. The renaining
Reset Codes -- 128-183, 191-247, and 255 -- are currently reserved
and shoul d be allocated with the Standards Action policy, which
requires | ESG revi ew and approval and standards-track | ETF RFC
publ i cati on.

2. Option Types

Each entry in the DCCP CCID 2 option type registry contains a CCl D
2-specific option type, which is a nunber in the range 128-255; the
nane of the option; and a reference to the RFC defining the option
type. Option types 184-190 and 248-254 are permanently reserved for
experinental and testing use. The remaining option types -- 128-183,
191- 247, and 255 -- are currently reserved and shoul d be all ocated
with the Standards Action policy, which requires | ESG review and
approval and standards-track | ETF RFC publicati on.
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10.

11.

3. Feature Nunbers

Each entry in the DCCP CCID 2 feature nunber registry contains a CCID
2-specific feature nunber, which is a nunber in the range 128-255

the nane of the feature; and a reference to the RFC defining the
feature nunber. Feature nunbers 184-190 and 248-254 are permanently
reserved for experinental and testing use. The renmining feature
nunbers -- 128-183, 191-247, and 255 -- are currently reserved and
shoul d be allocated with the Standards Action policy, which requires

| ESG revi ew and approval and standards-track | ETF RFC publi cation

Thanks

We thank Mark Handl ey and Jitendra Padhye for their help in defining
CC D 2. W also thank Mark Al |l man, Aaron Falk, N ls-Erik Mttsson,
Greg Mnshall, Arun Venkataramani, Magnus Westerlund, and nenbers of
the DCCP Working G oup for feedback on this docunent.
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A

Appendi x: Derivation of Ack Rati o Decrease

This section justifies the algorithmfor increasing and decreasing
the Ack Ratio given in Section 6.1.2.

The congestion avoi dance phase of TCP hal ves the cwnd for every

wi ndow with congestion. Sinilarly, CCID 2 doubles Ack Ratio for
every wi ndow with congestion on the return path, roughly halving the
DCCP- Ack sending rate.

The congestion avoi dance phase of TCP increases cwnd by one MSS for
every congestion-free wi ndow Wen this congestion avoi dance
behavior is applied to acknow edgenent traffic, this would correspond
to increasing the number of DCCP- Ack packets per wi ndow by one after
every congestion-free wi ndow of DCCP- Ack packets. W cannot achieve
this exactly using Ack Ratio, since it is an integer. Instead, we
nmust decrease Ack Ratio by one after K wi ndows have been sent wi thout
a congestion event on the reverse path, where Kis chosen so that the
| ong-term nunber of DCCP- Ack packets per congestion w ndow is roughly
TCP friendly, followi ng AlMD congestion control.

In CCID 2, rough TCP-friendliness for the ack traffic can be
acconpl i shed by setting Kto cwnd/ (R*2 - R), where Ris the current
Ack Rati o.

This result was cal cul ated as foll ows:

R = Ack Ratio = # data packets / ack packets, and
W = Congestion Wndow = # data packets / w ndow, SO
WR = # ack packets / w ndow.

Requirement: Increase WR by 1 per congestion-free wi ndow. Since
we can only reduce R by increnents of one, we find K so that,
after K congestion-free wi ndows, WR + K would equal W(R-1).

(WR + K
K

W(R-1), so
W(R1) - WR=W(R'2 - R).

Appendi x: Cost of Loss Inference M stakes to Ack Ratio

As discussed in Section 6.1.1, the sender often cannot deterni ne
whet her | ost packets carried data. This hinders its ability to

separate non-data | oss events fromother | oss events. |n the absence
of better information, the sender assunes, for the purpose of Ack
Ratio calculation, that all |ost packets were non-data packets. This

may overestimte the non-data | oss event rate, which can lead to a
too-high Ack Ratio, and thus to a too-slow acknow edgenent rate. All
acknow edgenent information will still get through -- DCCP
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acknow edgenents are reliable -- but acknow edgenent information wll
arrive in a burstier fashion. Absent sonme form of rate-based pacing,
this could lead to increased burstiness for the sender’s data
traffic.

There are several cases when the problemof an overly-high Ack Ratio,
and the resulting increased burstiness of the data traffic, will not
arise. In particular, call the receiver DCCP B and the sender DCCP

A

o0 The problemwon't arise unless DCCP B is sending a significant
amount of data itself. Wen the B-to-A hal f-connection is
qui escent or low rate, nost packets sent by DCCP B will, in fact,
be pure acknow edgenents, and DCCP A’ s estimate of the DCCP-Ack
loss rate will be reasonably accurate.

o0 The problemwon't arise if DCCP B habitually piggybacks
acknow edgenent infornmation on its data packets. The piggybacked
acknow edgenents are not limted by Ack Ratio, so they can arrive
frequently enough to prevent burstiness.

0 The problemwon't arise if DCCP A's sending rate is |low, since
burstiness isn't a problemat |ow rates.

0 The problemwon't arise if DCCP B's sending rate is high relative
to DCCP A's sending rate, since the B-to-A loss rate nust be | ow
to support DCCP B's sending rate. This bounds the Ack Ratio to
reasonabl e val ues even when DCCP A | abels every | oss as a DCCP-
Ack | oss.

0 The problemwon't arise if DCCP B sends NDP Count options when
appropriate (the Send NDP Count/B feature is true). Then the
sender can use the receiver’s NDP Count options to detect, in nost
cases, whether |ost packets were data packets or DCCP- Acks.

o Finally, the problemwon’'t arise if DCCP A rate-paces its data
packets.

This | eaves the case when DCCP B is sending roughly the sane anmount
of data packets and non-data packets, w thout NDP Count options, and
with all acknow edgenent information in DCCP-Ack packets. We now
quantify the potential cost, in terns of a too-large Ack Ratio, due
to the sender’s m sclassifying data packet | osses as DCCP- Ack | osses.
For sinmplicity, we assume an environnent of |arge-scale statistica
mul ti pl exi ng where the packet drop rate is independent of the sending
rate of any individual connection.
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Assunme that when DCCP A correctly counts non-data | osses, Ack Ratio
is set so that B-to-A data and acknow edgenent traffic both have a
sending rate of D packets per second. Then when DCCP A incorrectly
counts data | osses as non-data | osses, the sending rate for the
B-to-A data traffic is still D pps, but the reduced sending rate for
the B-to-A acknow edgenent traffic is f*D pps, with f < 1. Let the
packet |oss rate be p. The sender incorrectly estimtes the non-data
loss rate as (pDtpfD)/fD, or, equivalently, as p(1 + 1/f). Because

t he congestion control mechani smfor acknow edgement traffic is
roughly TCP friendly, and therefore the non-data sending rate and the
data sending rate both grow as 1/sqrt(x) for x the packet drop rate,
we have

fOD = sqrt(p)/sqrt(p(l + 1/f)),
SO
fr2 = 1/(1 + 1/f).

Solving, we get f = 0.62. |If the sender incorrectly counts |ost data
packets as non-data in this scenario, the acknow edgenent rate is
decreased by a factor of 0.62. This would result in a noderate
increase in burstiness for the A-to-B data traffic, which could be
mtigated by sendi ng NDP Count options or piggybacked

acknow edgenents, or by rate-pacing out the data.
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