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Abstr act

Thi s docunent specifies a method for encapsul ating and transmitting

| Pv4/ 1 Pv6 and Address Resol ution Protocol (ARP) packets over
InfiniBand (IB). It describes the link-layer address to be used when
resolving the | P addresses in | P over InfiniBand (IPolB) subnets.

The docunent al so describes the napping fromIP nulticast addresses
to InfiniBand nulticast addresses. |In addition, this docunent
defines the setup and configuration of |PolB |inks.
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1. Introduction

The I nfiniBand specification [IBTA] can be found at
http://ww. i nfinibandta.org. The docunent [ RFC4392] provides a short
overvi ew of InfiniBand architecture (IBA) along with considerations
for specifying | P over InfiniBand networks.

| BA defines multiple nodes of transport over which | P may be

i npl emented. The Unreliable Datagram (UD) transport node best

mat ches the needs of |IP and the need for universality as described in
[ RFC4392] .

Thi s docunent specifies |PolB over 1B s UD node. The inplementation
of I P subnets over IB s other transport nechanisns is out of scope of
this docunent.

Thi s docunent describes the necessary steps required in order to |ay
out an IP network on top of an IB network. It describes all the

el ements of an IPolB link, howto configure its associated
attributes, and how to set up basic broadcast and multicast services
for it.

It further describes |IP address resol ution and the encapsul ati on of
| P and Address Resol ution Protocol (ARP) packets in InfiniBand frane.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. | P over UD Mbde

The unreliabl e datagram node of conmuni cation is supported by all IB
el ements be they IB routers, Host Channel Adapters (HCAs), or Target
Channel Adapters (TCAs). 1In addition to being the only universa

transm ssion nethod, it supports nulticasting, partitioning, and a
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32-bit Cyclic Redundancy Check (CRC) [IBTA]. Though nmulticasting
support is optional in IB fabrics, IPolB architecture requires the
participating conmponents to support it.

Al'l 1Pol B inplenentations MIST support |IP over the UD transport node
of | BA.

3. I nfini Band Dat al i nk

An I B subnet is forned by a network of |B nodes interconnected either
directly or via IB switches. |B subnets may be connected using I B
routers to forma fabric nade of nultiple IB subnets. Nodes residing
in different I B subnets can comunicate directly with one another
through IB routers at the IB network layer. Miltiple |IP subnets may
be overlaid over this |IB network.

An | P subnet is configured over a comunication facility or medi um
over which nodes can conmunicate at the "link" layer [IPV6]. For
exanpl e, an ethernet segnent is a link formed by interconnected

swi t ches/ hubs/ bridges. The segnment is therefore defined by the

physi cal topology of the network. This is not the case with | PolB

| Pol B subnets are built over an abstract "link". The link is defined
by its nenbers and common characteristics such as the P_Key, |ink
MIU, and the Q Key.

Any two ports using UD communication node in an IB fabric can
conmuni cate only if they are in the sane partition (i.e., have the
same P_Key and the sanme Q Key) [RFC4392]. The link MIU provides a
limt to the size of the payload that may be used. The packet
transmi ssion and routing within the IB fabric are also affected by
additi onal parameters such as the traffic class (T ass), hop linit
(HopLimit), service level (SL), and the flow |l abel (Fl owLabel)

[ RFC4392]. The determnination and use of these values for |PolB
communi cati on are described in the foll ow ng sections.

4., Multicast Mapping

IBidentifies multicast groups by the Milticast G obal Identifiers
(M3 Ds), which follow the sane rules as | Pv6 nmulticast addresses.
Hence the MAd Ds foll ow the sane rul es regardi ng the transient
addresses and scope bits albeit in the context of the IB fabric. The
resultant address therefore resenbles IPv6 nulticast addresses. The
docunents [IBTA, RFC4392] give a detailed description of IB

nmul ti cast.

The 1 PolB rmulticast mapping is depicted in figure 1. The sane

mappi ng function is used for both IPv4 and | Pv6 except for the | PolB
signature field.
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Unl ess explicitly stated, all addresses and fields in the protocol
headers in this docunent are stored in the network byte order.

| 8 | 4] 4] 16 bits | 16 bits | 80 bits |

Hom - - TSI Uy Fomm e e o o e - +

[ 11111111| 0001]| scop| <l Pol B si gnature>| < P_Key >| group ID |

E R B T T T T [ TS e e e e +
Figure 1

Since an MA D allocated for transporting IP nmulticast datagrans is
considered only a transient |ink-layer nulticast address [RFC4392],
all 1B MdDs allocated for |PolB purpose MIST set T-flag to 1 [I|BTA].

A special signature is enbedded to identify the MA@ D for |PolB use
only. For IPv4 over IB, the signature MJST be "0x401B'. For |Pv6
over | B, the signature MJST be "0x601B".

The IP nulticast address is used together with a given | PolB Iink

P Key to formthe MAd D of the IB nulticast group. For IPv6 the |ower
80-bit of the group IDis used directly in the lower 80-bit of the
M3 D. For IPv4, the group IDis only 28-bit long, and is placed
directly in the lower 28 bits of the M@ D. The rest of the group ID
bits inthe MAdD are filled with 0.

E.g., on an IPolB link that is fully contained within a single IB
subnet with a P_Key of 0x8000, the Mad Ds for the all-router multicast
group with group ID 2 [ AARCH, |GW3] are:

FF12: 401B: 8000::2, for IPv4 in conpressed format, and
FF12: 601B: 8000::2, for I1Pv6 in conpressed fornat.

A special case exists for the IPv4 linmted broadcast address
"255. 255. 255. 255" [HOSTS]. The address SHALL be mapped to the
"broadcast-G3 D', which is defined as foll ows:

| 8 | 4] 4] 16 bits | 16 bits | 48 bits | 32 bits |

E R o e e e e e e [ TS [ T [ TS +

[ 11111111] 0001] scop| 0100000000011011| < P_Key >|00....... Ol <all 1's>|

Fomm e o - B ey f S S f S +
Figure 2

Al MJdDs used in the |IPol B subnet MUST use the sane scop bits as in
t he correspondi ng broadcast-d D.
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4, 1. Broadcast-Qd D Paraneters

The broadcast-G D is set up with the follow ng attributes:

1.

P_Key

A "Full Menbership" P_Key (high-order bit is set to 1) MJST be
used so that all nmenbers may conmuni cate with one anot her.

Q Key

It is RECOWENDED that a controlled Q Key be used with the
hi gh-order bit set. This is to prevent non-privileged
software from fabricating and sendi ng out bogus | P datagrans.

| B MIU

The val ue assigned to the broadcast-d D nust not be greater
than any physical |ink MU spanned by the | Pol B subnet.

The following attributes are required in nulticast transm ssions and
al so in unicast transmissions if an I PolB link covers nore than a
single I B subnet.

4.

O her paraneters

The selection of Td ass, FlowLabel, and HopLimt values is

i npl enent ati on dependent. But it nust take into account the
topol ogy of 1B subnets conmprising the IPolIB link in order to
al | ow successful comuni cation between any two nodes in the
sane | Pol B |ink.

An SL al so needs to be assigned to the broadcast-G@ D. This SL
is used in all nmulticast comunication in the subnet.

The broadcast-A@ D s scope bits need to be set based on whet her
the IPolB link is confined within an I B subnet or the |PolB
link spans nultiple IB subnets. A default of |ocal-subnet
scope (i.e., 0x2) is RECOWENDED. A node night determ ne the
scope bits to use by interactively searching for a broadcast -
G D of ever greater scope by first starting with the |ocal -
scope. O, an inplenentation mght include the scope bits as
a configuration paraneter.

Chu & Kashyap St andards Track [ Page 5]



RFC 4391 I P over InfiniBand (I Pol B) April 2006

5. Setting Up an | Pol B Link

The broadcast-G D, as defined in the previous section, MIST be set up
for an | Pol B subnet to be forned. Every |IPolB interface MJST
"Ful | Menber” join the IB nulticast group defined by the broadcast-

G D This nmulticast group will henceforth be referred to as the
broadcast group. The join operation returns the MIU, the Q Key, and
ot her paraneters associated with the broadcast group. The node then
associ ates the paranmeters received as a result of the join operation
with its IPolB interface. The broadcast group al so serves to provide
a link-layer broadcast service for protocols |like ARP, net-directed,
subnet-directed, and all-subnets-directed broadcasts in | Pv4 over |IB
net wor ks.

The join operation is successful only if the Subnet Manager (SM
determ nes that the joining node can support the MIU registered with
t he broadcast group [RFC4392] ensuring support for a conmmon |ink MIU
The SM al so ensures that all the nodes joining the broadcast-A@ D have
pat hs to one another and can therefore send and receive uni cast
packets. It further ensures that all the nodes do indeed forma
multicast tree that allows packets sent fromany nenber to be
replicated to every other menber. Thus, the IPolB link is forned by
the 1 Pol B nodes joining the broadcast group. There is no physica
demarcation of the IPolB Iink other than that deternined by the
broadcast group nenbership.

The P_Key is a configuration paraneter that nmust be known before the
broadcast-G D can be formed. For a node to join a partition, one of
its ports nust be assigned the rel evant P_Key by the SM[RFC4392].

The nmet hod of creation of the broadcast group and the
assignnent/choice of its paraneters are up to the inplenentation

and/ or the adnministrator of the |PolB subnet. The broadcast group
may be created by the first I PolB node to be initialized, or it can
be created adnministratively before the I PolB subnet is set up. It is
RECOMVENDED t hat the creation and del etion of the broadcast group be
under adninistrative control

I nfini Band mul ti cast managenent, which includes the creation
joining, and leaving of 1B nulticast groups by IB nodes, is described
in [ RFC4392].

6. Frame Format

Al 1P and ARP datagrans transported over InfiniBand are prefixed by
a 4-octet encapsul ation header as illustrated bel ow.
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2 3
012345678901
s S S SRS S S o

+ ©

+
|
Reserved |
|
+

Fi gure 3

The "Reserved" field MIST be set to zero on send and i gnored on
recei ve unless specified differently in a future docunent.

The "Type" field SHALL i ndicate the encapsul ated protocol as per the
foll owi ng table.

Fom e e - B S +
| Type | Pr ot ocol

|- |
| 0x800 | | Pv4 |
e |
| 0x806 | ARP |
oo |
| 0x8035 | RARP |
R R AT EE T |
| 0x86DD | | Pv6 |
o e e e e e oo +

Table 1

These val ues are taken fromthe "ETHER TYPE" nunbers assi gned by

I nternet Assigned Numbers Authority (1ANA) [IANA]. O her network
protocols, identified by different values of "ETHER TYPE', nay use
t he encapsul ation format defined herein, but such use is outside of
the scope of this docunent.

| <------ | B Frame headers -------- >| <- Payload ->|<- IBtrailers ->

Fommanan Feoemman T T e N T ommanan +

| Local | | Base | Dat agr am | 4-oct et |

| Routing] GRH* | Transport| Ext ended | header | I nvari ant | Vari ant |

| Header | Header | Header | Transport | + | CRC | CRC

| | | | Header | | P/ ARP | |

N Foonnnn N N N N N +
Figure 4

Figure 4 depicts the IB frame encapsul ating an | P/ ARP datagram The
I nfini Band specification requires the use of d obal Routing Header

Chu & Kashyap St andards Track [ Page 7]



RFC 4391 I P over InfiniBand (I Pol B) April 2006

(CGRH) [RFC4392] when multicasting or when an | nfini Band packet
traverses fromone | B subnet to another through an IB router. |Its
use is optional when used for unicast transm ssion between nodes
within an I B subnet. The I PolB inplenentation MUST be able to handl e
packets received with or without the use of GRH

7. Maxi mum Transmi ssion Unit

IB MIU: The IB conponents, that is, IB links, sw tches, Channel
Adapters (CAs), and IB routers, may support maxi num payl oads of
256, 512, 1024, 2048, or 4096 octets. The nmaxi num | B payl oad
supported by the I B conponents in any IB path is the IB MIU for
t he path.

| Pol B-Link MIU: The I PolB-l1ink MU is the MIU val ue associated with
t he broadcast group. The IPolB-lIink MU can be set to any val ue
up to the smallest 1B MIU supported by the | B conponents
conprising the I PolB Iink.

In order to reduce problens with fragnentati on and pat h- MTU

di scovery, this docunent requires that all |PolB inplenentations
support an MIU of 2044 octets, that is, a 2048-octet |PolB-1ink MU
m nus the 4-octet encapsul ation overhead. Larger and smaller MIUs
MAY be supported subject to other existing MU requirenments [|PV6],
but the default configuration nmust support an MIU of 2044 octets.

8. I Pv6 Statel ess Autoconfiguration

I B architecture associates an EU -64 identifier termed the G obally
Uni que ldentifier (GQJ D) [RFC4392, |IBTA] with each port. The Loca
Identifier (LID) is unique within an |IB subnet only.

The interface identifier may be chosen fromthe foll ow ng:
1) The EU -64-conpliant GU D assigned by the manufacturer

2) If the I PolB subnet is fully contained within an |IB subnet, any
of the unique 16-bit LIDs of the port associated with the |PolB
i nterface.

The LID values of a port may change after a reboot/power-cycle
of the IB node. Therefore, if a persistent value is desired,
it would be prudent not to use the LIDto formthe interface
identifier.

On the other hand, the LID provides an identifier that can be

used to create a nore anonynous | Pv6 address since the LIDis
not globally unique and is subject to change over tine.
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It is RECOWENDED that the |ink-1ocal address be constructed fromthe
port’s EU -64 identifier as given bel ow.

[AARCH] requires that the interface identifier be created in the
"Mdified EU -64" format when derived froman EU -64 identifier
[IBTA] is unclear if the GU D should use | EEE EU -64 format or the
"Modified EU -64" format. Therefore, when creating an interface
identifier fromthe GU D, an inplenmentation MJUST do the follow ng:

=> Determne if the GUDis a nodified EU -64 identifier ("u" bit
is toggl ed) as defined by [ AARCH|

=> |f the QU Dis a nodified EU -64 identifier, then the "u" bit
MUST NOT be toggled when creating the interface identifier

=>|f the GQUDis an unnodified EU -64 identifier, then the "u"
bit MJST be toggled in conpliance with [ AARCH|

8.1. |Pv6 Link-Local Address

The I Pv6 link-local address for an IPolB interface is forned as
described in [AARCH using the interface identifier as described in
the previous section

9. Address Mapping - Unicast

Address resolution in IPv4 subnets is acconplished through Address
Resol ution Protocol (ARP) [ARP]. It is acconplished in |IPv6 subnets
usi ng the Nei ghbor Discovery protocol [D SC

9.1. Link Information

An | nfini Band packet over the UD node includes multiple headers such
as the LRH (local route header), GRH (gl obal route header), BTH (base
transport header), DETH (datagram extended transport header) as
depicted in figure 4 and specified in the InfiniBand architecture
[IBTA]. Al these headers conprise the link-layer in an |IPolB |ink

The paraneters needed in these | BA headers constitute the Iink-Iayer

i nformati on that needs to be deternined before an I P packet may be
transmtted across the I PolB |ink
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The paraneters that need to be deternmined are as foll ows:
a) LID

The LID is always needed. A packet always includes the LRH
that is targeted at the renote node’s LID, or an IB router’s
LIDto get to the renpte node in another |B subnet.

b) dobal Identifier (QD)

The G D is not needed when exchanging information within an I B
subnet though it nay be included in any packet. It is an

absol ute necessity when transmitting across the | B subnet since
the IB routers use the G Dto correctly forward t he packets.
The source and destination G Ds are fields included in the GRH

The G D, if formed using the GU D, can be used to unanbi guously
identify an endpoint.

c) Queue Pair Number (QPN)

Every unicast UD conmunication is always directed to a
particul ar queue pair (QP) at the peer.

d) QKey

A QKey is associated with each Unreliable Datagram QPN. The
recei ved packets nust contain a Q Key that matches the QP s
Q Key to be accepted.

e) P_Key

A successful comunication between two | B nodes using UD node
can occur only if the two nodes have conpatible P_Keys. This
is referred to as being in the sane partition [|BTA]

f) SL

Every | BA packet contains an SL value. A path in IBAis
defined by the three-tuple (source LID, destination LID, SL).
The SL in turns is mapped to a virtual lane (VL) at every CA
switch that sends/forwards the packet [RFC4392]. Miltiple SLs
may be used between two endpoints to provide for |oad

bal ancing. SLs may be used for providing a Quality of Service
(QS) infrastructure, or may be used to avoid deadl ocks in the
| BA fabric.
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Anot her auxiliary piece of information, not included in the |BA
headers, is the follow ng:

g) Path rate

| BA defines multiple Iink speeds. A higher-speed transnitter
can swanp switches and the CAs. To avoid such congestion

every source transmitting at greater than 1x speeds is required
to determine the "path rate" before the data nay be transmitted
[1BTA].

9.1.1. Link-Layer Address/Hardware Address

Though the list of information required for a successful transnmitta

of an | Pol B packet is large, not all the information need be

determ ned during the I P address resol ution process.

The 20-octet IPolB |Iink-layer address used in the source/target

link-layer address option in |IPv6 and the "hardware address" in

| Pv4/ ARP has the same format.

The format is as described bel ow
0 1 2 3
01234567890123456789012345678901
T S T S S S T it S S it i

Reserved | Queue Pair Number
B T T o S T o il s S S S S S i S il i

.
\ \
\ ap \
\ \
|+- B T i i S S i S R ik s S S S S S +-L
Figure 5
a) Reserved Fl ags
These 8 bits are reserved for future use. These bits MJST be

set to zero on send and ignored on receive unless specified
differently in a future docunent.
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PN

Every uni cast conmunication in IB architecture is directed to a
specific QP [IBTA]. This QP nunber is included in the |ink
description. Al |IP communication to the relevant |PolB
interface MUST be directed to this QPN. In the case of |Pv4
subnets, the Address Resol ution Protocol (ARP) reply packets
are also directed to the sane QPN

The choice of the QPN for | P/ARP conmunication is up to the
i mpl enent ati on.

G D

This is one of the G Ds of the port associated with the |IPolB
interface [IBTA]. |B associates nultiple G Ds with a port. It
i's RECOWENDED that the G D fornmed by the conbination of the IB
subnet prefix and the port’s "Port GU D' [IBTA] be included in
the |ink-Iayer/hardware address.

Auxiliary Link Information
est of the parameters are determ ned as foll ows:
LID

The met hod of deternmining the peer’s LIDis not defined in this
docunent. It is up to the inplenmentation to use any of the

| BA- approved nethods to determine the destination LID. One
such nethod is to use the G D determ ned during the address
resolution, to retrieve the associated LID fromthe IB routing
infrastructure or the Subnet Adninistrator (SA)

It is the responsibility of the admi nistrator to ensure that
the 1B subnet(s) have unicast connectivity between the | Pol B
nodes. The d D exchanged between two endpoints in a nulticast
message (ARP/ ND) does not guarantee the existence of a unicast
pat h between the two.

There may be multiple LIDs, and hence paths, between the
endpoints. The criteria for selection of the LIDs are beyond
the scope of this docunent.
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b) Q _Key
The Q Key received on joining the broadcast group MJST be used
for all IPolB comruni cation over the particular |1PolB |ink

c) P_Key

The P_Key to be used in the | P subnet is not discovered but is
a configuration paraneter.

d) SL

The met hod of deternmining the SL is not defined in this
document. The SL is determined by any of the |BA-approved
nmet hods.

e) Path rate

The inplenentation nust | everage |IB nethods to determ ne the
path rate as required

9.2. Address Resolution in | Pv4 Subnets

The ARP packet header is as defined in [ARP]. The hardware type is
set to 32 (decimal) as specified by I1ANA [ ANA]. The rest of the
fields are used as per [ARP].

16 bits: hardware type

16 bits: protoco

8 bits: length of hardware address
8 bits: length of protocol address
16 bits: ARP operation

The remaining fields in the packet hold the sender/target hardware
and protocol addresses.

[ sender hardware address
[ sender protocol address
[ target hardware address
[ target protocol address

—_—

The hardware address included in the ARP packet will be as specified
in section 9.1.1 and depicted in figure 5.

The length of the hardware address used in ARP packet header
therefore is 20.
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9.3. Address Resolution in | Pv6 Subnets

The Source/ Target Link-1layer address option is used in Router
Solicit, Router advertisenents, Redirect, Neighbor Solicitation, and
Nei ghbor Adverti senent nessages when such nessages are transmtted on
I nfini Band networKks.

The source/target address option is specified as foll ows:

Type:
Sour ce Link-layer address 1
Target Link-1ayer address 2
Length: 3

Li nk-1 ayer address:

The link-layer address is as specified in section 9.1.1 and
depicted in figure 5.

[DI SC] specifies the Iength of source/target option in
nunber of 8-octets as indicated by a length of '3 above.
Since the 1 PolB link-layer address is only 20 octets |ong,
two octets of zero MUST be prepended to fill the total
option length of 24 octets.

9.4. Cautionary Note on QPN Caching

The Iink-layer address for |PolB includes the QPN, which m ght not be
constant across reboots or even across network interface resets.
Cached QPN entries, such as in static ARP entries or in Reverse
Address Resol ution Protocol (RARP) servers, will only work if the

i mpl ement ation(s) using these options ensure that the QPN associ at ed
with an interface is invariant across reboots/network resets.

It is RECOWENDED that inplenentations revalidate ARP caches
periodically due to the aforenmenti oned QPN-i nduced volatility of
| Pol B I'ink-1ayer addresses.

10. Sending and Receiving | P Milticast Packets
Multicast in InfiniBand differs in a nunber of ways fromnulticast in
ethernet. This adds sone conplexity to an | PolB inplenmentati on when
supporting IP nulticast over IB

A) An IB nulticast group must be explicitly created through the SA
before it can be used.
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This inplies that in order to send a packet destined for an IP
mul ti cast address, the | PolB inplenmentation nust check with the
SA on the outbound link first for a "MCMenber Record" that

mat ches the MA@ D. |If one does exist, the Miulticast Loca
Identifier (MID) associated with the nmulticast group is used
as the Destination Local Identifier (DLID) for the packet.

O herwise, it inplies no nenber exists on the local link. |If
the scope of the IP nmulticast group is beyond |link-Iocal, the
packet nust be sent to the on-link routers through the use of
the all-router multicast group or the broadcast group. This is
to allow local routers to forward the packet to nulticast
listeners on renbte networks. The all-router nulticast group
is preferred over the broadcast group for better efficiency.

If the all-router nulticast group does not exist, the sender
can assume that there are no routers on the local |ink; hence

t he packet can be safely dropped.

B) A nulticast sender nust join the target nulticast group before
outgoi ng nulticast nessages fromit can be successfully routed.
The "SendOnl yNonMenber" join is different fromthe regul ar
"Ful | Menber" join in tw aspects. First, both types of joins
enabl e nmul ticast packets to be routed FROM the | ocal port, but
only the "Full Menber" join causes mnulticast packets to be
routed TO the port. Second, the sender port of a
"SendOnl yNonMenber" join will not be counted as a nenber of the
mul ticast group for purposes of group creation and del etion

The followi ng code snippet denbnstrates the steps in a typica
i npl ement ati on when processing an egress nulticast packet.

if the egress port is already a "SendOnl yNonMenber", or a
"Ful | Menber"
=> send the packet

else if the target nulticast group exists
=> do "SendOnl yNonMenber" join
=> send the packet

else if scope > link-local AND the all-router nulticast group exists
=> send the packet to all routers

el se
=> drop the packet

I mpl ement ati ons shoul d cache the information about the existence of
an | B nulticast group, its MlID and other attributes. This is to
avoi d expensive SA calls on every outgoing nulticast packet. Senders
MUST subscribe to the nulticast group create and delete traps in
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order to nonitor the status of specific IB nulticast groups. For
exanpl e, nulticast packets directed to the all-router multicast group
due to a lack of listener on the |ocal subnet nust be forwarded to
the right nmulticast group if the group is created later. This
happens when a |istener shows up on the |ocal subnet.

A node joining an | P nulticast group nust first construct an Md D
according to the rule described in section 4 above. Once the correct
M3 D is calculated, the node nust call the SA of the outbound link to
attenpt a "Full Menber” join of the IB nulticast group corresponding
to the MA@D. If the IB nulticast group does not already exist, one
nmust be created first with the IPolB link MIU. The M3 D MJST use the
same P_Key, Q Key, SL, MU, and HopLinmit as those used in the
broadcast-G@ D. The rest of attributes SHOULD fol |l ow the val ues used
in the broadcast-A D as well

The join request will cause the local port to be added to the

mul ticast group. It also enables the SMto program | B switches and
routers with the new nulticast information to ensure the correct
forwardi ng of nulticast packets for the group

When a node | eaves an IP multicast group, it SHOULD nake a
"Ful | Menber” | eave request to the SA. This gives the SM an
opportunity to update relevant forwarding information, to delete an
IB nulticast group if the local port is the last Full Menber to | eave,
and to free up the MLID allocated for it. The specific algorithmis
i mpl enent ati on- dependent and is out of the scope of this docunent.

Note that for an IPolB |link that spans nore than one |IB subnet
connected by IB routers, an adequate nulticast forwardi ng support at
the IB level is required for nulticast packets to reach |isteners on
a renote | B subnet. The specific nmechanismfor this is beyond the
scope of | PolB

11. 1P Multicast Routing

IP nulticast routing requires each interface over which the router is
operating to be configured to listen to all link-layer multicast
addresses generated by IP [IPMIUT, |IP6M.D]. For an Ethernet
interface, this is often achieved by turning on the pron scuous
mul ti cast node on the interface.

| BA does not provide any hardware support for prom scuous nulticast
nmode. Fortunately, a prom scuous multicast node can be enulated in
the software running on a router through the follow ng steps:

A) Obtain a list of all active IB nulticast groups fromthe | oca
SA.
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12.

13.

B) Make a "NonMenber" join request to the SA for every group that
has a signature in its M3d D matching the one for either |IPv4 or
| Pv6.

C) Subscribe to the IB multicast group creation events using a
wi | dcarded MA D so that the router can "NonMenber" join all IB
mul ticast groups created subsequently for |1Pv4 or |Pv6.

The "NonMenber" join has the same effect as a "Full Menber" join
except that the former will not be counted as a nenber of the

mul ticast group for purposes of group creation or deletion. That is,
when the last "Full Menber" | eaves a nulticast group, the group can be
safely del eted by the SA wi thout concerning any "NonMenber" routers.

New Types of Vulnerability in IB Milticast

Many I B nulticast functions are subject to failures due to a nunber
of possible resource constraints. These include the creation of IB
mul ticast groups, the join calls ("SendOnl yNonMenber™, "Full Menber",
and "NonMenber"), and the attaching of a QP to a nulticast group

In general, the occurrence of these failure conditions is highly

i npl enent ati on-dependent, and is believed to be rare. Usually, a
failed nulticast operation at the IB | evel can be propagated back to
the IP level, causing the original operation to fail and the
initiator of the operation to be notified. But some |IB nulticast
functions are not tied to any foreground operation, making their
failures hard to detect. For example, if an IP nulticast router
attenpts to "NonMenmber"” join a newWly created nmulticast group in the
| ocal subnet, but the join call fails, packet forwarding for that
particular nmulticast group will likely fail silently, that is,
without the attention of local nulticast senders. This type of
probl em can add nore vulnerability to the already unreliable IP
mul ti cast operations.

| mpl enent ati ons SHOULD | og error nessages upon any failure froman |IB
mul ticast operation. Network adnministrators should be aware of this
vul nerability, and preserve enough nulticast resources at the points
where IP rmulticast will be used heavily. For exanple, HCAs with
anpl e nulticast resources should be used at any IP nulticast router.

Security Considerations

This docunent specifies IP transnmi ssion over a nulticast network.

Any network of this kind is vulnerable to a sender clainng another’s
identity and forging traffic or eavesdropping. It is the
responsibility of the higher |ayers or applications to inplenent

sui tabl e counterneasures if this is a problem
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Successful transm ssion of | P packets depends on the correct setup of
the IPolB |ink, creation of the broadcast-d D, creation of the QP and
its attachment to the broadcast-G D, and the correct determnation of
various link parameters such as the LID, service level, and path
rate. These operations, many of which involve interactions with the
SM SA, MUST be protected by the underlying operating system This is
to prevent nalicious, non-privileged software from hijacking

i mportant resources and configurations.

Controll ed Q Keys SHOULD be used in all transmissions. This is to
prevent non-privileged software fromfabricating | P datagrans.

14. | ANA Consi derations

To support ARP over |nfiniBand, a value for the Address Resol ution
Par anmet er "Nunber Hardware Type (hrd)" is required. |ANA has
assigned the nunmber "32" to indicate InfiniBand [ ANA _ARP].

Future uses of the reserved bits in the frane format (Figure 3) and
I ink-layer address (Figure 5) MJST be published as RFCs. This
docunent requires that the reserved bits be set to zero on send and
i gnored on receive
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