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Abst ract
Thi s docunent describes an architectural franework for Medi a Server
control. The prinary focus will be to define logical entities that

exi st within the context of Media Server control, and define the
appropriate nam ng conventions and interactions between them
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1. Introduction

Application Servers host one or nore instances of a communications
application. Media Servers provide real-tine nedia processing
functions. This docunent presents the core architectural franework
to allow Application Servers to control Media Servers. An overview
of the architecture describing the core logical entities and their
interactions is presented in Section 3. The requirenents for Media
Server control are defined in [ RFC5167].

The Session Initiation Protocol (SIP) [RFC3261] is used as the
session establishment protocol within this architecture. Application
Servers use it both to term nate nmedia streans on Media Servers and
to create and nanage control channels for Media Server contro

bet ween t hensel ves and Media Servers. The detailed nodel for Media
Server control together with a description of SIP usage is presented
in Section 4.

Several services are described using the framework defined in this
docunent. Use cases for Interactive Voice Response (IVR) services
are described in Section 5, and conferencing use cases are described
in Section 6.
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2.

Ter m nol ogy

The following terns are defined for use in this docunment in the
context of Media Server control

Application Server (AS): A functional entity that hosts one or nore
i nstances of a comuni cation application. The application server
may i nclude the conference policy server, the focus, and the
conference notification server, as defined in [RFC4353]. Also, it
may i nclude comunication applications that use | VR or
announcenment servi ces.

Medi a Functions: Functions available on a Media Server that are used
to supply nmedia services to the AS. Sone exanpl es are Dual - Tone
Mul ti-Frequency (DTMF) detection, m xing, transcoding, playing
announcenent, recording, etc.

Medi a Resource Broker (MRB): A logical entity that is responsible
for both the collection of appropriate published Media Server (M)
i nformation and supplying of appropriate M5 information to
consuming entities. The MRB is an optional entity and will be
di scussed in a separate docunent.

Media Server (MS): The nedia server includes the nixer as defined in
[ RFC4A353]. The nedia server plays announcenents, it processes
nmedi a streans for functions |ike DTMF detection and transcoding.
The media server may al so record nedia streans for supporting |IVR
functions |ike announcing conference participants. In the
architecture for the 3GPP I P Miultinedia Subsystem (I M5) a Medi a
Server is referred to as a Media Resource Function (MRF).

Medi a Services: Application service requiring nmedia functions such
as Interactive Voice Response (IVR) or nedia conferencing.

Medi a Session: Fromthe Session Description Protocol (SDP)
specification [ RFC4566]: "A nultinedia session is a set of
mul ti medi a senders and receivers and the data streans flowi ng from
senders to receivers. A multinedia conference is an exanple of a
mul ti medi a session."

M5 Control Channel: A reliable transport connection between the AS
and M5 used to exchange M5 Control PDUs. | nplenentations nust
support the Transport Control Protocol (TCP) [RFC0793] and nay
support the Stream Control Transm ssion Protocol (SCTP) [RFC4960].
| mpl enent ati ons nust support TLS [ RFC5246] as a transport-Ileve
security nechani sm al though its use in deploynments is optional
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M5 Control Dialog: A SIP dialog that is used for establishing a
control channel between the user agent (UA) and the MS

M5 Control Protocol: The protocol used for by an AS to control an
M5. The MS Control Protocol assumes a reliable underlying
transport protocol for the M5 Control Channel

M5 Media Dialog: A SIP dialog between the AS and Ms that is used for
est abl i shing nmedi a sessi ons between a user device such as a SIP
phone and the M

The definitions for AS, M5, and MRB above are taken from [ RFC5167].
3. Architecture Overview

A Media Server (M5) is a network device that processes nedia streans.
Exanpl es of nedi a processing functionality may incl ude:

0 Control of the Real-Tine Protocol (RTP) [ RFC3550] streans using
the Extended RTP Profile for Real-tinme Transport Control Protoco
(RTCP) - Based Feedback (RTP/ AVPF) [ RFC4585].

o Mxing of incom ng nedia streans.

0 Media streamsource (for multimedi a announcenents).

0 Media stream processing (e.g., transcoding, DTM- detection).
0 Media streamsink (for multimedia recordings).

An M5 supplies one or nore nedia processing functionalities, which
may include others than those illustrated above, to an Application
Server (AS). An ASis able to send a particular call to a suitable
M5, either through discovery of the capabilities that a specific M
provi des or through the use of a Media Resource Broker

The type of processing that a Media Server perfornms on nedia streans
is specified and controlled by an Application Server. Application
Servers are logical entities that are capable of running one or nore
i nstances of a communi cations application. Exanples of Application
Servers that may interact with a Media Server are an AS acting as a
Conference 'Focus’ as defined in [ RFC4353], or an | VR application
using a Media Server to play announcenents and detect DTMF key
presses.

Application servers use SIP to establish control channel s between

t hensel ves and MSs. An Ms Control Channel inplenments a reliable
transport protocol that is used to carry the M5 Control Protocol. A
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SIP dialog used to establish a control channel is referred to as an
M5 Control Dialog.

Application Servers termnate SIP [ RFC3261] signaling from SIP User
Agents and nmay term nate other signaling outside the scope of this
docunent. They use SIP Third Party Call Control [RFC3725] (3PCC) to
establish, maintain, and tear down nedia streans fromthose SIP UAs
to a Media Server. A SIP dialog used by an AS to establish a nedia
session on an Msis referred to as an M5 Medi a Di al og.

Media streans go directly between SIP User Agents and Media Servers.
Medi a Servers support nultiple types of nmedia. Common supported RTP
medi a types include audio and video, but others such as text and the
Bi nary Floor Control Protocol (BFCP) [RFC4A583] are al so possible.
This basic architecture, show ng session establishnent signaling
between a single AS and M5 is shown in Figure 1 bel ow

S + RS +
| | SIP (M5 Control Dialog) |
| Application |<----------------------- >| Medi a
| Server | | Server
| | <o >| |
R + SIP (M5 Media Dial og) R LT +
N N
\ | RTP/ SRTP
\ | audiol
\ | videoletc)
\ |
\ %
\ RS +
\ SIP |
R >| SIP
| User Agent |
e .

Figure 1: Basic Signaling Architecture

The architecture must support a nany-to-nany rel ationship between
Application Servers and Media Servers. In real world deploynents, an
Application Server may interact with nultiple Media Servers and/or a
Medi a Server may be controlled by nore than one Application Server

Application Servers can use the SIP URI as described in [ RFC4240] to
request basic functions from Media Servers. Basic functions are
characterized as requiring no md-call interactions between the AS
and M5. Exanples of these functions are sinple announcenent-pl ayi ng
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or basic conference-n xi ng where the AS does not need to explicitly
control the m xing.

Most servi ces however have interactions between the AS and MS during
a call or conference. The type of interactions can be generalized as
fol | ows:

o comands froman AS to an M5 to request the application or
configuration of a function. The request may apply to a single
medi a stream nmultiple nedia streans associated with multiple SIP
di al ogs, or to properties of a conference m x

0 responses froman M5 to an AS reporting on the status of
particul ar comrmands.

o notifications froman M5 to an AS that report results from
commands or notify changes to subscribed status.

Commands, responses, and notifications are transported using one or
nore dedi cated control channels between the Application Server and
the Media Server. Dedicated control channels provide reliable,
sequenced, peer-to-peer transport for Media Server contro
interactions. |Inplenentations nust support the Transport Contro
Protocol (TCP) [RFC0793] and nay support the Stream Contro

Transm ssion Protocol (SCTP) [ RFC4960]. Because Ms control requires
sequenced reliable delivery of nmessages, unreliable protocols such as

the User Datagram Protocol (UDP) are not suitable. [Inplenmentations
must support TLS [ RFC5246] as a transport-level security nmechani sm
al though its use in deploynents is optional. A dedicated contro

channel is shown in Figure 2 bel ow
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|
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Figure 2: Media Server Control Architecture

Both Application Servers and Media Servers may interact with other
servers for specific purposes beyond the scope of this docunent. For
exanpl e, Application Servers will often comunicate wth other

i nfrastructure conponents that are usually based on depl oynent

requi renents with links to back-office data stores and applications.
Media Servers will often retrieve announcenents fromexternal file
servers. Also, many Media Servers support |VR dial og services using
Voi ceXM. [ WBC. REC- voi cexm 20-20040316]. In this case, the M5
interacts with other servers using HTTP during standard Voi ceXM
processing. VoiceXM. Media Servers may also interact with speech
engi nes (for exanple, using the Media Resource Control Protoco
version 2 (MRCPv2)) for speech recognition and generation purposes.

Sonme specific types of interactions between Application and Media
servers are also out of scope for this docunent. MS resource
reservation is one such interaction. Also, any interactions between
Application Servers, or between Media Servers, are also out of scope.

4. SIP Usage

The Session Initiation Protocol (SIP) [RFC3261] was devel oped by the
| ETF for the purposes of initiating, managi ng, and termni nating

mul ti medi a sessions. The popularity of SIP has grown dramatically
since its inception and is now the prinmary Voice over |IP (VolP)
protocol. This includes being selected as the basis for
architectures such as the IP Miltinedia Subsystem (I MS) in 3GPP and
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included in many of the early live deploynents of Vol P-rel ated
systems. Media servers are not a new concept in |P tel ephony
networ ks and t here have been nunerous signaling protocols and
techni ques proposed for their control. The nost popul ar techni ques
to date have used a conbination of SIP and various markup | anguages
to convey nedi a service requests and responses.

As discussed in Section 3 and illustrated in Figure 1, the |ogica
architecture described by this docunent involves interactions between
an Application Server (AS) and a Media Server (MS). The SIP

i nteractions can be broken into "Ms nedia dial ogs" that are used

bet ween an AS and an M5 to establish nmedia sessions between an
endpoi nt and a Media Server, and "M control dialogs" that are used
to establish and maintain M5 control channels.

SIPis the primary signaling protocol for session signaling and is
used for all nedia sessions directed towards a Media Server as
described in this docunent. Media Servers nmay support other
signaling protocols but this type of interaction is not considered
here. Application Servers may termi nate non-Sl P signaling protocols
but nust gateway those requests to SIP when interacting with a Media
Server.

SIP will also be used for the creation, nmanagenent, and term nation
of the dedicated M5 control channel (s). Control channel (s) provide
reliable sequenced delivery of M5 Control Protocol nessages. The
Application and Media Servers use the SDP attributes defined in

[ RFCA145] to allow SIP negotiation of the control channel. A contro
channel is closed when SIP term nates the corresponding M5 contro
dialog. Further details and exanple flows are provided in the SIP
Control Framework [SIP-CTRL-FW. The SIP Control Franework al so

i ncl udes basic control nessage senmantics corresponding to the types
of interactions identified in Section 3. |t uses the concept of
"packages" to all ow donmai n-specific protocols to be defined using the
Ext ensi bl e Markup Language (XM.) [WBC. REC-xm - 20060816] format. The
M5 Control Protocol is nmade up of one or nore packages for the SIP
Control Franmewor k

Using SIP for both nmedia and control dial ogs provides a nunber of
i nherent benefits over other potential techniques. These include:

1. The use of SIP location and rendezvous capabilities, as defined
in [RFC3263]. This provides core nechanisns for routing a SIP
request based on techni ques such as DNS SRV and NAPTR records.
The SIP infrastructure nmakes heavy use of such techni ques.

2. The security and identity properties of SIP;, for exanple, using
TLS for reliably and securely connecting to another SIP-based
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entity. The SIP protocol has a nunber of identity nechanisns
that can be used. [RFC3261] provides an intra-donmain digest-
based nmechani sm and [ RFC4474] defines a certificate-based inter-
domain identity mechanism SIP with S/MME provides the ability
to secure payl oads using encrypted and signed certificate

t echni ques.

SIP has extrenely powerful and dynam c nedi a- negoti ati on
properties as defined in [RFC3261] and [ RFC3264] .

The ability to select an appropriate SIP entity based on
capability sets as discussed in [ RFC3840]. This provides a
powerful function that allows Media Servers to convey a specific
capability set. An ASis then free to select an appropriate M
based on its requirenents.

Using SIP al so provides consistency with | ETF protocols and
usages. SIP was intended to be used for the creation and
managenent of nedia sessions, and this provides a correct usage
of the protocol

As nentioned previously in this section, media services using SIP are
fairly well understood. Sone previous proposals suggested using the
SIP I NFO [ RFC2976] nethod as the transport vehicle between the AS and
M5. Using SIPINFOin this way is not advised for a nunber of
reasons, which include:

(0]

I NFO i s an opaque request with no specific semantics. A SIP
endpoi nt that receives an | NFO request does not know what to do
with it based on SIP signaling.

SIP I NFO was not created to carry generic session contro
information along the signaling path, and it should only really be
used for optional application information, e.g., carrying md-cal
Public Swi tched Tel ephone Network (PSTN) signaling nessages

bet ween PSTN gat eways

SIP I NFO traverses the signaling path, which is an inefficient use
for control messages that can be routed directly between the AS
and M5

[ RFC3261] contains rules when using an unreliable protocol such as
UDP. Wen a packet reaches a size close to the Maxi num

Transm ssion Unit (MIU), the protocol should be changed to TCP
This type of operation is not ideal when constantly dealing with

| arge payl oads such as XM.-formatted MS control nessages.
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5. Media Control for |IVR Services

One of the functions of a Media Server is to assist an Application
Server that is inplenmenting |IVR services by performng nedia
processing functions on nedia streams. Although "IVR' is somewhat
generic term nol ogy, the scope of nedia functions provided by an M5
addresses the needs for user interaction dialogs. These functions

i ncl ude medi a transcodi ng, basic announcenents, user input detection
(via DTMF or speech), and nedia recording.

A particular VR or user dialog application typically requires the
use of several specific nedia functions, as described above. The
range and conplexity of |IVR dialogs can vary significantly, froma
si mpl e single announcenent play-back to conpl ex voice nail
applications.

As previously discussed, an AS uses SIP [ RFC3261] and SDP [ RFC4566]
to establish and configure nedia sessions to a Media Server. An AS
uses the M5 control channel, established using SIP, to invoke I VR
requests and to receive responses and notifications. This topology
is shown in Figure 3 bel ow

S + S|P S +
| Application |<-------mmmmmmm oo >| Medi a |
| Server | (media & M5 Control dialogs) | Server
| | |
| | M Control Protocol (IVR | |
| [<-mmmmmmm e > (IVR nedi a
| (App logic) | (Ctrl Channel) | functions)
S + S +
N NN
\ ] R
\ [] 7T
\ [] P
\ [/
\ [] S
\ [ R
\ [] 7T
\ [] P
\ A%
\ call signaling R +
---------------------------- >| User
(e.g., SIP) | Equi pnent |
R +

Figure 3: |VR Topol ogy
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The variety in complexity of Application Server |VR services requires
support for different levels of media functions fromthe Media Server
as described in the foll owi ng sub-sections.

5. 1. Basic | VR Services

For sinple basic announcenent requests, the M5 control channel, as
depicted in Figure 3 above, is not required. Sinple announcenent
requests may be invoked on the Media Server using the SIP UR
mechani sm defined in [ RFC4240]. This interface allows no digit
detection or collection of user input and no md-call dialog control
However, nany applications only require basic nedia services, and the
processi ng burden on the Media Server to support nore conpl ex
interactions with the AS woul d not be needed in that case.

5. 2. IVR Services with Md-Call Controls

For nore conplex |IVR dialogs, which require md-call interaction and
control between the Application Server and the Media Server, the M
control channel (as shown in Figure 3 above) is used to invoke
specific nedia functions on the Media Server. These functions

i nclude, but are not linmted to, conplex announcenents with barge-in
facility, user-input detection and reporting (e.g., DIMF) to an
Application Server, DTM- and voice-activity controlled recordings,
etc. Conposite services, such as play-collect and play-record, are
al so addressed by this nodel.

M d-call control also allows Application Servers to subscribe to | VR
rel ated events and for the Media Server to notify the AS when these
events occur. Exanples of such events are announcenent conpl etion
events, record conpletion events, and reporting of collected DITM
digits.

5.3. Advanced | VR Services

Al t hough I VR services with nid-call control, as described above,
provi de a conprehensive set of nedia functions expected froma Media
Server, the advanced | VR services nodel allows a higher |evel of
abstraction describing application |ogic, as provided by VoiceXM, to
be executed on the Media Server. Invocation of VoiceXM | VR dial ogs
may be via the "Pronpt and Coll ect” nmechani sm of [RFC4240].
Additionally, the I VR control protocol can be extended to all ow

Voi ceXM. requests to also be invoked over the MS control channel

Voi ceXM. | VR services invoked on the Media Server may require an HTTP
interface (not shown in Figure 3) between the Media Server and one or
nmore back-end servers that host or generate Voi ceXM. docunents. The
back-end server(s) may or may not be physically separate fromthe
Application Server.
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6.

Medi a Control for Conferencing Services

[ RFC4353] describes the overall architecture and protocol conponents
needed for multipoint conferencing using SIP. The franework for
centralized conferencing [ RFC5239] extends the framework to include a
protocol between the user and the conferencing server. [RFC4353]
descri bes the conferencing server deconposition but |eaves the

speci fics open.

This section describes the deconposition and di scusses the
functionality of the decomposed functional units. The conferencing
factory and the conference focus are part of the Application Server
described in this docunent.

An Application Server uses SIP Third Party Call Control [RFC3725] to
establish nmedia sessions from SIP user agents to a Media Server. The
same mechanismis used by the Application Server as described in this
section to add/renbve participants to/froma conference, as well as
to handl e the involved nedia streans set up on a per-user basis.

Si nce the XCON franework has been conceived as protocol -agnosti c when
tal king about the Call Signaling Protocol used by users to join a
conference, an XCON- conpliant Application Server will have to take
care of gatewaying non-SIP signaling negotiations. This is in order
to set up and nake available valid SIP nedia sessions between itself
and the Media Server, while still keeping the non-SIP interaction
with the user in a transparent way.
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| | SIP (2m+lc) | |
| Application[------------- | Medi a

| Server | | Server

| (Focus) [------------- | (M xer)

| | CrlChannel | |

Fi gure 4: Conference Topol ogy

To conpl enent the functionality provided by 3PCC and by t he XCON
control protocol, the Application Server nakes use of a dedicated
Medi a Server control channel in order to set up and nanage nedi a
conferences on the Media Server. Figure 4 shows the signaling and
medi a paths for a two-participant conference. The three SIP dial ogs
bet ween the AS and MS establish one control session (1c) and two
medi a sessions (2m fromthe participants (one originally signaled
using H. 323 and then gatewayed into SIP and one signaled directly in
SI P)

As a conference focus, the Application Server is responsible for
setting up and managi ng a nedi a conference on the Media Servers, in
order to nake sure that all the nedia streans provided in a
conference are available to its participants. This is achieved by
using the services of one or nore mixer entities (as described in RFC
4353), whose role as part of the Media Server is described in this
section. Services required by the Application Server include, but
are not limted to, neans to set up, handle, and destroy a new nedi a
conference, adding and renoving participants froma conference,
managi ng media streans in a conference, controlling the [ ayout and
the mixing configuration for each involved nedia, allow ng per-user
custom nedi a profiles, and so on.
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As a mixer entity, in such a nultinedia conferencing scenario, the
Medi a Server receives a set of nedia streans of the sanme type (after
transcoding if needed) and then takes care of conbining the received
media in a type-specific manner, redistributing the result to each
aut hori zed participant. The way each nedia streamis conbi ned, as
well as the nedia-related policies, is properly configured and
handl ed by the Application Server by neans of a dedicated MS control
channel

To summari ze, the AS needs to be able to manage Media Servers at a
conference and participant |evel

6.1. Creating a New Conference

When a new conference is created, as a result of a previous
conference scheduling or of the first participant dialing in to a
specified URI, the Application Server nust take care of appropriately
creating a nedia conference on the Media Server. |t does so by
sending an explicit request to the Media Server. This can be by
nmeans of an MS control channel nessage. This request nmay contain
detailed informati on upon the desired settings and policies for the
conference (e.g., the nedia to involve, the m xing configuration for
them the relevant identifiers, etc.). The Media Server validates
such a request and takes care of allocating the needed resources to
set up the nedia conference.

Application Servers may use mechani sns ot her than sendi ng requests
over the control channel to establish conferences on a Media Server,
and then subsequently use the control channel to control the
conference. Exanples of other nechanisns to create a conference

i ncl ude using the Request-URI mechani smof [RFC4240] or the
procedures defined in [ RFC4579].

Once done, the M5 informs the Application Server about the result of
the request. Each conference will be referred to by a specific
identifier, which both the Application Server and the Media Server
will include in subsequent transactions related to the sane
conference (e.g., to nodify the settings of an extant conference).

6.2. Adding a Participant to a Conference

As stated before, an Application Server uses SIP 3PCC to establish
medi a sessions from SIP user agents to a Media Server. The UR that
the AS uses in the INVITE to the M5 nay be one associated with the
conference on the Ms. More likely however, the nedia sessions are
first established to the Media Server using a URI for the Media
Server and then subsequently joined to the conference using the M

Mel anchuk I nf or mat i onal [ Page 14]



RFC 5567 Medi actrl Architecture June 2009

Control Protocol. This allows IVR dialogs to be perforned prior to
j oining the conference.

The AS as a 3PCC correlates the nedia session negotiati on between the
UA and the M5, in order to appropriately establish all the needed
nmedi a streans based on the conference policies.

6.3. Media Controls

The XCON Conmon Data Mbdel [ XCON-DM currently defines some basic
medi a-rel ated control s, which conference-aware partici pants can take
advantage of in several ways, e.g., by neans of an XCON conference
control protocol or IVR dialogs. These controls include the
possibility to nodify the participants’ own volune for audio in the
conference, configure the desired layout for incom ng video streans,
mut e/ unnut e onesel f, and pause/unpause one’s own video stream Such
controls are exploited by conference-aware participants through the
use of dedicated conference control protocol requests to the
Application Server. The Application Server takes care of validating
such requests and translates theminto the Media Server Contro
Protocol, before forwarding them over the M5 Control Channel to the
M5. According to the directives provided by the Application Server,
the Media Server mani pul ates the involved nedia streans accordingly.

| ' I'nclude audio

I I I
| Application| sent by user X | Medi a |
| Server | inconf Y mx | Server
| (Focus) I > (M xer)
| | (M5 Ctrl Chn) | |
Foonnnn Aoeoo. + . +
I
I
| ’Unnute ne’ RTP
I ( XCON)
I
I +
| Participant]...
S +

Fi gure 5: Conferencing Exanple: Unnuting A Participant

The Media Server may need to informthe AS of events |ike in-band
DTMF tones during the conference.
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6. 4.

Mel

Fl oor Contro

The XCON framework introduces "floor control” functionality as an
enhancenent upon [ RFC4575]. Floor control is a neans to manage j oi nt
or exclusive access to shared resources in a (nultiparty)
conferencing environnent. Floor control is not a mandatory nechani sm
for a conferencing systeminplenentation, but it provides advanced
nmedi a i nput control features for conference-aware participants. Such
a nechani smal |l ows for coordi nated and noderated access to any set of
resources provided by the conferencing system To do so, a so-called
floor is associated to a set of resources, thus representing for
participants the right to access and nmani pul ate the rel ated resources
thenselves. |In order to take advantage of the floor contro
functionality, a specific protocol, the Binary Floor Contro

Protocol, has been specified [ RFC4582]. [RFC4583] provides a way for
SIP UAs to set up a BFCP connection towards the Floor Control Server
and exploit floor control by nmeans of a Connection-Oiented Media
(COMVEDI A) [ RFCA4145] negoti ation.

In the context of the AS-MS interaction, floor control constitutes a
further neans to control participants’ nmedia streans. A typica
exanple is a floor associated with the right to access the shared
audi o channel in a conference. A participant who is granted such a
floor is granted by the conferencing systemthe right to talk, which
means that its audio franes are included by the M5 in the overal
audi o conference nix. Sinilarly, when the floor is revoked, the
participant is nuted in the conference, and its audio is excluded
fromthe final mx

The BFCP defines a Floor Control Server (FCS) and the floor chair.
It is clear that the floor chair maki ng decisi ons about fl oor
requests is part of the application logic. This inplies that when
the role of floor chair in a conference is automated, it will
normal |y be part of the AS.

The exanple nmakes it clear that there can be a direct or indirect

i nteraction between the Floor Control Server and the Media Server, in
order to correctly bind each floor to its related set of media
resources. Besides, a sinilar interaction is needed between the

Fl oor Control Server and the Application Server as well, since the
latter nust be aware of all the associations between floors and
resources, in order to opportunely orchestrate the rel ated bindi ngs
with the el ement responsible for such resources (e.g., the Media
Server when tal ki ng about audi o and/or video streans) and the
operations upon them (e.g., nute/unnute a participant in a
conference). For this reason, the Floor Control Server can be co-
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| ocated with either the Media Server or the Application Server, as
long as both elenments are allowed to interact with the Floor Contro
Server by neans of sone kind of protocol.

In the follow ng text, both the approaches will be described in order
to better explain the interactions between the involved conponents in
bot h the topol ogi es.

When the AS and the FCS are co-located, the scenario is quite
straightforward. |In fact, it can be considered as a variation of the
case depicted in Figure 5. The only relevant difference is that in
this case the action the AS conmands on the control channel is
triggered by a change in the floor control status instead of a
specific control requested by a participant hinself. The sequence
diagramin Figure 6 describes the interaction between the invol ved
parties in a typical scenario. It assunes that a BFCP connection

bet ween the UA and the FCS (which we assune is co-located with the
AS) has al ready been negoti ated and established, and that the UA has
been made aware of all the relevant identifiers and floors-resources-
associations (e.g., by neans of [RFC4583]). It also assunes that the
AS has previously configured the nedia mxing on the M5 using the M5
control channel. Every frane the UA mi ght be sending on the rel ated
medi a streamis currently being dropped by the M5, since the UA stil
isn't authorized to use the resource. For a SIP UA, this state could
be consequent to a 'sendonly’ field associated to the nedia streamin
are-INVITE originated by the Ms. It is worth pointing out that the
AS has to make sure that no user nedia control mechani snms, such as
mentioned in the previous sub-section, can override the floor

control

Mel anchuk I nf or mat i onal [ Page 17]



RFC 5567 Medi actrl Architecture June 2009

UA AS MS
(Fl oor Participant) (FCS)

| |

| < One-way RTP stream

| Fl oor Request ( BFCP) |

|

|

|

|

|

FI oor Request St at us[ PENDI NG ( BFCP) | |
S mmmm oo | |
| --+ apply |

| | policies |

| <-+ to request |

| |

| |

|

|

Cmm e e e e e e e e e e e e e m e e m— . — - - - -
|
| | |
| FI oor Request St at us[ GRANTED] ( BFCP) | |
| S | |
| | "Unnute UA* (Ctrl Chn) |
| R REEEEEEEE >
| o _ | |
| < Bi di rectional RTP stream >|
| |

Fi gure 6: Conferencing Exanple: Floor Control Call Flow

A UA, which also acts as a floor participant, sends a "Fl oor Request™
to the floor control server (FCS, which is co-located with the AS),
stating his will to be granted the fl oor associated with the audio
streamin the conference. The AS answers the UAwith a

"Fl oor Request St at us" nessage with a PENDI NG status, neaning that a
deci sion on the request has not been nmade yet. The AS, according to
the BFCP policies for this conference, nakes a decision on the
request, i.e., accepting it. Note that this decision m ght be

rel ayed to another participant in case he has previously been
assigned as chair of the floor. Assum ng the request has been
accepted, the AS notifies the UA about the decision with a new

"Fl oor Request Status", this tinme with an ACCEPTED status in it. The
ACCEPTED status of course only nmeans that the request has been
accepted, which doesn’'t mean the floor has been granted yet. Once
t he queue managenent in the FCS, according to the specified

al gorithnms for scheduling, states that the floor request previously
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made by the UA can be granted, the AS sends a new

"Fl oor Request Status" to the UA with a GRANTED status, and takes care
of unmuting the participant in the conference by sending a directive
to the M5 through the control channel. Once the UA receives the
notification stating his request has been granted, he can start
sending its nedia, aware of the fact that now his nedia streamwon’t
be dropped by the MS. In case the session has been previously
updated with a 'sendonly’ associated to the nedia stream the M5 nust
originate a further re-INVITE stating that the nmedia streamflowis
now bi directional ('sendrecv’).

As nentioned before, this scenario envisages an automated fl oor chair
role, where it’'s the AS, according to sonme policies, which nakes

deci sions on floor requests. The case of a chair role perforned by a
real person is exactly the same, with the difference that the

i ncom ng request is not directly handl ed by the AS according to its
policies, but it is instead forwarded to the floor contro

participant that the chair UAis exploiting. The decision on the
request is then conmunicated by the chair UA to the AS-FCS by neans
of a 'ChairAction’ nessage.

The rest of this section will instead explore the other scenario,

whi ch assunes that the interaction between AS-FCS happens through the
M5 control channel. This scenario is conpliant with the H 248.19
docunent related to conferencing in 3GPP. The foll ow ng sequence

di agram descri bes the interaction between the involved parties in the
same use-case scenario that has been explored for the previous

topol ogy: consequently, the diagram nmakes exactly the same
assunptions that have been made for the previously described
scenario. This nmeans that the scenario again assunmes that a BFCP
connection between the UA and the FCS has al ready been negotiated and
established, and that the UA has been nade aware of all the rel evant
identifiers and floors-resources-associations. It also assunes that
the AS has previously configured the nedia nixing on the M5 using the
M5 control channel. This tinme it includes identifying the BFCP-
noder at ed resources, establishing basic policies and instructions
about chair identifiers for each resource, and subscribing to events
of interest, because the FCS is not co-located with the AS anynore.
Additionally, a BFCP session has been established between the AS
(which in this scenario acts as a floor chair) and the FCS (M5)

Every frame the UA m ght be sending on the related nedia streamis
currently being dropped by the M5, since the UA still isn't

aut horized to use the resource. For a SIP UA this state could be
consequent to a 'sendonly’ field associated to the nedia streamin a
re-1NVITE originated by the M5s. Again, it is worth pointing out that
the AS has to nake sure that no user nedia control nechani sms, such
as nmentioned in the previous sub-section, can override the floor
control
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UA AS MS
(Fl oor Participant) (Fl oor Chair) (FCS)
| |
| < One-way RTP stream

I
FI oor Request ( BFCP) | |
|
|
|

Lo mmm e e e e e e e e e e e e e e e e e m e m e m e mmmm e mmm e mmm - - =
| Fl oorRequest St at us[ PENDI NG ( BFCP) |
| |
| ChairActi on[ ACCEPTED] (BFCP) |
| oo >
| Chai r Act i onAck ( BFCP) |
| omrn e |
| Fl oor Request St at us[ ACCEPTED] ( BFCP) |

=
| |
| Fl oor Request St at us[ GRANTED] ( BFCP) |

=
| 'Floor has been granted” (Ctrl Chn) |
| <o |
< Bi directional RTP stream >|

Figure 7: Conferencing Exanple: Floor Control Call Flow

A UA, which also acts as a floor participant, sends a "Fl oor Request™

to

the floor control server (FCS, which is co-located with the M),

stating his will to be granted the fl oor associated with the audio
streamin the conference. The M5 answers the UA with a

"Fl oor Request St at us” nessage with a PENDI NG status, neaning that a
deci sion on the request has not been nade yet. It then notifies the
AS, which in this exanple handles the floor chair role, about the new

request by forwarding there the received request. The AS, according

to

the BFCP policies for this conference, nmakes a decision on the

request, i.e., accepting it. It inforns the M5 about its decision
t hrough a BFCP " ChairAction" nessage. The M5 then acknow edges the
"ChairAction’ nessage and then notifies the UA about the decision
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with a new "Fl oor Request Status", this tinme with an ACCEPTED status in
it. The ACCEPTED status of course only neans that the request has
been accepted, which doesn’t nmean the floor has been granted yet.
Once the queue managenent in the M5, according to the specified

al gorithnms for scheduling, states that the floor request previously
made by the UA can be granted, the M5 sends a new

"Fl oor Request Status" to the UA with a GRANTED status, and takes care
of unmuting the participant in the conference. Once the UA receives
the notification stating his request has been granted, he can start
sending its nedia, aware of the fact that now his media streamwon’t
be dropped by the M5. In case the session has been previously
updated with a 'sendonly’ associated to the nedia stream the M5 nust
originate a further re-INVITE stating that the nedia streamflowis
now bi directional (’sendrecv’).

This scenario envisages an automated floor chair role, where it’s the
AS, according to sone policies, which makes decisions on fl oor
requests. Again, the case of a chair role perforned by a real person
is exactly the sane, with the difference that the incom ng request is
not forwarded to the AS but to the floor control participant that the
chair UAis exploiting. The decision on the request is conmunicated
by means of a ’ChairAction’ nessage in the sanme way.

Anot her typical scenario is a BFCP-noderated conference with no chair

to manage floor requests. 1In such a scenario, the M5 has to take
care of inconing requests according to sone predefined policies,
e.g., always accepting new requests. In this case, no decisions are

required by external entities, since all are instantly deci ded by
means of policies in the M5

As stated before, the case of the FCS co-located with the AS is nuch
simpler to understand and exploit. Wen the AS has full control upon
the FCS, including its queue managenent, the AS directly instructs
the M5 according to the floor status changes, e.g., by instructing
the M5 through the control channel to unnute a participant who has
been granted the floor associated to the audio nedia stream

7. Security Considerations

Thi s docunent describes the architectural franmework to be used for
Media Server control. |Its focus is the interactions between
Application Servers and Media Servers. User agents interact with
Application Servers by nmeans of signaling protocols such as SIP
These interactions are beyond the scope of this docunent.
Application Servers are responsible for utilizing the security
mechani sms of their signaling protocols, conmbined with application-
specific policy, to ensure they grant service only to authorized
users. Media interactions between user agents and Media Servers are
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al so outside the scope of this docunent. Those interactions are at

t he behest of Application Servers, which nust ensure that appropriate
security nechani sns are used. For exanple, if the M5 is acting as
the FCS, then the BFCP connection between the user agent and the M
is established to the M5 by the AS using SIP and the SDP nechani sns
described in [RFC4583]. BFCP [ RFC4582] strongly inposes the use of
TLS for BFCP

Medi a Servers are val uabl e network resources and need to be protected
agai nst unaut hori zed access. Application Servers use SIP and rel ated
standards both to establish control channels to Media Servers and to
establi sh nedi a sessions, including BFCP sessions, between an M5 and
end users. Media servers use the security nechanisns of SIP to

aut henticate requests from Application servers and to ensure the
integrity of those requests. Leveraging the security mechani sns of
SIP ensures that only authorized Application Servers are allowed to
establish sessions to an M5 and to access M resources through those
sessi ons.

Control channel s between an AS and Ms carry the Ms control protocol
whi ch affects both the service seen by end users and the resources
used on a Media Server. TLS [RFC5246] nust be inplenented as the
transport-level security mechanismfor control channels to guarantee
the integrity of M5 control interactions.

The resources of an M5 can be shared by nore than one AS. Media
Servers nust prevent one AS from accessing and mani pul ating the
resources that have been assigned to another AS. This may be

achi eved by an M5 associ ating ownership of a resource to the AS that
originally allocates it, and then insuring that future requests

i nvol ving that resource correlate to the AS that owns and is
responsible for it.
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