Net wor k Wor ki ng Group B. Trammel
Request for Comments: 5655 E. Bosch
Cat egory: Standards Track Hi tachi Europe
L. Mark
Fraunhof er | FAM
T. Zseby
Fraunhof er FOKUS
A. Wagner
ETH Zurich
COct ober 2009

Specification of the IP Flow Informati on Export (IPFIX) File Format
Abst r act

This docunent describes a file format for the storage of flow data
based upon the IP Flow Informati on Export (IPFIX) protocol. It
proposes a set of requirenents for flat-file, binary flow data file
formats, then specifies the IPFIX File format to neet these

requi renents based upon | PFl X Messages. This IPFIX File format is
designed to facilitate interoperability and reusability anong a wi de
variety of flow storage, processing, and anal ysis tools.

Status of This Meno

Thi s docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zati on state
and status of this protocol. Distribution of this neno is unlimted.

Copyright Notice

Copyright (c) 2009 | ETF Trust and the persons identified as the
document authors. All rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wthout warranty as
descri bed in the BSD License.

Tramrel |, et al. St andards Track [ Page 1]



RFC 5655

| PFI X Files Cct ober 2009

Tabl e of Contents

1. IntroduCti On . ... 4

1.1. IPFIX Docunents OVErVIi €W . ...t e e e 4

2. Term nol OQY ..o 5

3. DeSign OVer Vi BW ..o e 6

A, NOLI VAL ON o 7

B ReqUI FEMBNE S L . 10

5.1. Record Format Flexibility ....... .. . ... . ... . .. 10

5.2, Self-Description ...... ... 10

5.3. Data ConpressSi ON . ... 11

5.4. Indexing and Searching .............. . . . . . . .. 11

. D, Error RECOVEIY .. e e e e e 12

5.6. Authentication, Confidentiality, and Integrity ............ 12

5.7. Anonymi zation and Qofuscation ........... ... ... ... ... ..... 13

5.8. Session Auditability and Replayability .................... 13

5.9. Performance Characteristics .......... .. ... 14

6. Applicabi lity ... . e 14

6.1. Storage of IPFIX-Collected FlowData ...................... 14

6.2. Storage of NetFlow V9-Collected FlowData ................. 15

6.3. Testing IPFI X Collecting Processes ............ ... ... ... 15

6.4. IPFIX Device DiagnoStiCS ... ... 16

7. Detailed File Format Specification .......... .. ... .. ... ... ...... 16

7.1. File Reader Specification ........... ... .. .. . . ... 16

7.2. File Witer Specification ......... ... ... . .. . . ... 17

7.3. Specific File Witer Use Cases ..........couiiiiiiinnnnn.. 18
7.3.1. Collocating a File Witer with a Collecting

Process ... .. 18

7.3.2. Collocating a File Witer with a Metering Process ..19

7.3.3. Using IPFIX Files for Archival Storage ............. 20

7.3.4. Using IPFIX Files as Docunments ..................... 20

7.3.5. Using IPFIX Files for Testing ...................... 21

7.3.6. Witing IPFIX Files for Device Diagnostics ......... 22

7.3.7. IPFIX File Manipulation ......... ... .. ... ... .. ...... 22

7.4. Media Type of IPRIX Files ... ... .. . 22

8. File Format Metadata Specification .............. ... ... .. ....... 22

8.1. Recommended Options Tenplates for IPFIX Files ............. 22

8.1.1. Message Checksum Options Tenplate .................. 23

8.1.2. File Tine Wndow Options Tenplate .................. 23

8.1.3. Export Session Details Options Tenplate ............ 24

8.1.4. Message Details Options Tenplate ................... 26

8.2. Recommended Information Elenments for IPFIX Files .......... 29

8.2.1. collectionTimeMIliseconds .............. ... ....... 29

8.2.2. collectorCertificate ......... ... ... . .. 29

8.2.3. exporterCertificate ......... . ... . i 29

8.2.4. exportSctpStreamd ......... .. . ... 30

8.2.5. maxExportSeconds ......... ... 30

8.2.6. maxFlowEndM croseconds . .......... ... .. 30

Tranmel |, et al. St andards Track [ Page 2]



RFC 5655 | PFI X Files Cct ober 2009

8.2.7. maxFlowEndM I liseconds ........... ... . ... .. ... 31
8. 2. 8. maxFl owEndNanoseconds .............. .. ... 31
8.2.9. maxFlowEndSeconds ......... ... . .. ... .. 32
8.2.10. messageMD5Checksum . ... ... 32
8.2.11. MBSSAQESCOPE . .t it ittt e 32
8.2.12. minEXxportSeconds ........... . ... 33
8.2.13. minFlowStartMcroseconds ............ ... ... 33
8.2.14. mnFlowStartMIliseconds .......................... 34
8.2.15. minFlowStartNanoseconds .............. ... ... ...... 34
8.2.16. minFlowStartSeconds .......... .. .. . .. . ..., 34
8.2.17. opagueCctets ... ... .. e 35
8.2.18. SESSIONSCOPE .. i ittt 35
9. Signhing and Encryption of IPFIX Files ......... ... ... ............ 36
9.1. CMS Detached Signatures ........ ... .., 36
9.1.1. ContentInfo ...... .. .. . . . . . 37
9.1.2. SignedData ......... ... 38
9.1.3. Signerlnfo ... ... . . 38
9.1.4. EncapsulatedContentlnfo ............................ 39
9.2. Encryption Error Resilience ......... ... .. .. . . ... 39
10. Compression of IPFIX Files ...... .. . .. 39
10. 1. Supported Conpression Formats ............. ... ... . ....... 40
10. 2. Conpression Recognition at the File Reader ............... 40
10.3. Conmpression Error Resilience ......... .. .. ... .. ... ... 40
11. Recommended File Integration Strategies ....................... 41
11.1. Encapsul ation of Non-IPFIX Data in IPFIX Files ........... 41
11.2. Encapsulation of IPFIX Files within Cther File Formats ...42
12. Security Considerati ONS ...... ... ... 42
12.1. Rel ationship between |IPFI X File and Transport
EnCryption ... 43
12.2. End-to-End Assertions for IPFIX Files .................... 43
12. 3. Reconmendations for Strength of Cryptography for
LPFL X Files .. e 44
13. TANA Considerati ONS . ... ... e 44
14. Acknow edgemBnt S . . ... 46
15, References . ... .. 47
15.1. Normative References .......... . . .. i 47
15.2. Informative References ........ ... . . . i 48
Appendi x A, Exanmple IPRIX File ... ... . . . . 49
A.l. Exanple Options Tenplates ......... ... . .. . . ... 50
A. 2. Exanple Supplemental Options Data ......................... 52
A. 3. Exanple Message Checksum .......... ... ... 54
A 4. File Exanple Data Set ........... .., 55
A5, Conplete File Exanple ......... .. . . . i, 55
Appendix B. Applicability of IPFIX Files to NetFl ow V9 Fl ow
St Orage . .o 57
B.1. Conparing NetFlow V9 to IPFIX ... ... ... .. ... . . .. . .. .... 57
B.1.1. Message Header Format ........... ... .. . .. ... 57
B.1.2. Set Header Format ............ . ... .. 58

Tranmel |, et al. St andards Track [ Page 3]



RFC 5655 | PFI X Files Cct ober 2009

B.1.3. Tenplate FOrmat .......... .. ..., 59
B.1.4. Information Model ......... ... ... . . . . . . . .. 59
B.1.5. Tenplate Management . ......... ... .. 59
B.1.6. Transport . ..... ... 59
B.2. A Method for Transform ng Net Fl ow V9 Messages to IPFIX ....60
B.3. NetFlow V9 Transformation Exanple ......................... 61
1. Introduction

This docunent specifies a file format based upon | PFl X, designed to
facilitate interoperability and reusability anong a wi de variety of
fl ow storage, processing, and analysis tools. It begins with an
overview of the IPFIX File format, and a quick summary of how | PFI X
Files work in Section 3. The detail ed specification of the |IPFIX
File format appears in Section 7; this section includes genera
specifications for IPFIX File Readers and IPFIX File Witers and
speci fic recommendations for common situations in which they are
used. The format nakes use of the | PFI X Options nechani sm for
additional file nmetadata, in order to avoid requiring any protocol
extensions, and to nmininize the effort required to adapt |PFI X

i mpl enentations to use the file format; a detailed definition of the
Options Tenpl ates used for storage netadata appears in Section 8.
Appendi x A contains a detailed exanple IPFIX File.

An advantage of file-based storage is that files can be readily
encapsul ated within each other and other data storage and

transm ssion formats. The IPFIX File format | everages this to
provi de encryption, described in Section 9 and conpression, described
in Section 10. Section 11 provides specific reconmendations for
integration of IPFIX File data with other fornmats.

The IPFIX File format was designed to be applicable to a wide variety
of flow storage situations; the notivation behind its creation is
described in Section 4. The docunent outlines of the set of
requirenents the format is designed to neet in Section 5, and

expl ores the applicability of such a format to various specific
application areas in Section 6. These sections are intended to give
background on the devel opnent of |PFI X Files.

1.1. | PFI X Docunents Overvi ew

"Specification of the IP Flow Information Export (IPFIX) Protocol for
the Exchange of IP Traffic Flow Information" [RFC5101] and its
associ at ed docunents define the | PFI X protocol, which provides
networ k engi neers and adnministrators with access to IP traffic flow

i nformation.
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"Architecture for IP Flow I nformati on Export" [RFC5470] defines the
architecture for the export of nmeasured IP flow information out of an
| PFI X Exporting Process to an | PFI X Collecting Process, and the basic
term nol ogy used to describe the elenents of this architecture, per
the requirenents defined in "Requirenents for IP Flow I nformation
Export" [RFC3917]. [RFC5101] then covers the details of the nethod
for transporting | PFlI X Data Records and Tenplates via a congestion-
aware transport protocol froman | PFl X Exporting Process to an | PFlI X

Col I ecting Process.

"Informati on Model for IP Flow Informati on Export" [ RFC5102]
describes the Information El ements used by | PFIX, including details
on Information El enent naming, nunbering, and data type encodi ng.

"I'P Flow Information Export (IPFIX) Applicability" [RFC5472]
describes the various applications of the |IPFI X protocol and their
use of information exported via IPFIX, and it relates the | PFI X
architecture to other neasurenent architectures and franmeworks

In addition, "Exporting Type Information for IP Flow Information
Export (IPFIX) Information El ements"” [RFC5610] specifies a method for
encodi ng Information Mbdel properties within an | PFI X Message stream

This docunent references [RFC5101] and [ RFC5470] for term nol ogy,
defines IPFIX File Witer and IPFIX File Reader in terns of the |PFIX
Exporting Process and | PFl X Col |l ecting Process definitions from

[ RFC5101], and extends the | PFI X Information Model defined in

[ RFC5102] to provide new Information Elenments for IPFIX File
nmetadata. It uses the nethod described in [ RFC5610] to support the
sel f-description of IPFIX Files containing enterprise-specific

I nformation El ements.

2. Term nol ogy

This section defines termnology related to the IPFIX File fornat.
In addition, terns used in this docunent that are defined in the
"Term nol ogy" section of [RFC5101] are to be interpreted as defined
t here.

| PFI X File: An IPFIX File is a serialized stream of |PFI X Messages;
this streamnmay be stored on a filesystemor transported using any
techni que custonarily used for files. Any |IPFIX Message stream
that woul d be considered valid when transported over one or nore
of the specified I PFI X transports (Stream Control Transm ssion
Protocol (SCTP), TCP, or UDP) as defined in [ RFC5101] is
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considered an IPFI X File. However, this docunment extends that
definition with reconmmendati ons on the construction of IPFIX Files
that nmeet the requirenents identified in Section 5.

| PFI X Fil e Reader: An IPFI X File Reader is a process that reads
IPFIX Files froma filesystem An |IPFIX File Reader operates as
an | PFI X Col Il ecting Process as specified in [ RFC5101], except as
nmodi fi ed by this docunent.

IPFIX File Witer: An IPFIX File Witer is a process that wites
IPFIX Files to a filesystem An IPFIX File Witer operates as an
| PFI X Exporting Process as specified in [ RFC5101], except as
nodi fi ed by this docunent.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

3. Design Overview

An IPFIX File is sinply a data stream containing one or nore |PFI X
Messages serialized to sonme filesystem Though any set of valid

| PFI X Messages can be serialized into an IPFIX File, the
specification includes guidelines designed to ease storage and
retrieval of flow data using the IPFIX File fornat.

IPFI X Files contain only | PFI X Messages; any file netadata such as
checksunms or export session details are stored using Options within
the I PFI X Message. This design is conpletely conpatible with the

| PFI X protocol on the wire. A schematic of a typical IPFIX File is
shown bel ow
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Figure 1: Typical File Structure
4. Motivation

There is a wide variety of applications for the file-based storage of
I P flow data, across a continuumof time scales. Tools used in the
anal ysis of flow data and creation of analysis products often use
files as a convenient unit of work, with an epheneral lifetime. A
set of flows relevant to a security investigation may be stored in a
file for the duration of that investigation, and further exchanged
anong incident handlers via enmail or within an external incident
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handl i ng workfl ow application. Sets of flow data relevant to

I nternet neasurenent research nmay be published as files, nuch as

| i bpcap [ pcap] packet trace files are, to provide conmon datasets for
the repeatability of research efforts; these files would have
lifetinmes neasured in nmonths or years. COperational flow neasurenent
systens al so have a need for long-term archival storage of flow
data, either as a prinmary flow data repository, or as a backing tier
for online storage in a rel ational database managenent system

( RDBMVS) .

The variety of applications of flow data, and the variety of
presently depl oyed storage approaches, indicates the need for a
standard approach to flow storage with applicability across the
continuumof time scales over which flow data is stored. A storage
format based around flat files woul d best address the variety of
storage requirenments. Wile rmuch work has been done on structured
storage via RDBMS, relational database systens are not a good basis
for format standardization owing to the fact that their internal data
structures are generally private to a single inplenmentation and
subject to change for internal reasons. Also, there are a w de
variety of operations available on flat files, and external tools and
standards can be | everaged to neet file-based fl ow storage
requirenents. Further, flow data is often not very semantically
conplicated, and is nanaged in very high volune; therefore, an RDBM5-
based fl ow storage system woul d not benefit nuch fromthe advant ages
of relational database technol ogy.

The sinplest way to create a new file format is sinply to serialize
some internal data nodel to disk, with either textual or binary
representation of data elenents, and sone frami ng strategy for
delinmting fields and records. "Ad hoc" file formats such as this
have several inportant di sadvantages. They inpose the senantics of
the data nodel from which they are derived on the file format, and as
such, they are difficult to extend, describe, and standardize.

I ndeed, one de facto standard for the storage of flow data is one of
these ad hoc formats. A common nethod of storing data collected via
Cisco NetFlowis to serialize a stream of raw NetFl ow datagrans into
files. These NetFlow PDU files consist of a collection of header-
prefixed bl ocks (corresponding to the datagranms as received on the
wire) containing fixed-length binary flow records. NetFlow V5, V7,
and V8 data nmay be mixed within a given file, as the header on each
dat agram defi nes the NetFl ow version of the records following. Wile
this NetFlow PDU file format has all the disadvantages of an ad hoc
format, and is not extensible to data nodels other than that defined
by Cisco NetFlow, it is at |east reasonably well understood due to
its ubiquity.
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Over the past decade, XM. has energed as a new "universal"
representation format for structured data. It is intended to be
human readabl e; indeed, that is one reason for its rapid adoption
However, XM. has limted useful ness for representing network flow
data. Network flow data has a sinple, repetitive, non-hierarchica
structure that does not benefit nuch from XM.. An XM representation
of flow data would be an essentially flat list of the attributes and
their values for each flow record

The XML approach to data encoding is very heavywei ght when conpared
to binary flow encoding. XM.'’s use of start- and end-tags, and

pl ai nt ext encodi ng of the actual values, |eads to significant

i nefficiency in encoding size. Typical network traffic datasets can
contain millions or billions of flows per hour of traffic
represented. Any increase in storage size per record can have
dramatic inmpact on flow data storage and transfer sizes. While data
conpression algorithnms can partially renove the redundancy introduced
by XML encodi ng, they introduce additional overhead of their own.

A further problemis that XM. processing tools require a full XM
parser. XM parsers are fully general and therefore conpl ex,
resource-intensive, and relatively slow, introducing significant
processing time overhead for |arge network-flow datasets. In
contrast, parsers for typical binary flow data encodings are sinply
structured, since they only need to parse a very snall header and

t hen have conpl ete know edge of all following fields for the
particular flow These can then be read in a very efficient |linear
f ashi on.

This leads us to propose the | PFI X Message fornat as the basis for a
new flow data file format. The | PFI X Wirking G oup, in defining the
| PFI X protocol, has already defined an informati on nodel and data
formatting rules for representation of flow data. Especially at
shorter time scales, when a file is a unit of data interchange, the
filesystem may be viewed as sinply another |PFIX Message transport

bet ween processes. This format is especially well suited to
representing flow data, as it was designed specifically for flow data
export; it is easily extensible, unlike ad hoc serialization, and
conmpact, unlike XM.. In addition, IPFIX is an | ETF Standards-Track
protocol for the export and collection of flow data; using a comon
format for storage and analysis at the collection side allows

i mpl ementors to use substantially the sane infornmation nodel and data
formatting inplenentation for transport as well as storage.
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5.

5.

5.

Requi renment s

In this section, we outline a proposed set of requirements

[ SAI NT2007] for any persistent storage format for flow data. First
and forenost, a flow data file format should support storage across
the continuum of tine scales inportant to flow storage applications.
Each of the requirenments enunerated in the sections belowis broadly
applicable to fl ow storage applications, though each may be nore
important at certain tine scales. For each, we first identify the
requi renent, then explain howthe I PFI X Message format addresses it,
or briefly outline the changes that nmust be made in order for an

| PFI X-based file format to neet the requirenent.

1. Record Format Flexibility

Due to the wide variety of flow attributes collected by different
network flow attribute neasurenment systens, the ideal flow storage
format will not inpose a single data nodel or a specific record type
on the flows it stores. The file format nmust be flexible and
extensible; that is, it nmust support the definition of multiple
record types within the file itself, and nmust be able to support new
field types for data within the records in a graceful way.

| PFI X provides record format flexibility through the use of Tenplates
to describe each Data Record, through the use of an | ANA Registry to
define its Information Elenents, and through the use of enterprise-
specific Information El enments.

2. Sel f-Description

Archived data nay be read at a tinme in the future when any externa
reference to the neaning of the data may be lost. The ideal flow
storage format should be self-describing; that is, a process reading
flow data from storage should be able to properly interpret the
stored flows w thout reference to anything other than standard
sources (e.g., the standards docunent describing the file format) and
the stored flow data itself.

The | PFI X Message format is partially self-describing; that is, IPFIX
Tenpl ates contai ning only | ANA-assigned I nformation El enents can be
completely interpreted according to the I PFI X Information Mde

wi t hout additional external data.

However, Tenpl ates containing private information el enents |ack
detailed type and semantic information; a Collecting Process

recei ving Data Records described by a Tenpl ate contai ning enterprise-
specific Information Elenents it does not understand can only treat
the data contained within those Infornmation El enents as octet arrays.
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To be fully self-describing, enterprise-specific Information El enments
nmust be additionally described via | PFl X Options according to the
I nformation El ement Type Options Tenplate defined in [ RFC5610].

5.3. Data Conpression

Regardl ess of the representation format, flow data describing traffic
on real networks tends to be highly conpressible. Conpression tends
to inmprove the scalability of flow collection systens, by reducing
the di sk storage and I/ O bandwi dth requirenment for a given workl oad.
The ideal flow storage format shoul d support applications that w sh
to leverage this fact by supporting conpression of stored data.

The | PFI X Message format has no support for data conpression, as the
| PFI X protocol was designed for speed and sinplicity of export. O
course, any flat file is readily conpressible using a wide variety of
external data conpression tools, formats, and al gorithns; therefore,
this requirenment can be net via encapsul ation in one of these
formats. Section 10 specifies an encapsul ati on based on bzi p2 or
gzip, to maximze interoperability.

A few sinple optimzations can be made by File Witers to increase
the integrity and usability of conmpressed |PFI X data; these are
outlined in Section 10. 3.

5.4. Indexing and Searching

Bi nary, record-streamoriented file formats natively support only one
form of searching: sequential scan in file order. By choosing the
order of records in a file carefully (e.g., by flowend tine), a file
can be indexed by a single key.

Beyond this, properly addressing indexing is an application-specific
problem as it inherently involves trade-offs between storage
complexity and retrieval speed, and requirenents vary w dely based on
tinme scales and the types of queries used fromsite to site.

However, a generic standard flow storage format nmay provide limted
direct support for indexing and searching.

The ideal flow storage format will support a limted table of
contents facility noting that the records in a file contain data
relating only to certain keys or values of keys, in order to keep
multi-file search inplenentations fromhaving to scan a file for data
it does not contain.

The | PFI X Message format has no direct support for indexing.

However, the techni que described in "Reduci ng Redundancy in I P Fl ow
Informati on Export (IPFIX) and Packet Sanpling (PSAMP) Reports"
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[ RFC5473] can be used to describe the contents of a fileinalimted
way. Additionally, as flow data is often sorted and divided by tine,
the start and end time of the flows in a file may be decl ared using
the File Tine Wndow Options Tenplate defined in Section 8.1.2.

5.5. FError Recovery

When storing flow data for archival purposes, it is inportant to
ensure that hardware or software faults do not introduce errors into
the data over tine. The ideal flow storage format will support the
detection and correction of encoding-level errors in the data.

Not e that nore advanced error correction is best handled at a | ayer
bel ow t hat addressed by this document. Error correction is a topic
wel | addressed by the storage industry in general (e.g., by Redundant
Array of Independent Di sks (RAID) and other technol ogies). By
specifying a fl ow storage format based upon files, we can | everage
these features to neet this requirenent.

However, the ideal flow storage format will be resilient against
errors, providing an internal facility for the detection of errors
and the ability to isolate errors to as few data records as possi bl e.

Note that this requirenent interacts with the choice of data
conpression or encryption algorithm For exanple, the use of block
conpression algorithnms can serve to isolate errors to a single
conpressi on bl ock, unlike stream conpressors, which may fail to
resynchroni ze after a single bit error, invalidating the entire
nessage stream

The | PFI X Message format does not support data integrity assurance.
It is assuned that advanced error correction will be provided
externally. Conpression and encryption, if used, provide sone

al  owance for detection, if not correction, of errors. For sinple
error detection support in the absence of conpression or encryption
checksuns may be attached to nessages via | PFI X Options according to
the Message Checksum Options Tenplate defined in Section 8.1. 1.

5.6. Authentication, Confidentiality, and Integrity
Archival storage of flow data may al so require assurance that no
unaut hori zed entity can read or nodify the stored data. Cryptography

can be applied to this problemto ensure integrity and
confidentiality by signing and encryption
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As with error correction, this problem has been addressed well at a

| ayer bel ow that addressed by this docunent. W can |everage the
fact that existing cryptographic technol ogies work quite well on data
stored in files to neet this requirenent.

Beyond support for the use of Transport Layer Security (TLS) for
transport over TCP or Datagram Transport Layer Security (DTLS) for
transport over SCTP or UDP, both of which provide transient

aut hentication and confidentiality, the | PFI X protocol does not
support this requirenment directly. The | ETF has specified the

Crypt ographi c Message Syntax (CM5) [ RFC3852] for creating detached
signatures for integrity and authentication; Section 9 specifies a
CMB- based net hod for signing IPFIX Files. Confidentiality protection
is assuned to be nmet by nethods external to this specification

| everagi ng one of the many such technol ogies for encrypting files to
nmeet specific application and process requirenments; however, notes on
i nproving archival integrity of encrypted IPFIX Files are given in
Section 9. 2.

5.7. Anonyni zation and Obfuscation

To ensure the privacy of individuals and organi zati ons at the

endpoi nts of communi cati ons represented by flow records, it is often
necessary to obfuscate or anonynize stored and exported fl ow data.
The ideal flow storage format will provide for a notation that a
given information el ement on a given record type represents

anonymi zed, rather than real, data.

The 1 PFI X protocol presently has no support for anonym zation
notation. It should be noted that anonym zation is one of the
requirenents given for IPFIX in [RFC3917]. The decision to qualify
this requirement with ' MAY' and not 'MJST' in the requirenents
docunent, and its subsequent |ack of specification in the current
version of the IPFI X protocol, is due to the fact that anonym zation
algorithns are still an open area of research, and that there
currently exist no standardi zed nethods for anonym zation

No support is presently defined in [RFC5101] or this |PFI X-based File
format for anonymi zation, as anonynization notation is an area of
open work for the |IPFI X Wrking G oup.

5.8. Session Auditability and Replayability

Certain use cases for archival flow storage require the storage of
collection infrastructure details alongside the data itself. These
details include information about how and when data was received, and
where it was received from They are useful for auditing as well as
for the replaying received data for testing purposes.
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The | PFI X protocol contains no direct support for auditability and
replayability, though the IPFI X Information Mdel does define various
Information El ements required to represent collection infrastructure
details. These details may be stored in IPFIX Files using the Export
Session Details Options Tenplate defined in Section 8.1.3, and the
Message Details Options Tenplate defined in Section 8.1.4.

5.9. Performance Characteristics

The ideal standard flow storage format will not have a significant
negative inpact on the performance of the application generating or
processing flow data stored in the format. This is a non-functiona
requirenent, but it is inportant to note that a standard that inplies
a significant performance penalty is unlikely to be w dely

i mpl erent ed and adopt ed.

An exami nation of the IPFI X protocol would seemto suggest that

i npl enentations of it are not particularly prone to slowness; indeed,
a tenpl ate-based data representation is nore easily subject to
optinmization for comobn cases than representations that enbed
structural information directly in the data stream (e.g., XWM).
However, a full analysis of the inpact of using |IPFI X Messages as a
basis for flow data storage on read/wite performance will require
nore i npl enent ati on experi ence and perfornance neasurenent.

6. Applicability

This section describes the specific applicability of IPFIX Files to
various use cases. |IPFIX Files are particularly useful in a flow
collection and processing infrastructure using |PFIX for flow export.
We explore the applicability and provide guidelines for using | PFI X
Files for the storage of flow data collected by | PFI X Collecting
Processes and NetFlow V9 collectors, the testing of | PFIX Collecting
Processes, and diagnostics of |PFI X Devices.

6.1. Storage of IPFIX-Collected Flow Data

IPFI X Files can naturally be used to store flow data collected by an
| PFI X Col I ecting Process; indeed, this was one of the primary initial
nmotivations behind the file format described within this docunment.
Using I PFI X Files as such provides a single, standard, well-
under st ood encoding to be used for flow data on disk and on the wire,
and allows |PFI X inplenentations to | everage substantially the same
code for flow export and flow storage. In addition, the storage of
single Transport Sessions in IPFIX Files is particularly inportant
for network measurenent research, allow ng repeatability of
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experinents by providing a format for the storage and exchange of
I PFI X flow trace data nmuch as the |ibpcap [pcap] format is used for
experinents on packet trace data.

6.2. Storage of NetFl ow V9-Collected Fl ow Data

Al t hough the I PFI X protocol is based on the C sco NetFl ow Services,
Version 9 (NetFlow V9) protocol [RFC3954], the two have diverged
since work began on |IPFIX. However, since the NetFlow V9 information
nmodel is a conpatible subset of the IPFIX Information Mdel, it is
possible to use IPFIX Files to store collected NetFl ow V9 fl ow data
This approach nmay be particularly useful in multi-vendor, nulti-
protocol collection infrastructures using both NetFlow V9 and | PFI X
to export flow data.

The applicability of IPFIX Files to this use case is outlined in
Appendi x B

6.3. Testing IPFI X Collecting Processes

I PFI X Files can be used to store | PFl X Messages for the testing of

| PFI X Col l ecting Processes. A variety of test cases may be stored in
IPFIX Files. First, IPFIX data collected in real network
environnents and stored in an IPFIX File can be used as input to
check the behavi or of new or extended inplenentations of |PFIX

Col l ectors. Furthernore, IPFIX Files can be used to validate the
operation of a given |PFI X Collecting Process in a new environment,
i.e., totest with recorded IPFIX data fromthe target network before
installing the Collecting Process in the network.

The IPFI X File format can al so be used to store artificial, non-
conpliant reference nessages for specific Collecting Process test
cases. Exanples for such test cases are sets of IPFIX records with
undefined Information El enents, Data Records described by m ssing
Tenpl ates, or incorrectly franed Messages or Data Sets.
Representative error handling test cases are defined in [ RFC5471].

Furthernmore, fast replay of |PFI X Messages stored in a file can be
used for stress/load tests (e.g., high rate of incom ng Data Records,
| arge Tenplates with high Informati on El enent counts), as described
in [RFC5471]. The provisioning and use of a set of reference files
for testing sinplifies the perfornmance of tests and increases the
conparability of test results.

Tranmel |, et al. St andards Track [ Page 15]



RFC 5655 | PFI X Files Cct ober 2009

6.4. | PFI X Device Diagnostics

As an IPFIX File can be used to store any collection of flows, the
format may al so be used for dunping and storing various types of flow
data for | PFIX Device diagnostics (e.g., the open flow cache of a
Metering Process or the flow backl og of an Exporting or Collecting
Process at the tinme of a process reset or crash). File-based storage
is preferable to renpte transmi ssion in such error-recovery

si tuations.

7. Detailed File Format Specification

Any valid serialized | PFI X Message stream MJST be accepted by a File
Reader as a valid IPFIX File. In this way, the filesystemis sinply
treated as another |PFIX transport al ongside SCTP, TCP, and UDP

al beit a potentially high-latency transport, as the File Reader and

File Witer do not necessarily run at the sane tine.

This section specifies the detailed actions of File Readers and File
Witers in handling | PFI X Files, and further specifies actions of
File Witers in specific use cases. Unless otherw se specified
herein, IPFIX File Witers MJST behave as | PFl X Exporting Processes,
and | PFI X Fil e Readers MJST behave as | PFI X Col | ecting Processes,
wher e appropri ate.

7.1. File Reader Specification

An I PFI X File Reader MUST act as an | PFI X Col | ecting Process as
specified in [ RFC5101], except as nodified by this docunent.

An | PFI X Fil e Reader MJUST accept as valid any serialized | PFI X
Message streamthat would be considered valid by one or nore of the
other defined IPFI X transport layers. Practically, this nmeans that
the union of IPFIX Tenpl ate managenent features supported by SCTP
TCP, and UDP MJST be supported in IPFIX Files. File Readers MJST:

0 accept |PFI X Messages containing Tenplate Sets, Options Tenplate
Sets, and Data Sets within the sanme nessage, as with | PFI X over
TCP or UDP

0 accept Tenplate Sets that define Tenplates already defined within
the File, as may occur with retransnission of Tenpl ates when using
| PFI X over UDP as described in Section 10.3.6 of [RFC5101];

o resolve any conflict between a resent definition and a previous
definition by assumi ng that the new Tenpl ate replaces the old, as
consistent with Tenplate expiration and I D reuse when using UDP at
the I PFI X transport protocol; and
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0 accept Tenplate Wthdrawal s as described in Section 8 of
[ RFC5101], provided that the Tenplate to be w thdrawn is defined,
as is the case with | PFI X over TCP and SCTP.

Considering the filesystemas-transport view, in the general case, an
I PFI X File SHOULD be treated as containing a single Transport Session
as defined by [ RFC5101]. However, sone applications may benefit from
the ability to treat a collection of IPFIX Files as a single
Transport Session; see especially Section 7.3.3 below. A File Reader
MAY be configurable to treat a collection of Files as a single
Transport Session. However, a File Reader MJST NOT treat a single
IPFIX File as containing nmultiple Transport Sessions.

If an IPFIX File uses the technique described in [ RFC5473] AND all of
the non-Options Tenplates in the File contain the commonPropertiesld
Information El ement, a File Reader MAY assune the set of
commonPropertiesld definitions provides a conplete table of contents
for the File for searching purposes.

7.2. File Witer Specification

An IPFIX File Witer MIST act as an | PFI X Exporting Process as
specified in [ RFC5101], except as nodified by this docunment. This
section contains specifications for IPFIX File Witers in al
situations; specifications and recomendations for specific File
Witer use cases are found in Section 7.3 bel ow

File Witers SHOULD store the Tenplates and Options required to
decode the data within the File itself, unless nodified by the
requirenents of a specific use case in a subsection of Section 7.3.
In this way, a single IPFIX File generally contains a single notiona
Transport Session as defined by [ RFC5101].

File Witers SHOULD enit each Tenplate Set or Options Tenplate Set to
appear in the File before any Data Set described by the Tenpl ates
within that Set, to ensure the File Reader can decode every Data Set
wi thout waiting to process subsequent Tenplates or Options Tenpl ates.

File Witers SHOULD enit Data Records described by Options Tenpl ates
to appear in the File before any Data Records that depend on the
scopes defined by those options.

File Witers SHOULD use Tenplate Wthdrawals to withdraw Tenpl ates if
Tenpl ate I Ds need to be reused. Tenplate Wthdrawal s SHOULD NOT be
used unless it is necessary to reuse Tenpl ate |Ds.

File Witers SHOULD wite | PFI X Messages within an IPFIX File in
ascendi ng Export Tine order.

Tranmel |, et al. St andards Track [ Page 17]



RFC 5655 | PFI X Files Cct ober 2009

File Witers MAY wite Data Records to an IPFIX File in any order
However, File Witers that wite flowrecords to an IPFIX File in
flowStartTinme or fl owendTi ne order SHOULD be consistent in this
ordering within each File.

7.3. Specific File Witer Use Cases

The specifications in this section apply to specific situations.

Each section bel ow extends or nodifies the base File Witer
specification in Section 7.2. Considerations for collocation of a
File Witer with I PFI X Collecting Processes and Metering Processes
are given, as are specific guidelines for using IPFIX Files for
archival storage, or as docunents. Also covered are the use of |PFIX
Files in the testing and di agnostics of |PFIX Devices.

7.3.1. Collocating a File Witer with a Collecting Process

When collocating a File Witer with an | PFI X Col I ecting Process for
archival storage of collected data in IPFIX Files as described in
Section 6.1, the followi ng recommendati ons nmay inprove the useful ness
of the stored data.

The sinplest way for a File Witer to store the data collected in a
single Transport Session is to sinply wite the incom ng |PFIX
Messages to an IPFIX File as they are collected. This approach has
several drawbacks. First, if the original Exporting Process did not
conformto the recommendations in Section 7.2 with respect to

Tenpl ate and Data Record ordering, the witten file can be difficult
to use later; in this case, File Witers MAY reorder records as
received in order to ensure that Tenpl ates appear before the Data
Records they descri be.

A File Witer collocated with a Collecting Process that starts
writing data froma running Transport Session SHOULD wite all the
Tenpl ates currently active within that Transport Session before
writing any Data Records described by them

Also, the resulting IPFIX Files will lack information about the |IPFIX
Transport Session used to export them such as the network addresses
of the Exporting and Col |l ecting Processes and the protocols used to
transport them In this case, if information about the Transport
Session is required, the File Witer SHOULD store a single |IPFIX
Transport Session in an I PFI X File and SHOULD record infornation
about the Transport Session using the Export Session Details Options
Tenpl ate described in Section 8.1.3.
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7.

3.

Addi tional per-Message information MAY be recorded by the File Witer
using the Message Details Options Tenplate described in

Section 8.1.4. Per-Message information includes the tinme at which
each | PFI X Message was received at the Collecting Process, and can be
used to resend | PFI X Messages whil e keeping the original neasurenent
plane traffic profile.

Wien collocating a File Witer with a Collecting Process, the Export
Ti me of each Message SHOULD be the Export Tinme of the Message

recei ved by the Collecting Process containing the first Data Record
in the Message. Note that File Witers storing | PFI X data col | ected
froman I PFI X Coll ecting Process using SCTP as the transport protocol
SHOULD i nterl eave nessages fromnultiple streans in order to preserve
Export Tinme order, and SHOULD reorder the witten nmessages as
necessary to ensure that each Tenplate Set or Options Tenplate Set
appears in the File before any Data Set described by the Tenpl ates
within that Set. Tenplate reordering MIST preserve the sequence of
Tenpl ate Sets with Tenplate Wthdrawals in order to ensure

consi stency of Tenpl at es.

Not e that when adding additional information to |IPFI X Messages

recei ved from Col |l ecting Processes (e.g., Message Checksum Opti ons,
Message Detail Options), the File Witer SHOULD extend the |ength of
the Message for the additional data if possible; otherw se, the
Message SHOULD be split into two approxi mately equal -si ze Messages
aligned on a Data Set or Tenplate Set boundary fromthe original
Message if possible; otherwi se, the Message SHOULD be split into two
approxi mately equal -si ze Messages aligned on a Data Record boundary.
Note that, since the Maxi mum Segnent Size (MSS) or MIU of nost
network |inks (1500-9000 for conmon Ethernets) is smaller than the
maxi mum | PFl X Message size (65536) within an IPFIX File, it is
expected that nessage |length extension will suffice in nost

ci rcumst ances.

A File Witer collocated with a Collecting Process SHOULD NOT sign a
File as specified in Section 9.1 unless the Transport Session over
whi ch the data was exported was protected via TLS or DILS, and the
Col l ecting Process positively identified the Exporting Process by its
certificate. See Section 12.2 for nore information on this issue.

2. Collocating a File Witer with a Metering Process

Note that File Witers may al so be collocated directly with I PFI X

Met ering Processes, for witing nmeasured information directly to disk
wi t hout internediate | PFI X Exporting or Collecting Processes. This
arrangenent may be particularly useful when providing data to an
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anal ysis environment with an | PFl X-Fi | e-based workfl ow, when testing
Met eri ng Processes during devel opnent, or when the authentication of
a Metering Process is inportant.

When collocating a File Witer with a Metering Process, note that
Information El enents associated with Exporting or Collecting
Processes are neani ngl ess, and SHOULD NOT appear in the Export
Session Details Options Tenplate described in Section 8.1.3 or the
Message Details Options Tenpl ate described in Section 8.1.4.

When collocating a File Witer with a Metering Process, the Export
Time of each Message SHOULD be the tine at which the first Data
Record in the Message was received fromthe Metering Process

Note that collocating a File Witer with a Metering Process is the
only way to provide positive authentication of a Metering Process
through signatures as in Section 9.1. See Section 12.2 for nore
information on this issue.

7.3.3. Using IPFIX Files for Archival Storage

While in the general case File Witers should store one Transport
Session per IPFIX File, sonme applications storing |large collections
of data over long periods of tinme nmay benefit fromthe ability to
treat a collection of IPFIX Files as a single Transport Session. A
File Witer MAY be configurable to wite data froma single Transport
Session into multiple IPFIX Files; however, File Witers supporting
such a configuration option MJST provide a configuration option to
support one-fil e-per-session behavior for interoperability purposes.

File Witers using IPFIX Files for archival storage SHOULD support
conpression as in Section 10.

7.3.4. Using IPFI X Files as Docunents

Wien | PFI X Files are used as docunents, to store a set of flows

rel evant to query, investigation, or other common context, or for the
publication of traffic datasets relevant to network research, each
File MUST be readable as a single Transport Session, self-contained
asi de from any detached signature as in Section 9.1, and maki ng no
reference to netadata stored in separate Files, in order to ensure
interoperability.

Wien witing Files to be used as docunents, File Witers MAY enit the
speci al Data Records described by Options Tenpl ates before any other
Data Records in the File in the following order to ease the

i nspection and use of docunents by File Readers:
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o Time Wndow records described by the File Tinme Wndow Options
Tenpl ate as defined in Section 8.1.2 below; followed by:

o Information Element Type Records as described in [ RFC5610];
fol |l owed by

o comonPropertieslid definitions as described in [ RFC5473]; followed
by

0 Export Session details records described by the Export Session
Details Options Tenplate as defined in Section 8.1.3 bel ow

The Export Tinme of each Message within a File used as a docunent
SHOULD be the tinme at which the Message was witten by the File
Witer.

If an IPFI X File used as a docunent uses the technique described in
[ RFC5473] AND all of the non-Options Tenplates in the File contain
the conmonPropertieslid Infornmation Element, a File Reader MAY assune
the set of comonPropertiesld definitions provides a conplete table
of contents for the File for searching purposes.

7.3.5. Using IPFIX Files for Testing

I PFI X Files can be used for testing |PFI X Collecting Processes in two
ways. First, IPFIX Files can be used to store specific flow data for
regression and stress testing of Collectors; there are no specia
considerations for IPFIX Files used in this way.

Second, IPFIX Files are useful for storing reference nessages that do
not conply to the IPFI X protocol in order to test the error handling
and recovery behavior of Collectors. O course, |PFIX Files intended
to be used in this application necessarily MAY violate any of the
specifications in this docunent or in [RFC5101], and such Files MJST
NOT be transmitted to Collecting Processes or given as input to File
Readers not under test.

Note that an extrenely sinple | PFl X Exporting Process may be crafted
for testing purposes by sinply reading an IPFIX File and transmitting
it directly to a Collecting Process. Simlarly, an extrenely sinple
Col l ecting Process may be crafted for testing purposes by sinply
accepting connections and/or | PFI X Messages from Exporting Processes
and witing the session’s nessage streamto an | PFI X File.
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7.3.6. Witing IPFIX Files for Device D agnhostics

I PFI X Files can be used in the debuggi ng of devices that use flow
data as internal state, as a common format for the representation of
flow tables. 1In such situations, the opaqueCctets information

el ement can be used to store additional non-1PFI X encoded, non-fl ow
information (e.g., stack backtraces, process state, etc.) within the
IPFIX File as in Section 11.1; the IPFIX flow table information could
al so be enbedded in a larger proprietary diagnostic format using
delinmters as in Section 11.2

7.3.7. |PFIX File Mnipulation

For many applications, it may prove useful for inplenentations to
provide functionality for the manipul ation of IPFIX Files; for
exanple, to select data froma File, to change the Tenpl ates used
within a File, or to split or join data in Files. Any such utility
shoul d take special care to ensure that its output remains a valid
IPFIX File, specifically with respect to Tenplates and Options, which
are scoped to Transport Sessions.

Any operation that splits one File into nultiple Files SHOULD wite
all necessary Tenplates and Options to each resulting File, and
ensure that witten Options are valid for each resulting File (e.g.
the Tine Wndow Options Tenplate in Section 8.1.2). Any operation
that joins nmultiple Files into a single File should do the sane,
additionally ensuring that Tenplate IDs do not collide, through the
use of different Cbservation Domain IDs or Tenplate ID rewiting.
Conmbi ni ng operations nmay al so want to ensure any desired ordering of
flow records is maintained.

7.4. Media Type of IPFIX Files
The nmedia type for IPFIX Files is application/ipfix. The
registration informati on [ RFC4288] for this nmedia type is given in
the 1 ANA Consi derations section.

8. File Format Metadata Specification

This section defines the Options Tenplates used for IPFIX File
nmet adata, and the Information El enents they require.

8.1. Recommended Options Tenplates for IPFIX Files
The followi ng Options Tenplates allow | PFl X Message streans to neet
the requirenents outlined above w thout extension to the message

format or protocol. They are defined in ternms of existing
Information El ements defined in [ RFC5102], the Information El enents

Tranmel |, et al. St andards Track [ Page 22]



RFC 5655 | PFI X Files Cct ober 2009

defined in [ RFC5610], as well as Infornation Elenents defined in
Section 8.2. IPFIX File Readers and Witers SHOULD support these
Options Tenpl ates as defined bel ow.

In addition, IPFIX File Readers and Witers SHOULD support the
Options Tenpl ates defined in [RFC5610] in order to support self-
description of enterprise-specific Information El ements.

8.1.1. Message Checksum Options Tenpl ate

The Message Checksum Options Tenpl ate specifies the structure of a
Data Record for attaching an MD5 nessage checksumto an | PFI X
Message. An MD5 nessage checksum as described MAY be used if data
integrity is inmportant to the application but file signing is not
avai l abl e or desired. The described Data Record MJUST appear only
once per |PFI X Message, but MAY appear anywhere within the Message.

This Options Tenpl ate SHOULD contain the follow ng I nformation

El ement s:

e e o e e e e e e eaiaooo oo +
| TE | Description |
e e e a - o e e e e e e e e e e e e e e e e e e e e e e e e e e m o +
| messageScope | A marker denoting this Option applies to the |
| [scope] | whol e | PFI X Message; content is ignored. |
| | This Information El enrent MJST be defined as |
| | a Scope Field. |
| messageMD5Checksum | The MD5 checksum of the containing I PFIX |
| | Message. |
o e e e e e e e oo o o m e o e e e e e e e e e e e e e e e e e e e e e e e oo - o +

8.1.2. File Time Wndow Options Tenplate

The File Tine Wndow Options Tenpl ate specifies the structure of a
Data Record for attaching a time windowto an IPFIX File; this Data
Record is referred to as a tinme window record. A tine w ndow record
defines the earliest flow start tine and the latest flow end time of
the flow records within a File. One and only one tinme w ndow record
MAY appear within an IPFIX File if the time window information is
available; a File Witer MIST NOT wite nore than one tinme w ndow
record to an IPFIX File. A File Witer that wites a tinme w ndow
record to a File MUST NOT wite any Flowwith a start tine before the
begi nning of the window or an end tine after the end of the wi ndow to
that File.

This Options Tenpl ate SHOULD contain the follow ng | nformation
El ement s:
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sessi onScope
[ scope]

A marker denoting this Option applies to the
whol e 1 PFI X Transport Session (i.e., the IPFI X
File in the conmbn case); content is ignored.
This Information El ement MJST be defined as a

Scope Fi el d.
m nFl owSt art * Exactly one of m nFl owSt art Seconds,
m nFlowStart M | | i seconds,

| |
| |
| |
| |
| |
| |
| |
| m nFl owStartM croseconds, or

| m nFl owSt art Nanoseconds SHOULD nat ch t he |
| precision of the acconpanyi ng maxFl oweEnd* |
| I'nformation Element. The start tine of the |
| earliest flowin the Transport Session (i.e.,

| File).

| Exactly one of maxFl owEndSeconds, |
| maxFl owendM I | i seconds, maxFl oweEndM croseconds,

| or maxFl owEndNanoseconds SHOULD natch the |
| precision of the acconpanying m nFlowStart* |
| I'nformation Element. The end tinme of the I|atest

| flowin the Transport Session (i.e., File). |

maxFl oweEnd*

8.1.3. Export Session Details Options Tenpl ate

The Export Session Details Options Tenplate specifies the structure
of a Data Record for recording the details of an |IPFI X Transport
Session in an IPFIX File. It is intended for use in storing a single
conplete I PFI X Transport Session in a single IPFIX File. The

descri bed Data Record SHOULD appear only once in a given |IPFI X File.

This Options Tenplate SHOULD contain at |east the follow ng

Information El ements, subject to applicability as noted on each
I nformati on El enment:
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sessi onScope [ scope] A marker denoting this Option
applies to the whole | PFI X Transport
Session (i.e., the IPFIX File in the
conmon case); content is ignored.
This Information El ement MJST be
defined as a Scope Field.

| Pv4 address of the | PFI X Exporting
Process from which the Messages in
this Transport Session were
received. Present only for
Exporting Processes with an | Pv4
interface. For nulti-homed SCTP
associ ations, this SHOULD be the
primary path endpoint address of the
Exporting Process.

| Pv6 address of the | PFI X Exporting
Process from which the Messages in
this Transport Session were
received. Present only for
Exporting Processes with an | Pv6
interface. For multi-homed SCTP
associ ations, this SHOULD be the

|
|
|
|
|
exporterl Pv4Addr ess |
|
|
|
|
|
|
|
|
|
|
|
|
|
I
| primary path endpoi nt address of the
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

exporterl Pv6Addr ess

Exporting Process.

The source port from which the
Messages in this Transport Session
were received.

The certificate used by the | PFI X
Exporting Process from which the
Messages in this Transport Session
were received. Present only for
Transport Sessions protected by TLS
or DTLS.

| Pv4 address of the | PFI X Collecting
Process that received the Messages
in this Transport Session. Present
only for Collecting Processes with
an IPv4 interface. For nulti-honed
SCTP associ ations, this SHOULD be
the prinmary path endpoint address of
the Col |l ecting Process.

| Pv6 address of the IPFIX Collecting
Process that received the Messages
in this Transport Session. Present
only for Collecting Processes with

exporterTransport Port

exporterCertificate

col | ector| Pv4Addr ess

col | ector| Pv6Addr ess
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an IPv6 interface. For nulti-honed
SCTP associ ations, this SHOULD be
the primary path endpoi nt address of
the Coll ecting Process.

The destination port on which the
Messages in this Transport Session
were received.

The | P Protocol Identifier of the
transport protocol used to transport
Messages within this Transport

Sessi on.

The version of the export protoco
used to transport Messages within
this Transport Session. Applicable
only in mxed NetFl ow V9-1PFI X
col l ection environments when storing
Net Fl ow V9 data in | PFlI X Messages,
as in Appendix B

The certificate used by the | PFI X
Col l ecting Process that received the
Messages in this Transport Session.
Present only for Transport Sessions
protected by TLS or DILS.

The Export Tinme of the first Message
in the Transport Session

The Export Tine of the |ast Message
in the Transport Session

col | ect or Transport Port

col | ect or Transport Pr ot ocol

col | ect or Prot ocol Ver si on

col lectorCertificate

m nExport Seconds

maxExport Seconds

8.1.4. Message Details Options Tenpl ate

The Message Details Options Tenplate specifies the structure of a
Data Record for attaching additional export details to an | PFI X
Message. These details include the tinme at which a nessage was

recei ved and information about the export and collection
infrastructure used to transport the Message. This Options Tenpl ate
al so allows the storage of the export session netadata provided the
Export Session Details Options Tenplate, for storing information from
mul tiple Transport Sessions in the same | PFI X File.

This Options Tenplate SHOULD contain at |east the foll ow ng
Information El enents, subject to applicability as noted for each
Information El ement. Note that when used in conjunction with the
Export Session Details Options Tenplate, when storing a single
complete I PFI X Transport Session in an IPFIX File, this Options
Tenpl ate SHOULD contain only the nessageScope and
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collectionTimeM I1liseconds Information El enents, and the
export SctpStream d I nformation El enent for Messages transported via
SCTP.

nmessageScope [ scope] A marker denoting this Option
applies to the whole | PFl X nessage;
content is ignored. This

I nformation El ement MJUST be defined
as a Scope Field.

The absolute tinme at which this
Message was received by the | PFI X
Col I ecting Process.

| Pv4 address of the | PFI X Exporting
Process fromwhich this Message was
received. Present only for
Exporting Processes with an | Pv4
interface, and if this infornmation
is not available via the Export
Session Details Options Tenpl at e.
For mul ti-homed SCTP associ ati ons,
this SHOULD be the primary path
endpoi nt address of the Exporting
Process.

| Pv6 address of the I PFI X Exporting

I

I

I

I

I

col lectionTineM I | i seconds |
I
I
I
I
I
I
I
I
I
I
I
I
I

Process fromwhich this Message was

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I

exporterl Pv4Addr ess

exporter| Pv6Address

received. Present only for
Exporting Processes with an | Pv6
interface and if this information is
not avail able via the Export Session
Details Options Tenplate. For

mul ti-homed SCTP associations, this
SHOULD be the primary path endpoi nt
address of the Exporting Process.
The source port fromwhich this
Message was received. Present only
if this information is not available
via the Export Session Details
Options Tenpl at e.

The certificate used by the | PFI X
Exporting Process fromwhich this
Message was received. Present only
for Transport Sessions protected by
TLS or DTLS.

| Pv4 address of the I PFI X Collecting
Process that received this Message.

exporterTransport Port

exporterCertificate

col | ector| Pv4Addr ess
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Present only for Collecting
Processes with an I Pv4 interface,
and if this information is not

avail abl e via the Export Session
Details Options Tenplate. For

mul ti-homed SCTP associations, this
SHOULD be the prinary path endpoi nt
address of the Collecting Process.

| Pv6 address of the IPFI X Collecting
Process that received this Message.
Present only for Collecting
Processes with an I Pv6 interface,
and if this information is not
avai l abl e via the Export Session
Details Options Tenplate. For

mul ti-homed SCTP associations, this
SHOULD be the primary path endpoi nt
address of the Collecting Process.
The destination port on which this
Message was received. Present only
if this information is not available

I

I

I

I

I

I

|

col | ector| Pv6Addr ess |
I
I
I
I
I
I
I
I
I
I
I

via the Export Session Details

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I

col | ect or Transport Port

Options Tenpl at e.

The | P Protocol Identifier of the
transport protocol used to transport
this Message. Present only if this
information is not available via the
Export Session Details Options
Tenpl at e.

The version of the export protoco
used to transport this Message.
Present only if necessary and if
this information is not avail able
via the Export Session Details
Options Tenpl at e.

The certificate used by the | PFI X
Col l ecting Process that received
this Message. Present only for
Transport Sessions protected by TLS
or DTLS.

The SCTP stream used to transport
this Message. Present only if the
Message was transported via SCTP.

col | ect or Transport Pr ot ocol

col | ect or Prot ocol Ver si on

collectorCertificate

export Sct pStrean d
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8.2. Recommended Infornation Elenents for IPFIX Files

The following Infornmation El enents are used by the Options Tenpl ates
in Section 8.1 to allow | PFl X Message streams to neet the

requi renents outlined above without extension of the protocol. [|PFIX
File Readers and Witers SHOULD support these Information El enents as
defi ned bel ow.

In addition, IPFIX File Readers and Witers SHOULD support the
Information El ements defined in [ RFC5610] in order to support ful
sel f-description of Information El enents.

8.2.1. collectionTineM || i seconds

Descri ption: The absolute tinmestanp at which the data within the
scope containing this Information El ement was received by a
Col l ecting Process. This Information El ement SHOULD be bound to
its containing | PFI X Message via | PFI X Options and the
messageScope | nfornmation El enent, as defined bel ow

Abstract Data Type: dateTineM | | i seconds
El emrent | d: 258
St at us: current

8.2.2. <collectorCertificate

Descri ption: The full X 509 certificate, encoded in ASN. 1 DER
format, used by the Collector when |IPFI X Messages were transmitted
using TLS or DTLS. This Information El enrent SHOULD be bound to
its containing | PFl X Transport Session via an options record and
t he sessionScope Information Element, or to its containing | PFIX

Message via an options record and the nessageScope | nformation
El ement .

Abstract Data Type: octet Array
El ement | d: 274
St at us: current
8.2.3. exporterCertificate
Descri ption: The full X 509 certificate, encoded in ASN. 1 DER
format, used by the Collector when |IPFI X Messages were transmitted

using TLS or DTLS. This Information El emrent SHOULD be bound to
its containing | PFI X Transport Session via an options record and
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t he sessionScope Infornmation Elenent, or to its containing |IPFIX

Message via an options record and the nessageScope | nformation
El enent .

Abstract Data Type: octet Array
El enent | d: 275
St at us: current

8.2.4. exportSctpStrean d

Descri ption: The val ue of the SCTP Stream Identifier used by the
Exporting Process for exporting |PFl X Message data. This is
carried in the Streamldentifier field of the header of the SCTP
DATA chunk contai ning the | PFl X Message(s).

Abstract Data Type: unsi gned16

Data Type Semanti cs: i dentifier

El enent | d: 259

St at us: current

8.2.5. nmaxExport Seconds

Descri ption: The absol ute Export Tinme of the latest |PFI X Message
within the scope containing this Information Element. This
I nformation El ement SHOULD be bound to its containing | PFI X

Transport Session via |IPFI X Options and the sessi onScope
I nformation El enent.

Abstract Data Type: dat eTi neSeconds
El ement | d: 260
St at us: current
Units: seconds

8.2.6. nmaxFl owEndM cr oseconds

Descri ption: The | atest absolute tinmestanp of the | ast packet
within any Flow within the scope containing this Information
El ement, rounded up to the microsecond if necessary. This
I nformation El ement SHOULD be bound to its containing | PFI X
Transport Session via IPFI X Options and the sessi onScope
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Information Elenent. This Information El enent SHOULD be used only
in Transport Sessions containing Flow Records with microsecond-
precision (or better) timestanp Information El enents.

Abstract Data Type: dat eTi neM cr oseconds

El ement | d: 268

St at us: current

Units: m cr oseconds

8.2.7. nmaxFloweEndM I |i seconds

Descri ption: The | atest absolute tinmestanp of the | ast packet
within any Flow within the scope containing this Information
El ement, rounded up to the mllisecond if necessary. This
I nformation El ement SHOULD be bound to its containing | PFI X
Transport Session via |IPFI X Options and the sessi onScope
Information Element. This Information El ement SHOULD be used only
in Transport Sessions containing Flow Records with millisecond-
precision (or better) tinmestanp Information El enments

Abstract Data Type: dateTineM | | i seconds

El enent | d: 269

St at us: current

Units: mlliseconds

8.2.8. maxFl owEndNanoseconds

Descri ption: The | atest absolute tinmestanp of the | ast packet
within any Flow within the scope containing this Information
El ement. This Information El ement SHOULD be bound to its
containing | PFl X Transport Session via | PFI X Options and the
sessionScope Information Element. This Information El ement SHOULD
be used only in Transport Sessions containing Fl ow Records with
nanosecond- preci sion tinmestanp | nformation El enents.

Abstract Data Type: dat eTi neNanoseconds

El enent | d: 270

St at us: current

Units: nanoseconds
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8.2.9. nmaxFl owEndSeconds

Descri ption: The | atest absolute tinmestanp of the | ast packet
within any Flow within the scope containing this Information
El ement, rounded up to the second if necessary. This Information
El enent SHOULD be bound to its containing |IPFIX Transport Session
via | PFI X Options and the sessionScope |Information El enent.

Abstract Data Type: dat eTi neSeconds
El ement | d: 261
St at us: current
Units: seconds
8.2.10. nessageMD5Checksum

Descri ption: The MD5 checksum of the | PFI X Message containing this
record. This Information El ement SHOULD be bound to its
contai ni ng | PFl X Message via an options record and the
messageScope | nformation El enent, as defined bel ow, and SHOULD
appear only once in a given |IPFI X Message. To calculate the val ue
of this Information Elenment, first buffer the containing |IPFIX
Message, setting the value of this Information El enent to al
zeroes. Then calculate the MD5 checksum of the resulting buffer
as defined in [ RFC1321], place the resulting value in this
Information El ement, and export the buffered nmessage. This
Information Elenent is intended as a sinple checksum only;
therefore collision resistance and algorithmagility are not
required, and MD5 is an appropriate nessage digest.

Abstract Data Type: octetArray (16 bytes)

El ement | d: 262

St at us: current

Ref er ence: RFC 1321, The MD5 Message-Digest Al gorithm [ RFC1321]

8.2.11. nmessageScope

Descri ption: The presence of this Information El enent as scope in
an Options Tenplate signifies that the options described by the
Tenpl ate apply to the I PFI X Message that contains them It is
defined for general purpose nessage scopi ng of options, and

proposed specifically to allow the attachnent of checksum and
collection information to a nessage via | PFI X Options. The val ue
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of this Infornmation Element MJUST be witten as 0 by the File
Witer or Exporting Process. The value of this Infornation
El ement MUST be ignored by the File Reader or the Collecting
Process.

Abstract Data Type: unsi gned8

El enent | d: 263

St at us: current

8.2.12. m nExport Seconds

Descri ption: The absol ute Export Tinme of the earliest |PFIX Message
wi thin the scope containing this Information Elenent. This
I nformation El ement SHOULD be bound to its containing | PFI X
Transport Session via an options record and the sessi onScope

I nformation El enent.
Abstract Data Type: dat eTi neSeconds
El erent | d: 264

St at us: current

Units: seconds

8.2.13. mnFlowStartM croseconds

Descri ption: The earliest absolute tinestanp of the first packet
within any Flow within the scope containing this Information
El enent, rounded down to the nicrosecond if necessary. This
I nformation El ement SHOULD be bound to its containing | PFI X
Transport Session via an options record and the sessi onScope
Information Element. This Information El enent SHOULD be used only
in Transport Sessions containing Fl ow Records with m crosecond-
precision (or better) tinestanp Infornmation El enents.

Abstract Data Type: dat eTi neM cr oseconds
El ement | d: 271
St at us: current

Units: nm cr oseconds
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m nFl owStart M | | i seconds

The earliest absolute tinestanp of the first packet

within any Flow within the scope containing this Information

El enent, rounded down

to the mllisecond if necessary. This

I nformation El ement SHOULD be bound to its containing | PFI X

Transport Session via
I nformation El enent.
in Transport Sessions

an options record and the sessi onScope
This Information El ement SHOULD be used only
contai ning Fl ow Records with millisecond-

8.2.15.

8.2.16.

Tramel |,

precision (or better) tinmestanp Information El enments

Abstract Data Type: dateTineM | | i seconds

El enent | d: 272
St at us: current
Units: m | liseconds

m nFl owSt ar t Nanoseconds

Descri ption: The earliest absolute tinestanp of the first packet
within any Flow within the scope containing this Information
El ement. This Information El ement SHOULD be bound to its
containing | PFI X Transport Session via an options record and the
sessionScope Information Element. This Information El ement SHOULD
be used only in Transport Sessions containing Fl ow Records with
nanosecond- preci sion tinmestanp I nformation El enents.

Abstract Data Type: dat eTi neNanoseconds

El enent | d: 273

St at us: current

Units: nanoseconds

m nFl owSt art Seconds

Descri ption: The earliest absolute tinestanp of the first packet
within any Flow within the scope containing this Information
El enent, rounded down to the second if necessary. This
I nformation El ement SHOULD be bound to its containing | PFI X
Transport Session via an options record and the sessi onScope
I nformation El enent.

Abstract Data Type: dat eTi neSeconds
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El enent | d: 265

Stat us: current

Units: seconds
8.2.17. opaqueCctets

Descri pti on: This Information El ement is used to encapsul ate non-
| PFI X data into an | PFl X Message stream for the purpose of
all owi ng a non-1PFI X data processor to store a data streaminline
within an IPFIX File. A Collecting Process or File Witer MJST
NOT try to interpret this binary data. This Information El enent
differs from paddi ngCctets as its contents are neaningful in sone
non- | PFI X context, while the contents of paddi ngCctets MJST be
0x00 and are intended only for Information El enent alignnent.

Abstract Data Type: octet Array
El ement | d: 266
St at us: current

8.2.18. sessionScope

Descri ption: The presence of this Information El enment as scope in
an Options Tenplate signifies that the options described by the
Tenpl ate apply to the I PFI X Transport Session that contains them
Note that as all options are inplicitly scoped to Transport
Session and Qobservation Donmain, this Information Elenment is
equivalent to a "null" scope. It is defined for general purpose
session scopi ng of options, and proposed specifically to allow the
attachnent of time w ndow and collection information to an | PFI X
File via I PFI X Options. The value of this Information El enent
MUST be witten as O by the File Witer or Exporting Process. The
value of this Information El enent MJST be ignored by the File
Reader or the Collecting Process.

Abstract Data Type: unsi gned8
El ement | d: 267

St at us: current
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9.

9.

Si gning and Encryption of IPFIX Files

In order to ensure the integrity of IPFIX Files and the identity of
IPFIX File Witers, File Witers and Fil e Readers SHOULD provi de for
an interoperable and easily inplenmented nethod for signing |IPFIX
Files, and verifying those signatures. This section specifies nethod
via CMB detached signatures.

Note that while CMS specifies an encapsul ati on fornmat that can be

used for encryption as well as signing, no method is specified for
encapsul ation for confidentiality protection. It is assuned that

application-specific or process-specific requirenents outweigh the
need for interoperability for encrypted files.

1. CMVs Detached Signatures

The Cryptographi c Message Syntax (CV5) [ RFC3852] defines an
encapsul ati on syntax for data protection, used to digitally sign

aut henticate, or encrypt arbitrary nessage content. CWMS can also be
used to create detached signatures, in which the signature is stored
in a separate file. This arrangenment maxim zes interoperability, as
File Readers that are not aware of CMS detached signatures and have
no requirenent for themcan sinply ignore them the content of the
IPFIX File itself is unchanged by the signature.

The detached signature file for an I PFI X File SHOULD be stored,
transported, or otherwi se made available (e.g., by FTP or HITP)

al ongside the signed IPFIX File, with the same fil ename as the | PFI X
File, except that the file extension ".p7s" is added to the end,
conform ng to the nami ng convention in [ RFC3851].

Wthin the detached signature, the CM5 Contentlnfo type MJST al ways
be present, and it MJST encapsul ate the CM5 SignedData content type,
which in turn MJST NOT encapsul ate the signed | PFI X File content.
The CM5 detached signature is sunmarized as foll ows:
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Contentlnfo {

cont ent Type i d-signedbData, -- (1.2.840.113549.1.7.2)
cont ent Si gnedDat a
}
Si gnedDat a {
versi on CvBVersion, -- Always set to 3
di gest Al gorithns Di gest Al gorithm dentifiers,
encapCont ent | nf o Encapsul at edCont ent | nf o,
certificates CertificateSet, -- File Witer certificate(s)
crls CertificateRevocationLists, -- Optional
si gner | nf os SET OF Signerlinfo -- Only one signer
}
Signerinfo {
versi on CMsVersion, -- Always set to 3
sid Si gnerldentifier,
di gest Al gorithm Di gest Al gorithm dentifier,
signedAttrs Si gnedAttri but es,
signatureAl gorithm SignatureAl gorithnm dentifier,
si gnature Si gnat ur eVal ue,
unsi gnedAttrs Unsi gnedAttri butes
}
Encapsul at edContent I nfo {
eCont ent Type id-data, -- (1.2.840.113549.1.7.1)
eCont ent OCTET STRING -- Al ways absent
}

The details of the contents of each CM5 encapsul ation are detailed in
t he subsections bel ow.

9.1.1. Contentlnfo

[ RFC3852] requires the outer-nost encapsul ation to be Contentl nfo;
the fields of Contentinfo are as foll ows:

content Type: the type of the associated content. For the detached
signature file, the encapsulated type is always SignedData, so the
i d-signedData (1.2.840.113549.1.7.2) object identifier MJST be
present in this field.

content: a SignedData content, detailed in Section 9.1.2.
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9.1.2. SignedData

The SignedData content type contains the signature of the IPFIX File
and information to aid in validation; the fields of SignedData are as
fol | ows:

version: MJST be 3.

digestAlgorithns: a collection of one-way hash function identifiers.
It MUST contain the identifier used by the File Witer to generate
the digital signature.

encapContentlnfo: the signed content, including a content type
identifier. Since a detached signature is being created, it does
not encapsulate the IPFIX File. The Encapsul atedContentinfo is
detailed in Section 9.1.4.

certificates: a collection of certificates. 1t SHOULD include the
X. 509 certificate needed to validate the digital signature file.
Certification Authority (CA) and File Witer certificates MJST
conformto the certificate profile specified in [ RFC5280].

crls: an optional collection of certificate revocation lists (CRLs).
It SHOULD NOT contain any CRLs; any CRLs that are present MJST
conformto the certificate profile specified in [ RFC5280].

signerinfos: a collection of per-signer information; this identifies
the File Witer. Mre than one Signerlnfo MAY appear to
facilitate transitions between keys or algorithns. The Signerlnfo
type is detailed in Section 9.1.3.
9.1.3. Signerinfo

The Signerinfo type identifies the File Witer; the fields of
Signerinfo are as follows:

version: MJST be 3.
sid: identifies the File Witer’s public key. This identifier MJST
mat ch the val ue included in the subjectKeyldentifier certificate

extension on the File Witer’'s X. 509 certificate.

digestAlgorithm identifies the one-way hash function and associ at ed
paraneters used to generate the signature.
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signedAttrs: an optional set of attributes that are signed al ong
with the content.

digestAlgorithm identifies the digital signature algorithm and
associ ated paraneters used to generate the signature.

signature: the digital signature of the associated file.

unsi gnedAttrs: an optional set of attributes that are not signed.

9.1.4. Encapsul atedContentlInfo

9. 2.

10.

The Encapsul atedContentlnfo structure contains a content type
identifier. Since a detached signhature is being created, it does not
encapsul ate the IPFIX File. The fields of Encapsul atedContentlnfo
are as follows:

eCont ent Type: an object identifier that uniquely specifies the
content type. The content type associated with IPFI X File MJST be
id-data (1.2.840.113549.1.7.1).

eContent: an optional field containing the signed content. Since
this is a detached signature, eContent MJST be absent.

Encryption Error Resilience

Note that single bit errors in the encrypted data stream can result
in larger errors in the decrypted stream depending on the encryption
schene used.

In applications (e.g., archival storage) in which error resilience is
very inportant, File Witers SHOULD use an encryption schene that can
resynchroni ze after bit errors. A common exanple is a bl ock cipher
in CBC (C pher Block Chaining) node. |In this case, File Witers MY
al so use the Message Checksum Options Tenplate to attach a checksum
to each IPFI X Message in the IPFIX File, in order to support the
recognition of errors in the decrypted data.

Conmpression of IPFIX Files

Network traffic nmeasurenent data is generally highly conpressible.

| PFI X Tenpl ates tend to increase the infornmation content per record
by not requiring the export of irrelevant or non-present fields in
records, and the techni que described in [RFC5473] al so reduces the
export of redundant information. However, even with these

techni ques, generalized conpression can decrease storage requirenments
significantly; therefore, IPFIX File Witers and File Readers SHOULD
support conpression as described in this section
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10.

10.

10.

1. Supported Conpression Fornats

| PFI X Files support two conpression encapsul ation formats: bzip2

[ bzi p2] and gzip [ RFC1952]. bzip2 provides better conpression than
gzip and, as a block compression algorithm better error recovery
characteristics, at the expense of slower conpression. gzip is
potentially a better choice when conpression tinme is an issue. These
two al gorithms and encapsul ation formats were chosen for ubiquity and
ease of inplenentation

I PFI X File Readers and Witers supporting conpression MJST support
bzi p2, and SHOULD support gzip.

2. Conpression Recognition at the File Reader

bzi p2, gzip, and unconpressed | PFI X Files have distinct magic
nunbers. |1PFI X File Readers SHOULD use these nmagic nunbers to

det erm ne what conpression, if any, is in use for an IPFIX File, and
i nvoke the proper deconpression. bzip2 files are identified by the
initial three-octet string 0x42, Ox5A, 0x68 ("Bzh"). gzip files are
identified by the initial two-octet string Ox1F, O0x8B. |IPFIX Files
are identified by the initial two-octet string 0x00, OxO0A; these are
the version bytes of the first |IPFI X Message header in the File.

3. Conpression Error Resilience

Conpression at the file level, like encryption, is not particularly
resilient to errors; in the worst case, a single bit error in a
stream conpressed file could result in the loss of the entire file.

Since bl ock conpression algorithms that support the identification
and isolation of blocks containing errors linmt the inpact of errors
on the recoverability of conpressed data, the use of bzip2 in
applications where error resilience is inportant i s RECOVMMENDED

Since the bl ock boundary of a bl ock-conpressed IPFIX File may fall in
the mddl e of an |IPFI X Message, resynchronization of an |IPFI X Message
stream by a File Reader after a conpression error requires sone care
The begi nning of an | PFl X Message may be identified by its header
signature (the Version field of the Message Header, 0x00 OxO0A,
followed by a 16-bit Message Length), but sinply searching for the
first occurrence of the Version field is insufficient, since these
two bytes may occur in valid I PFI X Tenplate or Data Sets.

Therefore, we specify the following algorithmfor File Readers to
resynchroni ze an | PFl X Message Stream after skipping a conpressed
bl ock containing errors:
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1. Search after the error for the first occurrence of the octet
string 0x00, OxO0A (the IPFI X Message Header Version field).

2. Treat this field as the beginning of a candidate | PFI X Message.
Read the two bytes following the Version field as a Message
Length, and seek to that offset fromthe begi nning of the
candi dat e | PFlI X Message.

3. If the first two octets after the candidate | PFl X Message are
0x00, OxOA (i.e., the IPFI X Message Header Version field of the
next nmessage in the strean), or if the end-of-file is reached
precisely at the end of the candidate | PFI X Message, presune that
the candidate | PFI X Message is valid, and begin reading the | PFI X
File fromthe start of the candidate |IPFI X Message

4. If not, or if the seek reaches end-of-file or another bl ock
containing errors before finding the end of the candidate
message, go back to step 1, starting the search two bytes from
the start of the candi date | PFI X Message.

The al gorithm above will inproperly identify a non-nessage as a
nmessage approximately 1 in 2732 tinmes, assum ng random | PFl X dat a.
It may be expanded to consider nultiple candidate |IPFI X Messages in
order to increase reliability.

In applications (e.g., archival storage) in which error resilience is
very inportant, File Witers SHOULD use bl ock conpression algorithns,
and MAY attenpt to align | PFI X Messages within conpression blocks to
ease resynchroni zation after errors. File Readers SHOULD use the
resynchroni zation algorithm above to nmininmze data | oss due to
conpressi on errors.

11. Recomended File Integration Strategies

This section describes nmethods for integrating IPFIX File data with
other file formats.

11.1. Encapsulation of Non-I1PFI X Data in IPFI X Files

At times, it may be useful to export or store non-IPFI X data inline
inan IPFIX File or Message stream To do this cleanly, this data
nmust be encapsul ated into | PFl X Messages so that an |IPFI X Fil e Reader
or Collecting Process can handle it without any need to interpret it.
At the sane tine, this data nust not be changed during transm ssion
or storage. The opaqueCctets Information El ement, as defined in
Section 8.2.17, is provided for this encapsul ation
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11.

12.

Processing the encapsul ated non-1PFI X data is left to a separate
processi ng nechani sns that can identify encapsul ated non-1PFI X data
in an | PFl X Message Stream but need not have any ot her | PFI X
handl i ng capability, except the ability to skip over all IPFIX
Messages that do not encapsul ate non-1PFI X dat a.

The Message Checksum Options Tenpl ate, described in Section 8.1.1,
may be used as a uniform mechanismto identify errors within
encapsul at ed dat a.

Note that this mechanismcan only encapsul ate data objects up to
65,515 octets in length. |f the space available in one |IPFI X Message
is not enough for the anpbunt of data to be encapsul ated, then the
data nmust be broken into snaller segments that are encapsulated into
consecutive | PFI X Messages. Any additional structuring or senmantics
of the raw data is outside the scope of IPFI X and nmust be inpl ement ed
within the encapsul ated binary data itself. Furthernore, the raw
encapsul at ed data cannot be assuned by an I PFI X File Reader to have
any specific format.

2. Encapsulation of IPFIX Files within Other File Formats

Consequently, it may al so be useful to reverse the encapsul ati on

that is, to export or store IPFIX data inline within a non-IPFIX File
or data stream This nakes sense when the other file format is not
conpatible with the encapsul ati on descri bed above in Section 11.1.
General |y speaking, the encapsul ation here will be specific to the
format of the containing file. For exanple, IPFIX Files may be
enbedded in XML el enents using hex or Base64 encoding, or in raw
binary files using start and end delinmters or sone form of run-

I ength encoding. As there are as nmany potential encapsul ations here
as there are potential file formats, the specifics of each are out of
scope for this specification

Security Considerations

The Security Considerations section of [RFC5101], on which the | PFI X
File format is based, is largely concerned with the proper
application of TLS and DTLS to ensure confidentiality and integrity
when exporting | PFl X Messages. By anal ogy, this docunment specifies
the use of CMS [ RFC3852] detached signatures to provide equival ent
integrity protection to TLS and DTLS in Section 9.1. However, aside
fromnmerely applying CVS for signatures, there are several security

i ssues which nmuch be considered in certain circunstances; these are
covered in the subsections bel ow
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12.

12.

1. Relationship between IPFI X File and Transport Encryption

The underlying protocol used to exchange the information that will be
stored using the format proposed in this docunent nmust as well apply
appropriate procedures to guarantee the integrity and confidentiality
of the exported information. Such issues are addressed in [ RFC5101].
Specifically, IPFIX Files that store data taken froman | PFI X

Col I ecting Process using TLS or DTLS for transport security SHOULD be
signed as in Section 9.1 and SHOULD be encrypted out of band; storage
of such flow data w thout encryption may present a potential breach
of confidentiality. Conversely, flow data considered sensitive
enough to require encryption in storage that is later transnitted
using | PFI X SHOULD be transmitted using TLS or DTLS for transport
security.

2. End-to- End Assertions for IPFIX Files

Note that while both TLS and CMS provide the ability to sign an | PFI X
Transport Session or an IPFIX File, there exists no nmethod for
protecting data integrity end-to-end in the case in which a
Col l ecting Process is collocated with a File Witer. The channe

bet ween the Exporting Process to Collecting Process using IPFIX is
signed by the Exporting Process key and protected via TLS and DTLS,
while the File is signed by the File Witer key and protected via
CMs. The identity of the Exporting Process is not asserted in the
file, and the records nmay be nodified between the Collecting Process
and the File Witer.

There are two potential ways to address this issue. The first is by
fiat, and is appropriate only when the application allows the

Col | ecting-Process-to-File-Witer channel to be trusted. |In this
case, the File Witer's signature is an inplicit assertion that the
channel to the Exporting Process was protected, that the Exporting
Process’s signature was verified, and that the data was not changed
after collection. For this to work, a File Witer collocated with a
Col l ecting Process SHOULD NOT sign a File as specified in Section 9.1
unl ess the Transport Session over which the data was exported was
protected via TLS or DTLS, and the Collecting Process positively
identified the Exporting Process by its certificate. The File Witer
SHOULD i ncl ude the Exporting Process and Col |l ecting Process
certificates within the File using the Export Session Detail Options
Tenplate in Section 8.1.3 or the Message Detail Options Tenplate in
Section 8.1.4 to allow for later verification

In situations in which the Collecting Process and/or File Witer
cannot be trusted, end-to-end integrity can then be approxi mated by
collocating the File Witer with the Metering Process, and renoving
the I PFI X protocol conpletely fromthe chain. In this case, the File
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Witer's signature is an inplicit assertion that the Metering Process
is identified and is not tanpering with the information as observed
on the wire.

Verification of these trust relationships is out of scope for this
docunent, and shoul d be considered on a per-inplenentation basis.

12.3. Recommendations for Strength of Cryptography for IPFIX Files

Not e that when encrypting files for archival storage, the
cryptographic strength is dependent on the length of time over which
archival data is expected to be kept. Long-term storage may require
re-application of cryptographic protection, periodically resigning
and reencrypting files with stronger keys. 1In this case, it is
recomended that the existing signed and/or encypted data be
encapsul ated within newer, stronger protection. See [RFC4810] for a
di scussion of this issue.

13. | ANA Consi derations

Thi s docunent specifies the creation of several new | PFI X I nformation
Elements in the I PFI X Information El enent registry |ocated at
http://ww.iana.org, as defined in Section 8.2 above. |ANA has
assigned the follow ng Informati on El enent nunbers for their
respective Information El enents as specified bel ow

o Information El emrent nunber 258 for the collectionTineMII|iseconds
I nformati on El enent.

o Information El enent nunber 274 for the collectorCertificate
I nformati on El enent.

o Information El ement nunber 275 for the exporterCertificate
I nformati on El enent.

o Information El enment nunber 259 for the exportSctpStreand
I nformati on El ement.

o Information El ement nunber 260 for the maxExport Seconds
I nformati on El enent.

o Information El enent nunber 268 for the maxFl owEndM cr oseconds
I nformati on El enent.

o Information El emrent nunber 269 for the maxFl owEndM | | i seconds
I nformati on El enent.
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o Information El enent nunber 270 for the maxFl owEndNanoseconds
I nformati on El enent.

o Information El emrent nunber 261 for the maxFl owEndSeconds
I nformati on El enent.

o Information El enment nunber 262 for the messageMD5Checksum
I nformation El enent.

o Information El ement nunber 263 for the nessageScope | nformation
El ement .

o Information El enment nunber 264 for the ni nExport Seconds
I nformation El enent.

o Information El ement nunber 271 for the m nFl owStartM croseconds
I nformati on El enent.

o Information El enent nunber 272 for the mnFlowStartM I |i seconds
I nformati on El enent.

o Information El enent nunber 273 for the m nFl owSt art Nanoseconds
I nformati on El enent.

o Information El enent nunber 265 for the m nFl owSt art Seconds
I nformati on El enent.

o Information El ement nunber 266 for the opaqueCctets |Information
El ement .

o Information El enment nunber 267 for the sessionScope |nformation
El enent .

| ANA has created the nedia type application/ipfix for |IPFIX data, as
described by the followi ng registration information

Type nane: application
Subt ype nane: i pfix

Requi red paraneters: none
Optional paraneters: none

Encodi ng consi derati ons: | PFI X Files are binary, and therefore nust
be encoded in non-binary contexts.
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Security considerations: See the Security Considerations
(Section 12) of RFC 5655, and the Security Consi derations of
[ RFC5101] .

Interoperability considerations: See the "Detail ed Specification”

(Section 7) of RFC 5655. The format is designed to be broadly

i nteroperable, as any valid stream of |PFI X Messages over any
transport specified in [ RFC5101] MJST be recogni zable as a valid
| PFI X File.

Publ i shed specification: RFC 5655, especially Section 7, and
[ RFC5101] .

Applications that use this nedia type: Various | PFI X
i mpl enent ati ons (see [ RFC5153]) support the construction of |PFIX
File Readers and Witers.

Addi ti onal information

Magi ¢ nunber (s): None, although the first two bytes of any |IPFIX
File are the first two bytes of a nessage header, the Version
field, which as of [RFC5101] are always 10 in network byte
order: 0x00, OxOA.

File extension(s): Lipfix
Maci ntosh file type code(s): none
Person & enmnil address to contact for further infornmation: Bri an

Tranmel | <brian.tramel | @i tachi-eu.con> for the authors of RFC
5655; Nevil Brownl ee <n. brownl ee@uckl and. ac. nz> for the |PFI X
Wor ki ng G oup.

I nt ended usage: LI M TED USE

Restrictions on usage: none

Change controller: Brian Trammel | <brian.trammel | @itachi-eu.conr
for the authors of RFC 5655; Nevil Brownl ee
<n. br ownl ee@uckl and. ac. nz> for the |IPFI X Wrking G oup.
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Appendi x A, Exanple IPFIX File

In this section we will explore an exanple IPFI X File that
denmonstrates the various features of the IPFIX File format. This
File contains flow records described by a single Tenplate. This File
also contains a File Tinme Wndow record to note the start and end
time of the data, and an Export Session Details record to record
collection infrastructure information. Each Message within this File
al so contains a Message Checksumrecord, as this File nmay be
externally encrypted and/or stored as an archive. The structure of
this File is shown in Figure 2.

+ +
| 1 PFI X Message seq. O |
I e R + |
| | Template Set (ID 2) 1rec | |
| | Data Tnpl. ID 256 | |
I e i i + |
| | Options Tenplate Set (ID 3) 3 recs | |
| | File Time Wndow OQpt. Tnpl. |ID 257 | |
| | Message Checksum Qpt. Tnpl. ID 259 | |
| | Export Session Details Opt. Tnpl. ID 258 | |
I e R +
| | Data Set (ID 259) [Message Checksuni 1 rec | |
I R e + |
+ +
| I'PFI X Message seq. 1 |
| o + |
| | Data Set (1D 257) [File Time Wndow] 1 rec | |
I e i i + |
| | Data Set (1D 258) [Export Session] lrec | |
I e i R + |
| | Data Set (1D 259) [Message Checksum 1 rec | |
| o + |
+ +
| 1 PFIX Message seq. 4 |
I R e + |
| | Data Set (1D 256) 50 recs | |
| | contains flow data | |
| o + |
| | Data Set (1D 259) [Message Checksum 1 rec | |
I e i i + |
+ +
| |
| : |

| PFI X Message seq. 55

Figure 2: File Exanple Structure
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The Tenpl ate describing the data records contains a flow start
timestanp, an IPv4 5-tuple, and packet and octet total counts. The
Tenpl ate Set defining this is as shown in Figure 3 bel ow

1 2 3
01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s

| Set ID=2 | Length = 40 |
T T i i e e e e e e E et o i s o S R S
| Tenpl ate 1D = 256 | Field Count = 8 |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| O] flowsStartSeconds = 150 | Field Length = 4 |
T e e i i e e e st s S S SN SR
| O] sourcel Pv4Address = 8| Field Length = 4 |
T e i i o e e e e E e e i s e S R S
| 0| dest.|Pv4Address = 12 | Field Length = 4 |
B T e o i S I i i S S N iy St S I S S
| 0] sourceTransport Port = 7| Field Length = 2 |
T e e i i e e e e f bt i S s SN SR
| O] dest. TransportPort = 11 | Field Length = 2 |
i o i i o e e e e et o i sl S R R SR
| 0| protocolldentifier = 4 | Field Length = 1 |
B T e o i S I i i S S N iy St S I S S
| O] oct et Tot al Count = 85 | Field Length = 4 |
T e e i i e e e st s S S SN SR
| 0] packet Tot al Count = 86 | Field Length = 4 |
i e i e S e R e i s i S R TR R R S

Figure 3: File Exanple Data Tenpl ate
A 1. Exanple Options Tenpl ates

This is followed by an Options Tenplate Set containing the Options
Tenpl ates required to read the File: the File Tine Wndow Options
Tenpl ate (defined in Section 8.1.2 above), the Export Session Details
Options Tenplate (defined in Section 8.1.3 above), and the Message
Checksum Options Tenplate (defined in Section 8.1.1 above). This
Options Tenplate Set is shown in Figure 4 and Figure 5 bel ow
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1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| Set ID=3 | Length = 80 |
B T e o i S I i i S S N iy St S I S S
| Tenplate I D = 257 | Field Count = 3 |
T e e i i e e S e et i s s SN SR
| Scope Field Count =1 | 0| sessionScope = 267 |
i T i i o o e e e e E et i s s SR R S
| Field Length = 1 | O m nFl owSt art Seconds = 265 |
B T e o i S I i i S S N iy St S I S S
| Field Length = | 0] maxFl owEndSeconds = 261 |
+++++++++++++++++++++++++++++++-+-+
| Field Length = 4 | Tenplate I D = 259 |

T T i i o o e e e et o S R TR R R SR
| Field Count = 2 Scope Field Count =1 |

++-+-+-+-+-+-+-+-+-+-+-++++L—++++++++++++++++
| 0] nessageScope = 263 | Field Length = 1 |
B s S S i i i ks a ks st S S S S S S
| 0] nmessageMD5Checksum = 262 | Field Length = 16 |
s i e S e S T S S S e O i i R S NI S e R S S

Figure 4: File Exanple Options Tenplates (Tine Wndow and Checksum
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2 3

B T et e i T e e S Tk b I R
| Tenpl ate 1D = 258 | Field Count =9

B S S e h T el S S S S S T S S T S S S i SuI S
| Scope Field Count =1 | 0] sessionScope = 267
B i T St e s ci it I SR SR S ST S S
| Field Length = 1 | 0| exporterl Pv4Address = 130
B e et e e T e e S S ih E Ch s i SRR
| Field Length = 4 | 0| collectorlPv4dAddress = 211
R T o o I e e ik i i i e S e S S i s ks sk S S S S
| Field Length = 4 | O] exporterTransportPort = 217
B i T St st e s i i S SR SR S ST S S
| Field Length = 2 | 0| col. Transport Port = 216
B e et e e T e e s ok T b N I R
| Field Length = 2 | 0| col. TransportProtocol = 215
R T o o I e e ik i i i e S e S S i s ks sk S S S S
| Field Length = 1 | 0] col. Protocol Version = 214
i i T Sttt s s it I SR SR S ST S S
| Field Length = 1 | 0| mi nExport Seconds = 264
B T et e e T e e S e o T Sk N S R
| Field Length = 4 | 0| maxExport Seconds = 260
R T o o I e e ik i i i e S e S S i s ks sk S S S S
| Field Length = 4 | set padding (2 octets)
B i T Sttt s s it I SR SRR S S SR S

Figure 5: File Exanple Options Tenpl at es,

A 2.

Exanpl e Suppl emental Options Data

Fol I owi ng the Tenplates required to decode the File is the
uppl enental | PFI X Options information used to describe the File's

S

contents and type information.

r

bet ween 00:01: 13 and 23:56: 27 UTC, and appears as in Figure 6:

Trammel |, et al.

+
|
+
|
+
|
+
|
+
|
+
|
+
|
+
|
+
|
+
|
+
|
+

Cont i nued (Session Details)

First cones the File Tine W ndow
ecord; it notes that the File contains data from9 Cctober 2007
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1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| Set ID = 257 | Length = 13

B T e o i S I i i S S N iy St S I S S
| sessionScope | m nFl owSt art Seconds

| 0 | 2007-10-09 00:01:13 UTC Co
B Lt r s i i i o o T s ks S R S

| maxFl owEndSeconds
.o | 2007-10- 09 23:56: 27 UTC Co
B T e o i S I i i S S N iy St S I S S
|
|

o e e e e e A e
Figure 6: File Exanple Time W ndow

This is followed by informati on about how the data in the File was
collected, in the Export Session Details record. This record notes
that the session stored in this File was sent via SCTP from an
Exporter at 192.0.2.30 port 32769 to a Collector at 192.0.2.40 port
4739, and contai ns nessages exported between 00: 01:57 and 23:57: 12
UTC on 9 October 2007; it is represented inits Data Set as in
Figure 7:
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1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| Set ID = 258 | Length = 27

B T e o i S I i i S S N iy St S I S S
| sessionScope | exporterl Pv4Address

| 0 | 192.0.2.30

e e e e e e e e e e e e e e e e e e e e A e e e e e e e 4 e e et

| col I ect orl Pv4Addr ess

. | 192.0.2.31
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| exporter Transport Port | cTPort
. | 32769 | 4739
+++++++++++++++++++++++++++++++++
| cTProtocol | cPVersion
| 132 | 10 |

B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
m nExport Seconds |

2007-10- 09 00: 01: 57 UTC |
e e e e e e e b e e e A e e e e e e e e b e e e e e e e e e e e

maxExport Seconds

2007-10-09 23:57:12 UIC |
T i S s I S S S i o S

Figure 7: File Exanple Export Session Details
A. 3. Exanpl e Message Checksum

Each I PFI X Message within the File is completed with a Message
Checksumrecord; the structure of this record within its Data Set is
as in Figure 8:

01234567890123456789012345678901
B T T T o o S S S e i S S Tk e e Y S
| Set ID = 259 | Length = 24
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| nmessageScope |

0
|+-+-+-+-+-+-+-+-|+ I
| messageMD5Checksum
| (16-byte MD5 checksum of options nessage)
| |
| |
|
|
+

B s o o S e e N el ks S TR T e T S e S e s o i
| set padding (3 octets) |
B s T T S S S T s sl T ot S o S S S S S e i

Figure 8: File Exanple Message Checksum
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A 4. File Exanple Data Set

After the Tenpl ates and supplenental Options information conmes the
data itself. The first record of an exanple Data Set is shown with
its nessage and set headers in Figure 9:

1 2 3
01234567890123456789012345678901
R R R R e e s o S e R S S S S S S e e e e e
| Version = 10 | Length = 1296 |
B e i ol i i i e S S S e e e T i T sl st ST O S N I S S S SR

| Export Tine = 2007-10-09 00:01:57 UTC

B s S S i i i ks a ks st S S S S S S

| Sequence Number = 4

R R R R e e s o S e R S S S S S S e e e e e

| bservation Domain ID =1 |

B e i ol i i i e S S S e e e T i T sl st ST O S N I S S S SR

| Set ID = 256 | Length = 1254

B s S S i i i ks a ks st S S S S S S

| f1 owSt art Seconds

| 2007-10-09 00: 01: 13 UTC

B e i o ik ST I R TR S SR R TR SR R i I I T R e e R R e e

| sour cel Pv4Addr ess

| 192.0.2.2

B e i i e e e R S e e s Tk i R S R S

| desti nati onl Pv4Addr ess

| 192.0.2.3

B e i o ik ST I R TR S SR R TR SR R i I I T R e e R R e e

| sour ceTransport Port | destinationTransport Port

| 32770 | 80

B e i i e e e R S e e s Tk i R S R S

| protocolld | t ot al Cct et Count

| 6 | 18000 Co

B T T T o o S S S e i S S Tk e e Y S
| t ot al Packet Count

Co | 65 Co

B s S S i i i ks a ks st S S S S S S
| (49 nore records)

B T

I
I
+
I
|
+
I
I
+
I
|
+

Figure 9: File Exanple Data Set
A.5. Conplete File Exanple
Bri ngi ng together the exanpl es above and addi ng nmessage headers as

appropriate, a hex dunp of the first 317 bytes of the example File
constructed above woul d appear as in the annotated Figure 10 bel ow.
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0:| 00 OA 00 A0 47 OA B6 E5 00 00 00 00 00 00 00 01
[~ first message header (length 160 bytes) -->
16: |00 02 00 28 01 00 00 08 00 96 00 04 00 08 00 04

[~ data tenplate set -->
32: 00 0C 00 04 00 07 00 02 00 OB 00 02 00 04 00 01

48: 00 55 00 04 00 56 00 04|00 03 00 50 01 01 00 03
[~ opt tenplate set -->
64: 00 01 01 OB 00 01 01 09 00 04 01 05 00 04 01 03

80: 00 02 00 01 01 O7 00 01 01 06 00 10 01 02 00 09
96: 00 01 01 OB 00 01 00 82 00 04 00 D3 00 04 00 D9
112: 00 02 00 D8 00 02 00 D7 00 01 00 DO OO 01 01 08

128: 00 04 01 04 00 04 00 00/ 01 03 00 18 00 73 F1 12
[~ checksumrecord -->
144: D6 C7 58 BE 44 E6 60 06 4E 78 74 AE 7D 00 00 00

176: |00 OA 00 50 47 OA B6 E5 00 00 00 01 00 00 00 01
[~ second nessage header (length 80 bytes) -->
192:|101 01 00 OE 00 47 OA B6 B9 47 0C 07 1B 00|01 02

[~ time window rec -> [ session detail rec » -->
208: 00 1C 00 CO 00 02 1E OC 00 02 1F 80 01 12 83 84

224: OA 47 OA B6 E5 47 0C 07 48 00/ 01 03 00 18 00 3E
[ nessage checksumrecord » -->
240: 2B 37 08 CE B2 OE 30 11 32 12 4A 5F E3 AD DB 00

256:]1 00 OA 05 10 47 OA B6 E5 00 00 00 06 00 00 00 01
[~ third message header (length 1296 bytes) -->
272:101 00 04 E6|47 OA B6 B9 CO 00 02 02 CO 00 02 03

[~ set hdr ]["~ first data rec -->
288: 80 02 00 50 06 00 00 46 50 00 00 00 41

Figure 10: File Exanple Hex Dunp
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Appendix B. Applicability of IPFIX Files to NetFlow V9 Fl ow Storage

As the | PFI X Message format is nearly a superset of the NetFl ow V9
packet format, |IPFIX Files can be used for store NetFl ow V9 data
relatively easily. This section describes a nmethod for doing so.
The di fferences between the two protocols are outlined in

Appendix B.1 below. A sinmple, lightweight, nessage-for-nessage
translation nmethod for transforming V9 Packets into | PFl X Messages
for storage within IPFIX Files is described in Appendix B.2. An
exanple of this translation nmethod is given in Appendix B. 3.

B.1. Conparing NetFlow V9 to | PFI X

Wth a few caveats, the I PFI X protocol is a superset of the NetFl ow
V9 protocol, having evolved fromit largely through a process of
feature addition to bring it into conpliance with the |IPFI X

Requi rements and the needs of stakeholders within the | PFI X Wrking
Group. This appendi x outlines the differences between the two
protocols. It is infornative only, and presented as an exploration
of the two protocols to notivate the usage of IPFIX Files to store
V9-col | ected flow data

B.1.1. Message Header For nat

Both NetFlow V9 and | PFI X use streans of nessages prefixed by a
message header, though the nessage header differs significantly
between the two. Note that in NetFlow V9 terninol ogy, these nessages
are call ed packets, and messages nust be delimted by datagram
boundaries. |PFI X does not have this constraint. The header formats
are detail ed bel ow

0 1 2 3
01234567890123456789012345678901
B T T T o o S S S e i S S Tk e e Y S
| Ver si on Nunber | Count |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

| sysUpTi me

B Lt r s i i i o o T s ks S R S
| UNI X Secs

B T T T o o S S S e i S S Tk e e Y S
| Sequence Numnber

B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| Source ID |
B Lt r s i i i o o T s ks S R S

Figure 11: NetFl ow V9 Packet Header For mat
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0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| Ver si on Numnber | Length |
B T e o i S I i i S S N iy St S I S S

| Export Time

T e e i i e e e . i NI SR R S
| Sequence Numnber

T i i e e e S S  C et o i s o S R S
| bservation Domain I D

B T e o i S I i i S S N iy St S I S S

Figure 12: | PFI X Message Header For nat

Ver si on Nunber: The | PFI X Versi on Nunber MJST be 10, while the
Net Fl ow V9 Versi on Nunber MJST be 9.

Length vs. Count: The Count field in the NetFlow V9 packet header
counts records in the nessage (including Data and Tenpl ate
Records), while the Length field in the I PFl X Message Header
counts octets in the message. Note that this inplies that NetFl ow
V9 col lectors nust rely on datagram boundaries or some ot her
external delimter; otherw se, they must conpletely consunme a
message before finding its end.

System Upti ne: Systemuptinme in mlliseconds is exported in the
Net Fl ow V9 packet header. This field is not present in the IPFIX
Message Header, and nust be exported using an | PFI X Option if
required.

Export Ti ne: Aside frombeing called UNI X Secs in the NetFl ow V9
packet header specification, the export tinme in seconds since 1
January 1970 at 0000 UTC appears in both NetFl ow V9 and | PFI X
nmessage headers.

Sequence Nunber: The Net Fl ow V9 Sequence Number counts packets,
whil e the | PFI X Sequence Nunber counts records in Data Sets. Both
are scoped to Cbservati on Donain.

bservation Domain | D Simlarly, the NetFl ow V9 sourcel D has
becone the I PFI X Qoservation Donain |ID.

B.1.2. Set Header For mat
Set headers are identical between NetFlow V9 and | PFIX; that is, each

Set (FlowSet in NetFlow V9 terninology) is prefixed by a 4-byte set
header containing the Set 1D and the length of the set in octets.
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Note that the special Set IDs are different between | PFI X and Net Fl ow
V9. I PFIX Tenplate Sets are identified by Set 1D 2, while NetFl ow V9
Tenpl ate FlowSets are identified by Set IDO0. Sinmilarly, IPFIX
Options Tenplate Sets are identified by Set 1D 3, while NetFl ow V9
Options Tenplate FlowSets are identified by Set ID 1.

Both protocols reserve Set |Ds 0-255, and use Set |Ds 256-65535 for
Data Sets (or FlowSets, in NetFlow V9 term nol ogy).

B.1.3. Tenplate Format

Tenpl ate FlowSets in NetFl ow V9 support a subset of functionality of
those in IPFIX. Specifically, NetFlow V9 does not have any support
for vendor-specific Information Elenments as | PFl X does, so there is
no enterprise bit or facility for associating a private enterprise
nunber with an information elenment. NetFlow V9 al so does not support
vari abl e-length fields.

Options Tenplate FlowSets in NetFlow V9 are sinilar to Options
Tenpl ate Sets in I PFI X subject to the sane caveats.

B. 1. 4. I nf or mati on Model

The NetFlow V9 field type definitions are a conpatible subset of, and
have evolved in concert with, the IPFI X Information Mdel. |PFIX
Information Element identifiers in the range 1-127 are defined by the
| PFI X I nformati on Mbdel [RFC5102] to be conpatible with the
corresponding NetFlow V9 field types.

B.1.5. Tenpl ate Managenent

Net Fl ow V9 has no concept of a Transport Session as in |IPFIX as
Net Fl ow V9 was designed with a connectionless transport in nind
Tenpl ate I Ds are therefore scoped to an Exporting Process lifetinme
(i.e., an Exporting Process instance between restarts). There is no
facility in NetFlow V9 as in IPFI X for Tenplate w thdrawal or
Tenplate 1D reuse. Tenplate retransm ssion at the Exporter works as
i n UDP-based | PFlI X Exporting Processes.

B.1.6. Transport

In practice, though NetFlow V9 is designed to be transport-

i ndependent, it is transported only over UDP. There is no facility
as in IPFI X for full connection-oriented transport w thout datagram
boundaries, due to the use of a record count field as opposed to a
message length field in the packet header. There is no support in
Net Fl ow V9 for transport |ayer security via TLS or DTLS
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B.2. A Method for Transforning NetFl ow VO Messages to | PFI X

Thi s appendi x describes a method for transform ng NetFl ow V9 Packets
into | PFI X Messages, which can be used to store NetFlow V9 data in
IPFI X Files. A process transform ng NetFl ow V9 Packets into |IPFIX
Messages nust handl e the fact that Net Fl ow V9 Packets and | PFI X
Messages are franed differently, that sequence numbering works
differently, and that the NetFlow V9 field type definitions are only
conmpatible with the IPFI X I nformati on Model bel ow I nformation El enment
identifier 128.

For each incom ng NetFl ow V9 packet, the transformati on process nust:
1. Verify that the Version field of the packet header is 9.

2. Verify that the Sequence Number field of the packet header is
val i d.

3. Scan the packet to:

1. Verify that it contains no Tenplates with field types outside
the range 1-127;

2. Verify that it contains no FlowSets with Set |Ds between 2
and 255 incl usive;

3. Verify that it contains the nunber of records in Fl owSets,
Tenpl ate FlowSets, and Options Tenplate FlowSets declared in
the Count field of the packet header; and

4. Count the nunber of records in Data FlowSets for cal cul ating
the | PFI X Sequence Nunber.

4. Calculate a Sequence Nunber for each | PFI X Cbservation Donai n by
storing the [ ast Sequence Nunmber sent for each Observation Donain
pl us the count of records in Data FlowSets in the previous step
to be sent as the Sequence Nunber for the I PFI X Message foll ow ng
this one within that Cbservation Domnain

5. Generate a new | PFl X Message Header with:
1. a Version field of 10;
2. a Length field with the nunber of octets in the | PFI X
Message, generally avail able by subtracting 4 fromthe | ength

of the NetFl ow V9 packet as returned fromthe transport |ayer
(accounting for the difference in nmessage header | engths);
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3. the Sequence Nunber calculated for this nessage by the
Sequence Nunber cal cul ati on step; and

4. Export Time and Qbservation Domain ID taken fromthe UN X
secs and Source ID fields of the NetFl ow V9 packet header,
respectively.

6. Copy each FlowSet fromthe Netflow V9 packet to the | PFI X Message
after the header. Replace Set IDO with Set ID 2 for Tenplate
Sets, and Set ID1 with Set 1D 3 for Options Tenplate Sets.

Note that this process |oses systemuptine information; if such
information is required, the transformation process will have to
export that information using IPFIX Options. This nmay require a nore
sophi sticated transfornmati on process structure.

B.3. NetFlow V9 Transformati on Exanpl e

The following two figures show a single NetFlow V9 packet with

tenpl ates and the correspondi ng | PFl X Message, exporting a single
flow record representing 60,303 octets sent from192.0.2.2 to
192.0.2.3. This would be the third packet exported in Qbservation
Domain 33 fromthe NetFl ow V9 exporter, containing records starting
with the 12th record (packet and record sequence nunbers count from
0).

The ** synbol in the I PFI X exanpl e shows those fields that required
nmodi fication fromthe NetFl ow V9 packet by the transformation
process.
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1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| Version = 9 | Count = 2 |
B T e o i S I i i S S N iy St S I S S

Upti me = 3750405 ns (1:02:30. 405) |

i e T S e i i i i i s S e S
Export Time = 1171557627 epoch sec (2007-02-15 16: 40: 27) |
T e tE t e i s T e S e S E t S h et ok o S
Sequence Number = 2 |

B e s o s o S S e e e i T TEIE TRIE TR TRl SR S S S B e e i i =
observation Domain ID = 33 |

i e T S i i i i i e e S e o s
Set ID=0 | Set Length = 20 |

B e o e i e i i S i e
Tenpl ate 1D = 256 | Field Count = 3 |
B e i I S il ks T o I S N S S S S S S N S S

+

B

|
+
|
+
|
+
|
+
|
+
|
R N

| 1 PV4_SRC_ADDR = 8] Field Length = 4 |
e e e i e T e b . S I SR N S
| 1 Pv4_DST_ADDR = 12 | Field Length = 4 |
i T T e i e S e e st i S o S R R SR
| IN_BYTES = 1 | Field Length = 4 |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| Set 1D = 256 | Set Length = |
+++++++++++++++++++++++++++++++++
| | PV4_SRC ADDR |
| 192.0.2.2 |
R R e o i i i i i S i S S S e T T s i T S S S S e 5
| | PvV4_DST_ADDR |
| 192.0.2.3 |
e e i i e T S i S e e e R
| | N_BYTES |
| 60303 |
R R e o i i i i i S i S S S e T T s i T S S S S e 5

Fi gure 13: Exanpl e Net Fl ow V9 Packet
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1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR

| ** Version = 10 | ** Length = 52

B T e o i S I i i S S N iy St S I S S
| Export Tinme = 1171557627 epoch sec (2007-02-15 16: 40: 27) |
R e e i i e e T . i I SR S S
| ** Sequence Nunber = 11

i T i i e e e e e e et i S s S R R S
| bservation Domain ID = 33

B T e o i S I i i S S N iy St S I S S
| ** Set ID=2 | Set Length = 20
e e i i e e e i S S S e
| Tenplate 1D = 256 | Field Count =3

i T i i o T e e e R e e S o o S NI SR
| 0| sourcel Pv4Address = 8| Field Length = 4

B T e o i S I i i S S N iy St S I S S
| O] destinationl Pv4Address = 12 | Field Length = 4

T e e i i e e e st s S S SN SR
| O] oct et Del t aCount = 1| Field Length = 4

T e i i o e e e e E e e i s e S R S
| Set ID = 256 | Set Length = 16

B T e o i S I i i S S N iy St S I S S
| sour cel Pv4Addr ess

| 192.0.2.2

T T ik e S e e e st i s s s SN R SR
| desti nati onl Pv4Addr ess

| 192.0.2.3

B T e o i S I i i S S N iy St S I S S
| oct et Del t aCount

| 60303 |
T T ik e S e e e st i s s s SN R SR

Fi gure 14: Correspondi ng Exanpl e | PFI X Message
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