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Abstr act

Thi s docunent defines the bindings of the various Network File System
(NFS) versions to the Renote Direct Menory Access (RDMA) operations
supported by the RPC/ RDVA transport protocol. |t describes the use
of direct data placenent by nmeans of server-initiated RDVA operations
into client-supplied buffers for inplenentations of NFS versions 2,

3, 4, and 4.1 over such an RDVA transport.
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1. Introduction

The Renote Direct Menory Access (RDMA) Transport for Renote Procedure
Call (RPC) [RFC5666] allows an RPC client application to post buffers
in a Chunk list for specific argunents and results froman RPC call
The RDVA transport header conveys this list of client buffer
addresses to the server where the application can associate themwth
client data and use RDVA operations to transfer the results directly
to and fromthe posted buffers on the client. The client and server
must agree on a consi stent mappi ng of posted buffers to RPC. This
docunent details the mapping for each version of the NFS protoco

[ RFC1094] [RFC1813] [ RFC3530] [RFC5661].

1.1. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
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2. Transfers fromNFS Client to NFS Server

The RDVA Read list, in the RDMA transport header, allows an RPC
client to marshal RPC call data selectively. Large chunks of data,
such as the file data of an NFS WRI TE request, MAY be referenced by
an RDVA Read list and be noved efficiently and directly placed by an
RDVA Read operation initiated by the server

The process of identifying these chunks for the RDMA Read |ist can be
i npl emented entirely within the RPC layer. It is transparent to the
upper -1l evel protocol, such as NFS. For instance, the file data
portion of an NFS WRI TE request can be sel ected as an RDVA "chunk"
within the eXternal Data Representation (XDR) narshaling code of RPC
based on a size criterion, independently of the NFS protocol |ayer
The XDR unmarshaling on the receiving systemcan identify the
correspondence between Read chunks and protocol elenents via the XDR
position value encoded in the Read chunk entry.

RPC RDMA Read chunks are enployed by this NFS nmapping to convey
specific NFS data to the server in a manner that may be directly

pl aced. The follow ng sections describe this mapping for versions of
the NFS protocol

3. Transfers from NFS Server to NFS dient

The RDVA Wite list, in the RDVMA transport header, allows the client
to post one or nore buffers into which the server will RDVA Wite
designated result chunks directly. |If the client sends a null Wite
list, then results fromthe RPC call will be returned either as an
inline reply, as chunks in an RDMA Read |ist of server-posted
buffers, or in a client-posted reply buffer.

Each posted buffer in a Wite list is represented as an array of
menory segnents. This allows the client sone flexibility in
submitting discontiguous nenory segnents into which the server will
scatter the result. Each segnent is described by a triplet

consi sting of the segnent handl e or steering tag (STag), segnent

| ength, and nmenory address or of fset.

struct xdr_rdma_segnent {

ui nt 32 handl e; /* Registered nmenory handle */
uint 32 | engt h; /* Length of the chunk in bytes */
ui nt 64 of f set; /* Chunk virtual address or offset */

s

struct xdr_wite_chunk {
struct xdr_rdma_segnment target<>;
i
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struct xdr_wite list {
struct xdr_write_chunk entry;
struct xdr_wite list *next;

s

The sum of the segnment lengths yields the total size of the buffer
whi ch MUST be | arge enough to accept the result. |[If the buffer is
too small, the server MUST return an XDR encode error. The server
MJUST return the result data for a posted buffer by progressively
filling its segnments, perhaps |eaving sone trailing segnents unfilled
or partially full if the size of the result is less than the total
size of the buffer segnents.

The server returns the RDMA Wite list to the client with the segnent
length fields overwitten to indicate the anbunt of data RDVA witten
to each segnent. Results returned by direct placenent MJIST NOT be
returned by other nethods, e.g., by Read chunk list or inline. |If no
result data at all is returned for the elenent, the server places no
data in the buffer(s), but does return zeros in the segnent |ength
fields corresponding to the result.

The RDVA Wite list allows the client to provide multiple result
buffers -- each buffer maps to a specific result in the reply. The
NFS client and server inplenmentations agree by specifying the mapping
of results to buffers for each RPC procedure. The follow ng sections
describe this mapping for versions of the NFS protocol

Through the use of RDMA Wite lists in NFS requests, it is not
necessary to enploy the RDMA Read lists in the NFS replies, as
described in the RPC/ RDMA protocol. This enables nore efficient
operation, by avoiding the need for the server to expose buffers for
RDMVA, and al so avoi ding "RDMA DONE" exchanges. Cients MAY
additionally enpl oy RDMA Reply chunks to receive entire nessages, as
described in [ RFC5666] .

4. NFS Versions 2 and 3 Mappi ng

A single RDMA Wite list entry MAY be posted by the client to receive
either the opaque file data froma READ request or the pathnane from
a READLINK request. The server MJST ignore a Wite list for any
other NFS procedure, as well as any Wite list entries beyond the
first in the list.

Simlarly, a single RDMA Read |ist entry MAY be posted by the client
to supply the opaque file data for a WRI TE request or the pathname
for a SYMLI NK request. The server MJST ignore any Read list for

ot her NFS procedures, as well as additional Read list entries beyond
the first in the list.
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Because there are no NFS version 2 or 3 requests that transfer bulk
data in both directions, it is not necessary to post requests
containing both Wite and Read lists. Any unneeded Read or Wite
lists are ignored by the server.

In the case where the outgoing request or expected incoming reply is
| arger than the maxi num si ze supported on the connection, it is
possi ble for the RPC | ayer to post the entire nessage or result in a
speci al "RDVA NOVEG' nessage type that is transferred entirely by
RDMA. This is inplemented in RPC, bel ow NFS, and therefore has no
ef fect on the nessage contents.

Non- RDMA (inline) WRITE transfers MAY OPTI ONALLY enpl oy the
"RDVA_MSGP" paddi ng met hod described in the RPC/ RDMA protocol, if the
appropriate value for the server is known to the client. Padding

all ows the opaque file data to arrive at the server in an aligned
fashi on, which may inprove server perfornmance

The NFS version 2 and 3 protocols are frequently limted in practice
to requests containing less than or equal to 8 kil obytes and 32

kil obytes of data, respectively. 1In these cases, it is often
practical to support basic operation wthout enploying a
configuration exchange as di scussed in [RFC5666]. The server MJST
post buffers | arge enough to receive the |argest possible inconing
message (approximately 12 KB for NFS version 2, or 36 KB for NFS
version 3, would be vastly sufficient), and the client can post
buffers | arge enough to receive replies based on the "rsize" it is
using to the server, plus a fixed overhead for the RPC and NFS
headers. Because the server MJST NOT return data in excess of this
size, the client can be assured of the adequacy of its posted buffer
si zes.

Fl ow control is handl ed dynami cally by the RPC RDMA protocol, and
wite padding is OPTIONAL and therefore MAY remai n unused.

Alternatively, if the server is admnistratively configured to val ues
appropriate for all its clients, the sane assurance of
interoperability within the domain can be made

The use of a configuration protocol with NFS v2 and v3 is therefore
OPTI ONAL.  Enpl oyi ng a configuration exchange may all ow sone
advantage to server resource managenent through accurately sizing
buffers, enabling the server to know exactly how nany RDVA Reads nay
be in progress at once on the client connection, and enabling client
write padding, which nay be desirable for certain servers when RDVA
Read is inpractical.
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5. NFS Version 4 Mappi ng

This specification applies to the first minor version of NFS version
4 (NFSv4.0) and any subsequent minor versions that do not override
thi s mappi ng.

The Wite list MJST be considered only for the COMPOUND procedure.
This procedure returns results froma sequence of operations. Only
the opaque file data froman NFS READ operati on and the pat hname from
a READLI NK operation MJST utilize entries fromthe Wite |ist.

If there is no Wite list, i.e., the list is null, then any READ or
READLI NK operations in the COVWOUND MJUST return their data inline.
The NFSv4.0 client MUST ensure in this case that any result of its
READ and READLI NK requests will fit within its receive buffers, in
order to avoid a resulting RDMA transport error upon transfer. The
server is not required to detect this.

The first entry in the Wite list MIST be used by the first READ or
READLI NK i n the COMWPOUND request. The next Wite list entry is used
by the next READ or READLINK, and so on. |If there are nore READ or
READLI NK operations than Wite list entries, then any remaining
operations MJST return their results inline.

If a Wite list entry is presented, then the correspondi ng READ or
READLI NK MUST return its data via an RDVA Wite to the buffer

i ndicated by the Wite list entry. If the Wite list entry has zero
RDVA segnents, or if the total size of the segnents is zero, then the
correspondi ng READ or READLI NK operation MJST return its result
inline.

The foll owi ng exanpl e shows an RDMVA Wite list with three posted
buffers A, B, and C. The desi gnhated operations in the conpound
request, READ and READLI NK, consune the posted buffers by witing
their results back to each buffer

RDVA Wite |ist:

A-->B-->C

Conpound request:

PUTFH LOOKUP READ PUTFH LOOKUP READLI NK PUTFH LOOKUP READ
| | |

v v v
A B C
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If the client does not want to have the READLINK result returned
directly, then it provides a zero-length array of segnent triplets
for buffer B or sets the values in the segnent triplet for buffer B
to zeros so that the READLINK result MJST be returned inline.

The situation is sinmlar for RDOVMA Read lists sent by the client and
applies to the NFSv4.0 WRI TE and SYM.I NK procedures as for v3.
Additionally, inline segnents too large to fit in posted buffers MAY
be transferred in special "RDMA NOVSG' nessages

Non- RDMA (inline) WRITE transfers MAY OPTI ONALLY enpl oy the

"RDVA MSGP" paddi ng net hod described in the RPC/ RDVA protocol, if the
appropriate value for the server is known to the client. Padding

all ows the opaque file data to arrive at the server in an aligned
fashion, which may inprove server performance. In order to ensure
accurate alignnent for all data, it is likely that the client wll
restrict its use of OPTI ONAL paddi ng to COMPOUND requests contai ni ng
only a single WRI TE operation

Unli ke NFS versions 2 and 3, the maximum size of an NFS version 4
COVMPOUND is not bounded, even when RDVA chunks are in use. Wile it
m ght appear that a configuration protocol exchange (such as the one
described in [RFC5666]) would help, in fact the |ayering issues

i nvol ved in building COWPOUNDs by NFS make such a nechani sm

unwor kabl e.

However, typical NFS version 4 clients rarely issue such problematic
requests. In practice, they behave in nuch nore predictable ways, in
fact nmost still support the traditional rsize/wsize nount paraneters.
Therefore, nost NFS version 4 clients function over RPC/RDVA in the
same way as NFS versions 2 and 3, operationally.

There are however advantages to allow ng both client and server to
operate with prearranged size constraints, for exanple, use of the
sizes to better manage the server’s response cache. An extension to
NFS version 4 supporting a nore conprehensive exchange of upper-1|ayer
paraneters is part of [RFC5661].

5.1. NFS Version 4 Call backs

The NFS version 4 protocols support server-initiated call backs to
selected clients, in order to notify them of events such as recalled
del egations, etc. These call backs present no particular issue to
bei ng framed over RPC/ RDVA, since such call backs do not carry bul k
data such as NFS READ or NFS WRITE. They MAY be transnmitted inline
via RDMA MSG, or if the callback nmessage or its reply overflow the

Tal pey & Cal | aghan St andards Track [ Page 7]



RFC 5667 NFS Direct Data Pl acenent January 2010

negoti ated buffer sizes for a call back connection, they MAY be
transferred via the RDMA NOVSG net hod as descri bed above for other
exchanges.

One special case is noteworthy: in NFS version 4.1, the call back
channel is optionally negotiated to be on the sane connection as one
used for client requests. |In this case, and because the transaction
ID (XID) is present in the RPC/ RDMA header, the client MJST ascertain
whet her the nmessage is in fact an RPC REPLY, and therefore a reply to
a prior request and carrying its XID, before processing it as such.
By the sanme token, the server MJST ascertain whether an inconing
message on such a cal |l back-eligible connection is an RPC CALL, before
optionally processing the XID

In the call back case, the XID present in the RPC/ RDMA header will
potentially have any val ue, which may (or may not) collide with an
XID used by the client for a previous or future request. The client
and server MJST inspect the RPC conponent of the nessage to deternine
its potential disposition as either an RPC CALL or RPC REPLY, prior
to processing this XID, and MJST NOT reject or accept it w thout also
determi ning the proper context.

6. Port Usage Considerations

NFS use of direct data placenment introduces a need for an additiona
NFS port nunber assignnment for networks that share traditional UDP
and TCP port spaces with RDVA services. The i WARP [ RFC5041]

[ RFC5040] protocol is such an exanple (InfiniBand is not).

NFS servers for versions 2 and 3 [ RFC1094] [RFC1813] traditionally
listen for clients on UDP and TCP port 2049, and additionally, they
regi ster these with the portnmapper and/or rpchind [ RFC1833] service.
However, [RFC3530] requires NFS servers for version 4 to listen on
TCP port 2049, and they are not required to register.

An NFS version 2 or version 3 server supporting RPC/ RDMA on such a
network and registering itself with the RPC portmapper MAY choose an
arbitrary port, or MAY use the alternative well-known port nunber for
its RPC/ RDVA service. The chosen port MAY be registered with the RPC
port mapper under the netid assigned by the requirement in [ RFC5666].

An NFS version 4 server supporting RPC/ RDMA on such a network MJST
use the alternative well-known port nunber for its RPC/ RDVA service
Clients SHOULD connect to this well-known port w thout consulting the
RPC portnmapper (as for NFSv4/ TCP).

The port nunber assigned to an NFS service over an RPC/ RDVA transport
is available fromthe | ANA port registry [ RFC3232].
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7. Security Considerations

The RDVA transport for RPC [ RFC5666] supports all RPC [ RFC5531]
security nodels, including RPCSEC GSS [ RFC2203] security and |ink-

| evel security. The choice of RDMA Read and RDVA Wite to return RPC
argunent and results, respectively, does not affect this, since it
only changes the nethod of data transfer. Specifically, the

requi renents of [RFC5666] ensure that this choice does not introduce
new vul nerabilities.

Because this docunent defines only the binding of the NFS protocols
atop [ RFC5666], all relevant security considerations are therefore to
be described at that |ayer.
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