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Abstract

Traversal of the Session Initiation Protocol (SIP) and the sessions
it establishes through Network Address Translators (NATs) is a
compl ex problem Currently, there are nmany depl oynent scenarios and
traversal nechanisms for nmedia traffic. This docunent provides
concrete recommendations and a unified nethod for NAT traversal as
wel | as docunents correspondi ng fl ows.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,
and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc6314.

Copyright Notice

Copyright (c) 2011 I ETF Trust and the persons identified as the
document authors. All rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
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to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided wi thout warranty as
described in the Sinplified BSD License.
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1

I ntroduction

NAT (Network Address Translator) traversal has |ong been identified
as a conpl ex probl em when considered in the context of the Session
Initiation Protocol (SIP) [RFC3261] and its associ ated nedia such as
the Real -tine Transport Protocol (RTP) [RFC3550]. The problemis
exacerbated by the variety of NATs that are available in the

mar ket pl ace today and the | arge nunber of potential depl oynent
scenarios. Details of different NATs behavior can be found in "NAT
Behavi oral Requirenents for Unicast UDP" [ RFC4787].

The | ETF has been active on nmany specifications for the traversal of
NATs, including Session Traversal Utilities for NAT (STUN [RFC5389],
Interactive Connectivity Establishnent (I1CE) [ RFC5245], synmmetric
response [ RFC3581], symetric RTP [ RFC4961], Traversal Using Rel ay
NAT (TURN) [ RFC5766], SIP Qutbound [ RFC5626], the Session Description
Protocol (SDP) attribute for RTP Control Protocol (RTCP) [RFC3605],
"Mul tiplexing RTP Data and Control Packets on a Single Port"

[ RFC5761], and others. Each of these represents a part of the
solution, but none of them gives the overall context for how the NAT
traversal problemis deconposed and sol ved through this collection of
specifications. This docunent serves to nmeet that need. It should
be noted that this docunent intentionally does not invoke ’Best
Current Practice’ nmachinery as defined in RFC 2026 [ RFC2026].

The docunent is split into two distinct sections as foll ows:

0 Section 4 provides a definitive set of best common practices to
denmonstrate the traversal of SIP and its associated nmedi a through
NAT devi ces.

0 Section 5 provides non-normative exanpl es representing
interactions of SIP using various NAT type depl oynents.

The docunent does not propose any new functionality but does draw on
exi sting solutions for both core SIP signaling and nedia traversa
(as defined in Section 4).

The best practices described in this docunent are for traditiona
"client-server"-style SIP. This termrefers to the traditional use
of the SIP protocol where User Agents talk to a series of
internediaries on a path to connect to a renote User Agent. |t seens
likely that other groups using SIP, for exanple, peer-to-peer SIP
(P2PSIP), will recomend these sanme practices between a P2PSIP client
and a P2PSI P peer, but will recomrend different practices for use

bet ween peers in a peer-to-peer network.
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2.

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

It should be noted that the use of the term ' Endpoint-I| ndependent
NAT' in this docunent refers to a NAT that is both Endpoint-

I ndependent Filtering and Endpoi nt-1 ndependent Mappi ng per the
definitions in RFC 4787 [ RFC4787] .

Pr obl em St at enent

The traversal of SIP through NATs can be split into two categories
that both require attention: the core SIP signaling and associ at ed
medi a traversal. This docunment assunes NATs that do not contain Sl P-
aware Application Layer Gateways (ALGs), which nmakes nuch of the

i ssues discussed in the docunent not applicable. ALGs have
limtations (as per RFC 4787 [RFC4787] Section 7, RFC 3424 [ RFC3424],
and [ RFC5245] Section 18.6), and experience shows they can have an
adverse inpact on the functionality of SIP. This includes problens
such as requiring the nedia and signaling to traverse the sanme device
and not working with encrypted signaling and/or payl oad.

The use of non- TURN-based nedia internediaries is not considered in
this docunent. More information can be obtained from[RFC5853] and
[ M DDLEBOXES] .

The core SIP signaling has a nunber of issues when traversing through
NATS.

SI P response routing over UDP as defined in RFC 3261 [ RFC3261]

wi t hout extensions causes the response to be delivered to the source
| P address specified in the topnost Via header, or the 'received
paraneter of the topnost ’Via header. The port is extracted from
the SIP 'Via header to conplete the | P address/port conbination for
returning the SIP response. Wiile the destination for the response
is correct, the port contained in the SIP 'Via header represents the
listening port of the originating client and not the port
representing the open pinhole on the NAT. This results in responses
bei ng sent back to the NAT but to a port that is likely not open for
SIP traffic. The SIP response will then be dropped at the NAT. This
is illustrated in Figure 1, which depicts a SIP response being
returned to port 5060.
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Private NAT Public
Net wor k | Net wor k
|
———————— SI P Request | open port 10923 e
| |- Be e | |
I | | |
| dient | | port 5060 SI P Response | Proxy
| | R REEEEEEEEEREEEE | |
| | |

Figure 1: Fail ed Response

Secondly, there are two cases where new requests reuse existing
connections. The first is when using a reliable, connection-oriented
transport protocol such as TCP, SIP has an inherent mechani smthat
results in SIP responses reusing the connection that was created/ used
for the correspondi ng transactional request. The SIP protocol does
not provide a nmechanismthat allows new requests generated in the
reverse direction of the originating client to use, for exanple, the
exi sting TCP connection created between the client and the server
during registration. This results in the registered contact address
not being bound to the "connection" in the case of TCP. Requests are
then bl ocked at the NAT, as illustrated in Figure 2. The second case
i s when using an unreliable transport protocol such as UDP where

ext ernal NAT nappi ngs need to be reused to reach a SIP entity on the
private side of the network

Private NAT Public
Net wor k | Net wor k
|
———————— (UAC 8023) REGQ STER/ Response (UAS 5060) --------
I R T
|
| 5060 INVITE (UAC 8015)| Proxy
|

Figure 2: Failed Request
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In Figure 2, the original REQ STER request is sent fromthe client on
port 8023 and received by the proxy on port 5060, establishing a
connection and opening a pinhole in the NAT. The generation of a new
request fromthe proxy results in a request destined for the
registered entity (contact |IP address) that is not reachable fromthe
public network. This results in the new SIP request attenpting to
create a connection to a private network address. This problem woul d
be solved if the original connection were reused. Wile this problem
has been discussed in the context of connection-oriented protocols
such as TCP, the problemexists for SIP signaling using any transport
protocol. The inpact of connection reuse of connection-oriented
transports (TCP, TLS, etc.) is discussed in nore detail in the
connection reuse specification [ RFC5923]. The approach proposed for
this problemin Section 4 of this document is relevant for all SIP
signaling in conjunction with connection reuse, regardl ess of the
transport protocol

NAT policy can dictate that connections should be closed after a
period of inactivity. This period of inactivity nmay vary froma
nunber of seconds to hours. SIP signaling cannot be relied upon to
keep connections alive for the following two reasons. Firstly, SIP
entities can sonetines have no signaling traffic for |ong periods of
time, which has the potential to exceed the inactivity tinmer, and
this can lead to problens where endpoints are not available to
recei ve incomng requests as the connection has been cl osed.
Secondly, if alowinactivity timer is specified, SIP signaling is
not appropriate as a keep-alive mechanismas it has the potential to
add a |l arge anmount of traffic to the network, which uses up val uable
resources and al so requires processing at a SIP stack, which is also
a waste of processing resources.

Medi a associated with SIP calls also has problens traversing NAT.
RTP [ RFC3550] runs over UDP and is one of the nost common nedi a
transport types used in SIP signaling. Negotiation of RTP occurs
with a SIP session establishment using the Session Description

Prot ocol (SDP) [ RFC4566] and a SIP of fer/answer exchange [ RFC3264].
During a SIP offer/answer exchange, an | P address and port

conbi nation are specified by each client in a session as a neans of
receiving media such as RTP. The problem ari ses when a client
advertises its address to receive nedia and it exists in a private
network that is not accessible fromoutside the NAT. Figure 3
illustrates this probl em
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NAT Publ i ¢ Net wor k NAT

SIP Signaling Session
R SProxXy<------------------- |

-
A | >=====>RTP>==Unknown Addr ess==>X [ B
| X<==Unknown Addr ess==<RTP<===<

Figure 3: Failed Media

The connection addresses of the clients behind the NATs will
nomnally contain a private | Pv4 address that is not routable across
the public Internet. Exacerbating nmatters even nore would be the
tendency of Client Ato send nedia to a destination address it
received in the signaling confirmati on nessage -- an address that may
actually correspond to a host within the private network who is
suddenly faced with incom ng RTP packets (likewi se, Cient B may send
media to a host within its private network who did not solicit these
packets). Finally, to conplicate the problemeven further, a nunber
of different NAT topologies with different default behaviors
increases the difficulty of arriving at a unified approach. This
probl em exists for all nedia transport protocols that m ght be NATted
(e.g., TCP, UDP, the Stream Control Transm ssion Protocol (SCTP), the
Dat agr am Congesti on Control Protocol (DCCP)).

In general, the problens associated with NAT traversal can be
categori zed as foll ows.

For signaling:

0 Responses do not reuse the NAT mapping and filtering entries
created by the request.

0 |Inbound requests are filtered out by the NAT because there is no
| ong-term connection between the client and the proxy.
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4,

4.

4.

For nedi a:

0 Each endpoint has a variety of addresses that can be used to reach
it (e.g., native interface address, public NATted address). In
different situations, a different pair of (local endpoint, renote
endpoi nt) addresses should be used, and it is not clear when to
use which pair.

o Many NATs filter inbound packets if the | ocal endpoint has not
recently sent an outbound packet to the sender.

0 Cassic RTCP usage is to run RTCP on the next highest port.
However, NATs do not necessarily preserve port adjacency.

0 Classic RTP and RTCP usage is to use different 5-tuples for
traffic in each direction. Though not really a problem doing
this through NATs is nore work than using the sanme 5-tuple in both
di rections.

Sol uti on Technol ogy Qutline Description

As nentioned previously, the traversal of SIP through existing NATs
can be divided into two discrete problem areas: getting the SIP
signaling across NATs and enabling nedia as specified by SDP in a SIP
of fer/ answer exchange to fl ow between endpoints.

1. SIP Signaling

SIP signaling has two areas that result in transactional failure when
traversi ng through NATs, as described in Section 3 of this docunent.
The renai ni ng sub-sections describe appropriate solutions that result
in SIP signaling traversal through NATs, regardless of transport
protocol. It is advised that SIP-conpliant entities follow the

gui delines presented in this section to enable traversal of SIP
signaling through NATs.

1.1. Symmetric Response

As described in Section 3 of this docunent, when using an unreliable
transport protocol such as UDP, SIP responses are sent to the IP
address and port conbination contained in the SIP ’Via header field
(or default port for the appropriate transport protocol if not
present). Figure 4 illustrates the response traversal through the
open pinhol e using Symmetric techni ques defined in RFC 3581

[ RFC3581] .
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Private NAT Publ i c
Net wor k | Net wor k

|

|
________ | e e e m - =
| | | | |
| [send request---------- oo m >| |
| dient | <------mmmmmm i send response| SIP |
| A | | Proxy |
| | |

Figure 4: Symmetric Response

The outgoing request fromdCient A opens a pinhole in the NAT. The
SIP Proxy would normally respond to the port available in the SIP
"Via' header, as illustrated in Figure 1. The SIP Proxy honors the
"rport’ paranmeter in the SIP ’Via header and routes the response to
the port fromwhich it was sent. The exact functionality for this
met hod of response traversal is called 'Symmetric Response’, and the
details are docunented in RFC 3581 [ RFC3581]. Additiona
requirenents are inposed on SIP entities in RFC 3581 [ RFC3581] such
as listening and sending SIP requests/responses fromthe sane port.

4.1.2. dient-Initiated Connections

The second problemwith SIP signaling, as defined in Section 3 and
illustrated in Figure 2, is to allow incom ng requests to be properly
rout ed.

Cui del i nes for devices such as User Agents that can only generate

out bound connections through NATs are docunented in "Mnaging Cient-
Initiated Connections in the Session Initiation Protocol (SIP)"

[ RFC5626]. The docunent provides techniques that use a uni que User
Agent instance identifier (instance-id) in association with a fl ow
identifier (reg-id). The conbination of the two identifiers provides
a key to a particular connection (both UDP and TCP) that is stored in
association with registration bindings. On receiving an incom ng
request to a SIP Address-OF-Record (AOR), a proxy/registrar routes to
the associated flow created by the registration and thus a route
through NATs. It also provides a keep-alive nechanismfor clients to
keep NAT bindings alive. This is achieved by multiplexing a ping-
pong nmechani sm over the SIP signaling connection (STUN for UDP and
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CRLF/ operating system keepalive for reliable transports |ike TCP)
Usage of [RFC5626] is RECOWENDED. This mechanismis not transport
specific and should be used for any transport protocol

Even if the SIP Qutbound nmechanismis not used, clients generating
SI P requests SHOULD use the sane | P address and port (i.e., socket)
for both transnission and receipt of SIP nessages. Doing so allows
for the vast majority of industry provided solutions to properly
function (e.g., NAT traversal that is Session Border Control (SBC)
hosted). Deploynments should al so consider the nmechani sm described in
t he Connection Reuse [ RFC5923] specification for routing

bi directi onal nmessages securely between trusted SIP Proxy servers.

4.2. Media Traversal

The issues of nedia traversal through NATs is not straightforward and
requires the conbination of a nunber of traversal nethodol ogies. The
technol ogi es outlined in the remai nder of this section provide the
required solution set.

4.2.1. Symmetric RTP/ RTCP

The primary problemidentified in Section 3 of this docunment is that
internal |P address/port conbinations cannot be reached fromthe
public side of NATs. In the case of nedia such as RTP, this will
result in no audio traversing NATs (as illustrated in Figure 3). To
overcone this problem a technique called ' Symmetric RTP/ RTCP

[ RFC4961] can be used. This involves a SIP endpoint both sending and
receiving RTP/RTCP traffic fromthe sane | P address/port conbination
When operating behind a NAT and using the 'latching technique
described in [ M DDLEBOXES], SIP User Agents MJST inplenent Symretric
RTP/ RTCP. This allows traversal of RTP across the NAT

4.2.2. RTCP

Nor mal practice when selecting a port for defining RTP Contro
Protocol (RTCP) [RFC3550] is for consecutive-order nunbering (i.e.
sel ect an increnented port for RTCP fromthat used for RTP). This
assunption causes RTCP traffic to break when traversing certain types
of NATs due to various reasons (e.g., already allocated port,

randonm zed port allocation). To conbat this problem a specific
address and port need to be specified in the SDP rather than relying
on such assunptions. RFC 3605 [ RFC3605] defines an SDP attribute
that is included to explicitly specify transport connection
informati on for RTCP so a separate, explicit NAT binding can be set
up for the purpose. The address details can be obtained using any
appropriate nethod including those detailed in this section (e.g.
STUN, TURN, | CE)

Boulton, et al. I nf or mat i onal [ Page 10]



RFC 6314 NAT Scenari os July 2011

A further enhancenent to RFC 3605 [ RFC3605] is defined in [ RFC5761],
whi ch specifies 'nuxing’ both RTP and RTCP on the same | P/ PORT
conbi nati on.

4.2.3. STUNTURN | CE

I CE, STUN, and TURN are a suite of 3 inter-related protocols that
conbine to provide a conplete nedia traversal solution for NATs. The
foll owi ng sections provide details of each conponent part.

4.2.3.1. STWN

Session Traversal Utilities for NAT or STUN is defined in RFC 5389
[RFC5389]. STUN is a lightweight tool kit and protocol that provides
details of the external |P address/port conbination used by the NAT
device to represent the internal entity on the public facing side of
NATs. On learning of such an external representation, a client can
use it accordingly as the connection address in SDP to provide NAT
traversal. Using term nol ogy defined in "NAT Behavi oral Requirenents
for Unicast UDP' [ RFC4787], STUN does work w th Endpoint-I|ndependent
Mappi ng but does not work wi th either Address-Dependent Mapping or
Address and Port - Dependent Mapping type NATs. Using STUN with either
of the previous two NAT mappings to probe for the external IP
address/ port representation will provide a different result to that
required for traversal by an alternative SIP entity. The |IP address/
port conbi nati on deduced for the STUN server woul d be bl ocked for RTP
packets fromthe renote SIP User Agent.

As nmentioned in Section 4.1.2, STUN is also used as a client-to-
server keep-alive nmechanismto refresh NAT bi ndi ngs.

4.2.3.2. TURN

As described in Section 4.2.3.1, the STUN protocol does not work for
UDP traversal through certain identified NAT mappings. ' Traversa
Usi ng Rel ays around NAT' is a usage of the STUN protocol for deriving
(froma TURN server) an address that will be used to relay packets
towards a client. TURN provides an external address (globally
routable) at a TURN server that will act as a nedia relay that
attenpts to allow traffic to reach the associated internal address.
The full details of the TURN specification are defined in [ RFC5766] .
A TURN service will alnost always provide nedia traffic to a SIP
entity, but it is RECOWENDED that this nethod would only be used as
a last resort and not as a general nechanismfor NAT traversal. This
i s because using TURN has hi gh performance costs when rel ayi ng nmedi a
traffic and can |l ead to unwanted | at ency.
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4.2.3.3. ICE

Interactive Connectivity Establishnment (1CE) is the RECOVMENDED

met hod for traversal of existing NATs if Symetric RTP and nedia

| atching are not sufficient. ICE is a nethodol ogy for using existing
technol ogi es such as STUN, TURN, and any other protocol conpliant
with Unilateral Self-Address Fixing (NSAF) [RFC3424] to provide a
uni fied solution. This is achieved by obtaining as many
representative | P address/port conbinati ons as possi bl e using

t echnol ogi es such as STUN TURN (note: an | CE endpoint can al so use
ot her nechanisns (e.g., the NAT Port Mapping Protocol [ NAT-PM],

Uni versal Plug and Play Internet Gateway Device [UPnP-1&D]) to learn
public | P addresses and ports, and popul ate a=candidate lines with
that information). Once the addresses are accunul ated, they are al
included in the SDP exchange in a new nedia attribute called
"candidate’. Each candidate SDP attribute entry has detailed
connection information including a nedia address, priority, and
transport protocol. The appropriate |P address/port conbinations are
used in the order specified by the priority. A client conpliant to
the | CE specification will then locally run STUN servers on all
addresses being advertised using ICE. Each instance will undertake
connectivity checks to ensure that a client can successfully receive
medi a on the advertised address. Only connections that pass the

rel evant connectivity checks are used for nedia exchange. The ful
details of the I CE nethodol ogy are in [ RFC5245].

5. NAT Traversal Scenarios
This section of the docunent includes detailed NAT traversa
scenarios for both SIP signaling and the associated nedia. Signaling
NAT traversal is achieved using [ RFC5626].

5.1. Basic NAT SIP Signaling Traversa
The foll owi ng sub-sections concentrate on SIP signaling traversal of
NATs. The scenarios include traversal for both reliable and
unreliabl e transport protocols.

5.1.1. Registration (Registrar/Edge Proxy Co-Located)

The set of scenarios in this section docunment basic signaling
traversal of a SIP REQ STER net hod t hrough NATSs.
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5.1.1.1. UDP

Regi strar/
Bob NAT Edge Proxy

|
| (1) REG STER
| _________________

\

| |
| |
: :
| (1) REG STER |
|
|

*************************************|

Creat e Qutbound Connection Tupl e |

| *************************************|

|
| (2) 200 OK |
R et |
|
|

|
|
R REREREE | |
|

Figure 5: UDP Registration

In this exanple, the client sends a SIP REG STER request through a

NAT. The client will include an 'rport’ paranmeter as described in
Section 4.1.1 of this docunent for allow ng traversal of UDP
responses. The original request as illustrated in (1) in Figure 5is

a standard SI P REQ STER nessage:
Message 1:

REG STER si p: exanpl e.com SI P/ 2.0
Via: SIP/2.0/UDP 192.168. 1. 2; rport; branch=z9hG4bKnashds7
Max- Forwar ds: 70
From Bob <sip: bob@xanpl e. conPr; t ag=7F94778B653B
To: Bob <sip: bob@xanpl e. conr
Call-1D: 16CB75F21C70
CSeq: 1 REG STER
Supported: path, outbound
Cont act: <sip:bob@92.168.1.2 >;reg-id=1
; +si p. i nst ance="<ur n: uui d: 00000000- 0000- 1000- 8000- AABBCCDDEEFF>"
Content-Length: O
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This SIP transacti on now generates a SIP 200 OK response, as depicted
in (2) fromFigure 5:

Message 2:

SIP/2.0 200 K

Via: SIP/2.0/UDP 192.168. 1. 2; rport=8050; branch=z9hG4bKnashds7;
received=172. 16. 3. 4

From Bob <sip: bob@xanpl e. conp; t ag=7F94778B653B

To: Bob <sip: bob@xanpl e. conr; t ag=6AF99445E44A

Call-1D: 16CB75F21C70

CSeq: 1 REQ STER

Supported: path, outbound

Requi re: out bound

Contact: <sip:bob@92.168.1.2 >;reg-id=1; expires=3600
; +Si p. i nstance="<urn: uui d: 00000000- 0000- 1000- 8000- AABBCCDDEEFF>"

Content-Length: O

The response will be sent to the address appearing in the 'received
paraneter of the SIP 'Via' header (address 172.16.3.4). The response
will not be sent to the port deduced fromthe SIP 'Via header, as
per standard SIP operation but will be sent to the value that has
been stamped in the "rport’ paraneter of the SIP 'Via header (port
8050). For the response to successfully traverse the NAT, all of the
conventions defined in RFC 3581 [ RFC3581] are to be obeyed. Make
note of both the 'reg-id and ’sip.instance’ contact header
paraneters. They are used to establish an outbound connection tuple
as defined in [ RFC5626]. The connection tuple creation is clearly
shown in Figure 5. This ensures that any inbound request that causes
a registration | ookup will result in the reuse of the connection path
established by the registration. This renoves the need to nmani pul ate
contact header URIs to represent a globally routable address as
perceived on the public side of a NAT.
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5.1.1.2. Connection-Oiented Transport

Regi strar/
Bob NAT Edge Proxy

|
| (1) REG STER
| _________________

\

| |
| |
: :
| (1) REG STER |
|
|

*************************************|

Creat e Qutbound Connection Tupl e |

*************************************|

[ (2) 200 XK |
A |
(2) 200 &K | |
S | |
| |
Figure 6

Traversal of SIP REGQ STER requests/responses using a reliable,
connection-oriented protocol such as TCP does not require any
additional core SIP signaling extensions, beyond the procedures
defined in [RFC5626]. SIP responses will reuse the connection
created for the initial REGQ STER request, (1) from Figure 6:

Message 1:

REG STER si p: exanpl e.com SI P/ 2.0

Via: SIP/2.0/ TCP 192. 168. 1. 2; branch=z9hGibKnashds7

Max- Forwar ds: 70

From Bob <sip: bob@xanpl e. conPr; t ag=7F94778B653B

To: Bob <sip: bob@xanpl e. conr

Call-1D: 16CB75F21C70

CSeq: 1 REG STER

Supported: path, outbound

Cont act: <sip:bob@92.168.1.2;transport=tcp>;reg-id=1
; #si p. i nstance="<urn: uui d: 00000000- 0000- 1000- 8000- AABBCCDDEEFF>"

Content-Length: O
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Message 2:

SIP/2.0 200 XK

Via: SIP/2.0/ TCP 192. 168. 1. 2; branch=z9hG4bKnashds7

From Bob <sip: bob@xanpl e. conr; t ag=7F94778B653B

To: Bob <sip: bob@xanpl e. conr; t ag=6AF99445E44A

Call-1D: 16CB75F21C70

CSeq: 1 REQ STER

Supported: path, outbound

Requi re: out bound

Cont act: <sip:bob@92.168.1.2;transport=tcp>; reg-id=1; expires=3600
; #si p. i nstance="<urn: uui d: 00000000- 0000- 1000- 8000- AABBCCDDEEFF>"

Content-Length: O

Thi s exanpl e was included to show the inclusion of the ’'sip.instance’
contact header paraneter as defined in the SIP Qutbound specification
[ RFC5626]. This creates an association tuple as described in the
previ ous exanple for future inbound requests directed at the newy
created registration binding with the only difference that the
association is with a TCP connection, not a UDP pinhol e bi ndi ng.

5.1.2. Registration(Registrar/Edge Proxy Not Co-Located)

This section denonstrates traversal mechani snms when the Registrar
conponent is not co-located with the edge proxy elenent. The
procedures described in this section are identical, regardless of
transport protocol, so only one exanple will be docunmented in the
formof TCP.
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Bob NAT Edge Proxy Regi strar

I(l) REG STER | I |
| <o g |
| (1) REG STER |
R ELErE >]
|
|

|

|

|

|

I

(2) REG STER |
|- >|
|

|

|

|

|

|

*************************************|

Creat e Qutbound Connection Tupl e

| *************************************|

|
| | (3) 200 OK
R |

Figure 7: Registration (Registrar/Proxy Not Co-Located)

This scenario builds on the previous exanple in Section 5.1.1.2. The
primary difference is that the REA STER request is routed onwards
froma proxy server to a separated Registrar. The inportant nessage
to note is (1) in Figure 7. The edge proxy, on receiving a REA STER
request that contains a 'sip.instance’ nedia feature tag, forms a
unique flow identifier token as discussed in [RFC5626]. At this

poi nt, the proxy server routes the SIP REG STER nessage to the

Regi strar. The proxy will create the connection tuple as described
in SIP Qutbound at the sane nonent as the co-located exanple, but for
subsequent nessages to arrive at the proxy, the proxy needs to
indicate its need to renain in the SIP signaling path. To achieve
this, the proxy inserts to REA STER nessage (2) a SIP ' Path’

ext ensi on header, as defined in RFC 3327 [ RFC3327]. The previously
created flow association token is inserted in a position within the
Pat h header where it can easily be retrieved at a later point when
recei ving nessages to be routed to the registration binding (in this
case the user part of the SIP URI). The REAQ STER nessage of (1)
includes a SIP 'Route’ header for the edge proxy.
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Message 1:

REG STER si p: exanpl e.com SI P/ 2.0

Via: SIP/2.0/ TCP 192. 168. 1. 2; branch=z9hG4bKnashds7

Max- Forwar ds: 70

From Bob <sip: bob@xanpl e. conPr; t ag=7F94778B653B

To: Bob <sip: bob@xanpl e. conr

Call-1D: 16CB75F21C70

CSeq: 1 REG STER

Supported: path, outbound

Rout e: <sip:epl. exanple.comlr>

Contact: <sip:bob@92.168.1.2;transport=tcp>;reg-id=1
; +Si p. i nstance="<urn: uui d: 00000000- 0000- 1000- 8000- AABBCCDDEEFF>"

Content-Length: O

When proxied in (2) |ooks as foll ows:
Message 2:

REG STER si p: exanpl e.com SI P/ 2.0
Via: SIP/2.0/ TCP epl. exanpl e. com branch=z9h&bKnui qi si
Via: SIP/2.0/ TCP 192. 168. 1. 2; branch=z9hG4bKnashds7
Max- Forwar ds: 69
From Bob <sip: bob@xanpl e. conPr; t ag=7F94778B653B
To: Bob <sip: bob@xanpl e. conr
Call-1D: 16CB75F21C70
CSeq: 1 REG STER
Supported: path, outbound
Cont act: <sip:bob@92.168.1.2;transport=tcp>;reg-id=1
; #si p. i nstance="<urn: uui d: 00000000- 0000- 1000- 8000- AABBCCDDEEFF>"
Pat h: <si p: Vskzt cQ S8p4WPbOnHbuyh5i JvJI WBi b@p1l. exanpl e. com | r; ob>
Content-Length: O

This REG STER request results in the Path header being stored al ong
with the AOR and its associated binding at the Registrar. The URI
contained in the Path header will be inserted as a pre-loaded SIP
"Route’ header into any request that arrives at the Registrar and is
directed towards the associated AOR binding. This all but guarantees
that all requests for the new registration will be forwarded to the
edge proxy. In our exanmple, the user part of the SIP ’'Path’ header
URI that was inserted by the edge proxy contains the unique token
identifying the flowto the client. On receiving subsequent

requests, the edge proxy will exam ne the user part of the pre-|oaded
SIP ' Route’ header and extract the unique flow token for use in its
connection tuple conparison, as defined in the SIP Qutbound
specification [ RFC5626]. An exanple that builds on this scenario
(showi ng an i nbound request to the AOR) is detailed in

Section 5.1.4.2 of this docunent.
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5.1.3. Initiating a Session

This section covers basic SIP signaling when initiating a call from
behi nd a NAT.

5.1.3.1. UDP

Initiating a call using UDP (the edge proxy and authoritative proxy
functionality are co-located).
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The initiating client generates an INVITE request that is to be sent
through the NAT to a proxy server. The INVITE nessage is represented
in Figure 8 by (1) and is as foll ows:

Message 1:

I NVI TE sip:alice@.exanple SIP/2.0

Via: SIP/2.0/UDP 192.168. 1. 2;rport; branch=z9hG4ibKnashds?7
Max- Forwards: 70

From Bob <sip: bob@xanpl e. conr; t ag=l dw22z
To: Alice <sip:alice@.exanple>

Call -1 D: 95KGsk2V/ Ei s9LcpBYy3

CSeq: 1 INVITE

Supported: outbound

Rout e: <sip:epl. exanple.comlr>

Cont act: <sip:bob@92. 168. 1. 2; ob>
Cont ent - Type: application/sdp

Cont ent - Lengt h: .

[ SDP not shown]
There are a nunber of points to note with this nessage:

1. Firstly, as with the registration exanple in Section 5.1.1.1,
responses to this request will not autonatically pass back
through a NAT, so the SIP ’'Via header 'rport’ is included as
described in the Section 4.1.1 ("Synmetric Response") and defi ned
in RFC 3581 [ RFC3581].

2. Secondly, the 'ob' paraneter is added to the 'Contact’ header to
ensure that all subsequent requests are sent to the same flow,
alternatively, a Gobally Routable User Agent URI (GRUU) ni ght
have been used. See Section 4.3 of [RFC5626].

In (2), the proxy inserts itself in the 'Via header, adds the
"rport’ port nunber and the ’'received paraneter in the previous
"Via' header, renoves the 'Route’ header, and inserts a Record-Route
with a token.
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Message 2:

INVI TE sip:alice@72.16.1.4 SIP/2.0

Via: SIP/2.0/UDP epl. exanpl e. com branch=z9h&bKnui qi si

Via: SIP/2.0/UDP 192. 168. 1. 2; rport =8050; branch=z9hG4bKnashds7;
received=172. 16. 3. 4

Max- Forwar ds: 69

From Bob <sip: bob@xanpl e. conp; t ag=l dw22z

To: Alice <sip:alice@.exanpl e>

Call -1 D: 95KGsk2V/ Ei s9LcpBYy3

CSeq: 1 INVITE

Supported: outbound

Recor d- Rout e: <si p: 3yJEbr 1GYZK9cPYk5Snocez6Dz O7w+AX@pl. exanpl e.com | r >

Cont act: <si p: bob@92. 168. 1. 2; ob>

Cont ent - Type: application/sdp

Cont ent - Lengt h: .

[ SDP not shown]
5.1.3.2. Connection-Oiented Transport

When using a reliable transport such as TCP, the call flow and
procedures for traversing a NAT are al nost identical to those
described in Section 5.1.3.1. The prinary difference when using
reliable transport protocols is that symmetric response [ RFC3581] is
not required for SIP responses to traverse a NAT. RFC 3261 [ RFC3261]
defines procedures for SIP response nessages to be sent back on the
same connection on which the request arrived. See Section 9.5 of

[ RFC5626] for an exanple flow of an outgoing call

5.1.4. Receiving an Invitation to a Session

This section details scenarios where a client behind a NAT receives
an i nbound request through a NAT. These scenarios build on the
previous registration scenario from Sections 5.1.1 and 5.1.2 in this
docunent .

5.1.4.1. Registrar/Proxy Co-Located

The SIP signaling on the interior of the network (behind the user’s
proxy) is not inpacted directly by the transport protocol, so only
one exanple scenario is necessary. The exanple uses UDP and fol |l ows
on fromthe registration installed in the exanple from

Section 5.1.1.1.
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Figure 9: Receiving an Invitation to a Session

An I NVITE request arrives at the authoritative proxy with a
destination pointing to the ACR of that inserted in Section 5.1.1.1.
The nmessage is illustrated by (1) in Figure 9 and | ooks as foll ows:

I NVI TE si p: bob@xanpl e.com SIP/ 2.0

Via: SIP/2.0/UDP 172.16. 1. 4; branch=z9h&4bK74huH)37d
Max- Forwar ds: 70

From External Alice <sip:alice@xanple.conp;tag=02935
To: Bob <sip: bob@xanpl e. conr

Call -1D: Kl mvCxXVWEH6MKIp2T2nh

CSeq: 1 INVITE

Contact: <sip:alice@72.16.1.4>

Cont ent - Type: application/sdp

Cont ent - Lengt h:

[ SDP not shown]

The I NVI TE request nmatches the regi stration binding previously
installed at the Registrar and the INVITE Request-URl is rewitten to
the selected onward address. The proxy then exanm nes the Request-UR
of the INVITE and conpares with its |ist of connection tuples. It
uses the inconmng AOR to commence the check for associated open
connecti ons/ mappi ngs. Once nmatched, the proxy checks to see if the
uni que instance identifier (+sip.instance) associated with the

bi ndi ng equal s the sanme instance identifier associated with that
connection tuple. The request is then dispatched on the appropriate
binding. This is nessage (2) fromFigure 9 and is as foll ows:
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I NVI TE si p: bob@92.168.1.2 SIP/ 2.0

Via: SIP/2. 0/UDP epl. exanpl e. com branch=z9h&km ds893j hsd
Via: SIP/2.0/UDP 172.16. 1. 4; branch=z9h&4bK74huHJ37d
Max- Forwar ds: 69

From Alice <sip:alice@xanple.conp;tag=02935

To: client bob <sip:bob@xanpl e. conr

Call -1D: Kl mvCxXVWEH6MKIp2T2nh

CSeq: 1 INVITE

Contact: <sip:alice@72.16.1.4>

Cont ent - Type: application/sdp

Cont ent - Lengt h:

[ SDP not shown]

It is a standard SIP I NVITE request with no additional functionality.
The major difference is that this request will not be forwarded to
the address specified in the Request-URI, as standard SIP rul es would
enforce, but will be sent on the flow associated with the

regi stration binding (lookup procedures in RFC 3263 [ RFC3263] are
overridden by RFC 5626 [ RFC5626]). This then allows the origina
connection/ mapping fromthe initial registration process to be
reused.

5.1.4.2. Edge Proxy/Authoritative Proxy Not Co-Located
The core SIP signaling associated with this call flow is not inpacted
directly by the transport protocol, so only one exanple scenario is

necessary. The exanple uses UDP and follows on fromthe registration
installed in the exanple from Section 5.1. 2.
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Fi gure 10: Registrar/Proxy Not Co-Iocated

An I NVITE request arrives at the authoritative proxy with a
destination pointing to the ACR of that inserted in Section 5.1.2.
The message is illustrated by (1) in Figure 10 and | ooks as foll ows:

I NVI TE si p: bob@xanpl e. com SI P/ 2.0

Via: SIP/2.0/UDP 172.16. 1. 4; branch=z9hG4bK74huHJ37d
Max- Forwards: 70

From Alice <sip:alice@xanple.conp;tag=02935

To: Bob <si p: bob@xanpl e. con»

Call-1D: Kkl mvCxVWE6MKJIp2T2nb

CSeq: 1 INVITE

Cont act: <sip:external @72.16.1.4>

Cont ent - Type: application/sdp

Cont ent - Lengt h:

[ SDP not shown]

The I NVI TE request matches the regi stration binding previously
installed at the Registrar and the INVITE Request-URl is rewitten to
the selected onward address. The Registrar also identifies that a
SIP 'Path’ header was associated with the registration and pushes it
into the INVITE request in the formof a pre-loaded Sl P Route header
It then forwards the request on to the proxy identified in the SIP
Rout e header as shown in (2) from Figure 10:
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I NVI TE si p: bob@l i ent. exanpl e.com SIP/ 2.0

Via: SIP/ 2.0/ UDP proxy.exanpl e.com branch=z9h&4bK74fm j nc
Via: SIP/2.0/UDP 172.16. 1. 4; branch=z9h&4bK74huHJ37d
Rout e: <sip: Vskzt cQ S8p4WPbOnHbuyh5i JvJI VBi b@pl. exanpl e. com | r; ob>
Max- Forwar ds: 69

From Alice <sip:alice@xanple.net>;tag=02935

To: Bob <sip: Bob@xanpl e. conr

Call-1D: Kl mvCXVWEH6MKIp2T2nb

CSeq: 1 INVITE

Contact: <sip:alice@72.16.1.4>

Cont ent - Type: application/sdp

Cont ent - Lengt h:

[ SDP not shown]

The request then arrives at the outbound proxy for the client. The
proxy exam nes the Request-URI of the INVITE in conjunction with the
flow token that it previously inserted into the user part of the
"Path’ header SIP URI (which now appears in the user part of the
Rout e header in the inconming INVITE). The proxy |locates the
appropriate flow and sends the nessage to the client, as shown in (3)
fromFigure 10

I NVI TE si p: bob@92.168.1.2 SIP/ 2.0

Via: SIP/2.0/UDP epl. exanpl e. com branch=z9h&4nsi 30dncnml
Via: SIP/ 2.0/ UDP proxy.exanpl e.com branch=z9h&4bK74fm j nc
Via: SIP/2.0/UDP 172.16. 1. 4; branch=z9h&4bK74huHJ37d
Recor d- Rout e: <si p: Vskzt cQ S8p4WPbOnHbuyh5i JvJI WBi b@p1l. exanpl e.com | r>
Max- Forwar ds: 68

From Alice <sip:Aice@xanple.net>;tag=02935

To: bob <sip: bob@xanpl e. conr

Call-1D: Kl mvCXVWEH6MKIp2T2nb

CSeq: 1 INVITE

Contact: <sip:alice@72.16.1.4>

Cont ent - Type: application/sdp

Cont ent - Lengt h:

[ SDP not shown]

It is a standard SIP I NVITE request with no additional functionality
at the originator. The major difference is that this request wll
not follow the address specified in the Request-URl when it reaches

t he out bound proxy, as standard SIP rules would enforce, but will be
sent on the flow associated with the registration binding as
indicated in the Route header (lookup procedures in RFC 3263

[ RFC3263] are overridden). This then allows the original connection/
mapping fromthe initial registration to the outbound proxy to be
reused.

Boulton, et al. I nf or mat i onal [ Page 26]



RFC 6314 NAT Scenari os July 2011

5.2. Basic NAT Media Traversa

Thi s section provides exanpl e scenarios to denonstrate basic nedia
traversal using the techniques outlined earlier in this docunent.

In the flow diagrans, STUN nessages have been annotated for
simplicity as foll ows:

o0 The "Src" attribute represents the source transport address of the
nessage

0 The "Dest" attribute represents the destination transport address
of the nessage.

o The "Map" attribute represents the server reflexive (XOR- MAPPED-
ADDRESS STUN attribute) transport address.

0o The "Rel" attribute represents the relayed (RELAY- ADDRESS STUN
attribute) transport address.

The meani ng of each STUN attribute is extensively explained in the
core STUN [ RFC5389] and TURN [ RFC5766] specifications.

A nunber of | CE SDP attributes have al so been included in sone of the
exanples. Detailed infornmation on individual attributes can be
obtained fromthe core | CE specification [ RFC5245].

The exanpl es also contain a nmechani smfor representing transport
addresses. It would be confusing to include representations of
network addresses in the call flows and would make themhard to
follow For this reason, network addresses will be represented using
the followi ng annotation. The first conponent will contain the
representation of the client responsible for the address. For
exanple, in the majority of the exanples "L" (left client), "R
(right client), "NAT-PUB" (NAT public), "PRIV' (Private), and " STUN
PUB" (STUN public) are used. To allow for nultiple addresses from
the sane network el enent, each representation can also be foll owed by
a nunber. These can also be used in conbination. For exanple,

"L- NAT- PUB- 1" woul d represent a public network address of the left-
hand side NAT while "R NAT-PUB-1" would represent a public network
address of the right-hand side of the NAT. "L-PRIV-1" would
represent a private network address of the |left-hand side of the NAT
while "R-PRIV-1" represents a private address of the right-hand side
of the NAT.
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It should also be noted that, during the exanples, it mght be
appropriate to signify an explicit part of a transport address. This
is achieved by adding either the '.address’ or '.port’ tag on the end
of the representation -- for exanple, 'L-PRIV-1.address’ and ’L-PRI V-
1.port’.

The use of '$ signifies variable parts in exanple SIP nessages.
5.2.1. Endpoint-Independent NAT

This section denonstrates an exanple of a client both initiating and
receiving calls behind an Endpoi nt-Independent NAT. An exanple is

i ncluded for both STUN and I CE with | CE bei ng the RECOMMENDED
nmechani smfor media traversal

At this tinme, there is noreliable test to determne if a host is
behi nd an Endpoi nt-1ndependent Filtering NAT or an Endpoi nt -

I ndependent Mappi ng NAT [ RFC5780], and the sort of failure that
occurs in this situation is described in Section 5.2.2.1. For this
reason, |CE is RECOMVENDED over the nechani smdescribed in this
section.

5.2.1.1. STUN Sol ution

It is possible to traverse nmedi a through an Endpoi nt -1 ndependent NAT
using STUN. The renminder of this section provides sinplified
exanpl es of the 'Binding D scovery’ STUN as defined in [ RFC5389].
The STUN nessages have been sinplified and do not include ' Shared
Secret’ requests used to obtain the tenporary usernane and password.

5.2.1.1.1. Initiating Session

The foll owi ng exanpl e denonstrates nedia traversal through a NAT with
Endpoi nt - | ndependent Mappi ng properties using the STUN ' Bi ndi ng

Di scovery’ usage. It is assuned in this exanple that the STUN client
and SIP dient are co-located on the sane physical nachine. Note
that sone SIP signaling nessages have been left out for sinplicity.
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Fi gure 11: Endpoint-1ndependent NAT - Initiating

0 On deciding to initiate a SIP voice session, the client starts a
local STUN client on the interface and port that is to be used for
medi a (send/receive). The STUN client generates a standard
"Bi ndi ng Discovery’ request as indicated in (1) fromFigure 11
that also highlights the source address and port for which the
client device wishes to obtain a mapping. The 'Binding D scovery’
request is sent through the NAT towards the public Internet and
STUN server.
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0 Message (2) traverses the NAT and breaks out onto the public
Internet towards the public STUN server. Note that the source
address of the ’'Binding D scovery' request now represents the
public address and port fromthe public side of the NAT.

0 The STUN server receives the request and processes it
appropriately. This results in a successful ’'Binding D scovery’
response being generated and returned (3). The nessage contains
details of the XOR-mapped public address (contained in the STUN
XOR- MAPPED- ADDRESS attribute) that is to be used by the
originating client to receive nedia (see ' Map=NAT-PUB-1" from

(3))-

o The ’'Binding D scovery' response traverses back through the NAT
using the path created by the ’Binding D scovery' request and
presents the new XOR-mapped address to the client (4). At this
point, the process is repeated to obtain a second XOR-napped
address (as shown in (5)-(8)) for a second |ocal address (the
address has changed from"L-PRIV-1" to "L-PRIV-2") for an RTCP
port.

o0 The client now constructs a SIP INVITE nessage (9). Note that
traversal of SIP is not covered in this exanple and is discussed
in Section 5.1. The INVITE request will use the addresses it has
obtained in the previous STUN transactions to popul ate the SDP of
the SIP INVITE as shown bel ow

est 2890844526 2890842807 IN | P4 $L- PRI V- 1. address
N | P4 $NAT- PUB- 1. addr ess

0

mraudi o $NAT- PUB- 1. port RTP/ AVP 0
a=rtcp: $NAT- PUB- 2. port

0 0 <
I Il
oO— O

0 Note that the XOR-mapped address obtained fromthe ’Binding
Di scovery’ transactions are inserted as the connection address for
the SDP (c=$NAT- PUB-1.address). The Primary port for RTP is also
inserted in the SDP (mraudi o $NAT-PUB-1.port RTP/AVP 0). Finally,
the port gained fromthe additional ’'Binding D scovery is placed
in the RTCP attribute (as discussed in Section 4.2.2) for
traversal of RTCP (a=rtcp: $NAT- PUB- 2. port).

o0 The SIP signaling then traverses the NAT and sets up the SIP
session (9-12). Note that the left-hand client transmts nedia as
soon as the 200 OKto the INVITE arrives at the client (12). Up
until this point, the inconm ng nedia and RTCP to the |eft-hand
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client will not pass through the NAT as no outbound associ ation
has been created with the far-end client. Two-way nedi a
communi cati on has now been establi shed.

5.2.1.1.2. Receiving Session Invitation

Recei ving a session for an Endpoint-I|ndependent NAT using the STUN
"Bi ndi ng Discovery’' usage is very sinlar to the exanple outlined in

Section 5.2.1.1.1. Figure 12 illustrates the associated fl ow of
nessages.
Cient NAT STUN [..]
Server

| | | (1)SIP INVITE |
| | <-mmmmmmm e |
| | | |
| (2) SIP INVITE | | |
| <---mmmmmmiieee e | | |
| | | |
| (3) BIND Req | | |
| Src=L-PRI V-1 | | |
| Dest =STUN- PUB | | |
[-----mmmmmem - > | |
| | | |
| | (4) BIND Req | |
| | Src=NAT- PUB- 1 | |
| | Dest =STUN- PUB | |
| R >| |
| | |
| | (5) BIND Resp | |
| | <-----mmmoiioone | |
| | Src=STUN- PUB | |
| | Dest =NAT- PUB- 1 | |
| | Map=NAT- PUB- 1 | |
| | | |
| (6) BIND Resp | | |
| <-----mmmoiioone | | |
| Src=STUN- PUB | | |
| Dest =L- PRI V-1 | | |
| Map=NAT- PUB- 1 | | |
| | | |
| (7) BIND Req | | |
| Src=L- PRI V-2 | | |
| Dest =STUN- PUB | | |
[-----mmmmee - >| | |

| | |
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| (8) BIND Req |
| Sr c=NAT- PUB- 2 |
| Dest =STUN- PUB |
|- >
I
I

I

| (9) BIND Resp
I

| Src=STUN- PUB

| Dest =NAT- PUB- 2
| Map=NAT- PUB- 2
I
I

I
I
I
I
I
I
I
I
I
|
| (10) BIND Resp
I

A

| Src=STUN- PUB
| Dest =L- PRI V-2
| Map=NAT- PUB- 2

I
| (11) SIP 200 K
[-------mmmmmm - - - >

(12) SI P 200 OK

>>>>>>>>>>>>Qut goi ng Medi a sent from L- PRI V- 1>>>>>>>>>>>|

I
I I I
<<<<<<<<<<<<<| ncom ng Media sent to L-PRIV-1<<<<<<<<<<<<]|
I
I I I
I

I
I
I
I
I
I
I
I
I
I
I
| >>>>>>>>>>>>Qut goi ng RTCP sent from L- PRI V- 2>>>>>>>>>>>5|
I
I
I
I
I
I
I
I
I
I
I
I

<<<<<<<<<<<<<| nconi ng RTCP sent to L- PRI V- 2<<<<<<<<<<<<<|

| | |

| | (13)SI P ACK |
A |

(14) SI P ACK | | |
| |
| |

Fi gure 12: Endpoi nt-1 ndependent NAT - Recei Vi ng
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(o]

On receiving an invitation to a SIP voice session (SIP I NVITE
request), the User Agent starts a local STUN client on the
appropriate port on which it is to receive nedia. The STUN client
generates a standard ’'Binding D scovery' request as indicated in
(3) fromFigure 12 that also highlights the source address and
port for which the client device wishes to obtain a napping. The
"Bi ndi ng Di scovery’' request is sent through the NAT towards the
public Internet and STUN server

" Bi ndi ng Di scovery’ nessage (4) traverses the NAT and breaks out
onto the public Internet towards the public STUN server. Note
that the source address of the STUN requests now represents the
public address and port fromthe public side of the NAT.

The STUN server receives the request and processes it
appropriately. This results in a successful ’'Binding D scovery’
response being generated and returned (5). The nmessage contains
details of the mapped public address (contained in the STUN XOR-
MAPPED- ADDRESS attribute) that is to be used by the originating
client to receive nedia (see 'Map=NAT-PUB-1' from (5)).

The ' Bi ndi ng Di scovery’ response traverses back through the NAT
using the path created by the outgoing ’Binding Discovery’ request
and presents the new XOR-napped address to the client (6). At
this point, the process is repeated to obtain a second XOR-napped
address (as shown in (7)-(10)) for a second | ocal address (loca
port has now changed and is represented by L-PRIV-2 in (7)) for an
RTCP port.

The client now constructs a SIP 200 OK nessage (11) in response to
the original SIP INVITE requests. Note that traversal of SIP is
not covered in this exanple and is discussed in Section 5.1. SIP
Provi si onal responses are also left out for sinplicity. The 200
K response will use the addresses it has obtained in the previous
STUN transactions to populate the SDP of the SIP 200 OK as shown
bel ow

est 2890844526 2890842807 IN | P4 $L-PRI V- 1. address
N | P4 $NAT- PUB- 1. addr ess

0

nraudi o $NAT- PUB- 1. port RTP/ AVP 0
a=rtcp: $NAT- PUB- 2. port

0 0<
I I

o — O

Not e that the XOR-nmapped address obtained fromthe initial

" Bi ndi ng Di scovery’ transaction is inserted as the connection
address for the SDP (c=NAT-PUB-1.address). The Primary port for
RTP is also inserted in the SDP (mraudi o NAT-PUB-1. port RTP/ AVP
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0). Finally, the port gained fromthe second ' Bi nding D scovery’
is placed in the RTCP attribute (as discussed in Section 4.2.2)
for traversal of RTCP (a=rtcp: NAT- PUB-2. port).

o The SIP signaling then traverses the NAT and sets up the SIP
session (11-14). Note that the left-hand client transnits nedia
as soon as the 200 K to the INVITE is sent to the User Agent
Aient (UACQ (11). Up until this point, the inconmng nedia from
the right-hand client will not pass through the NAT as no out bound
associ ation has been created with the far-end client. Two-way
medi a communi cati on has now been establ i shed.

5.2.1.2. |ICE Solution

The preferred solution for nmedia traversal of NAT is using |ICE, as
described in Section 4.2.3.3, regardless of the NAT type. The
followi ng exanples illustrate the traversal of an Endpoint-

I ndependent NAT when initiating the session. The exanple only covers
ICE in association with the 'Binding Discovery’ and TURN. It is
worth noting that the TURN server provides both STUN functions (to
| earn your public mapping) and TURN functions (nedia relaying). It
is also worth noting that in the exanple described in

Section 5.2.1.2.1, both SIP clients L and R are contacting the same
TURN server. This is not necessary for ICE, STUN, TURN to function
all that is necessary is that the STUN and TURN server(s) be in the
same addressing domain that is accessible on the Internet.

5.2.1.2.1. Initiating Session

The foll owi ng exanpl e denpbnstrates an initiating traversal through an
Endpoi nt - | ndependent NAT using | CE
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L NAT STUN NAT R
Server

I

| (1) Alloc Req

| Src=L- PRI V-1

| Dest =TURN- PUB- 1

(
Sr c=L- NAT- PUB- 1

|
|
|
I
|- >|
|
I
| Dest =TURN- PUB- 1

I
I
I
I
I
2) Alloc Req |
I
I
I
I
I

st =L- NAT- PUB- 1
p=L- NAT- PUB- 1
el =TURN- PUB- 2

-]

(4) Alloc Resp
L
Sr c=TURN- PUB- 1
Dest =L- PRI V-1
Map=L- NAT- PUB- 1
Rel =TURN- PUB- 2

I
I
I
|
(5) Alloc Req |
Src=L- PRI V-2 |
Dest =TURN- PUB- 1 |
R >
I
I
I
I

) Alloc Req
c=L- NAT- PUB- 2
st =TURN- PUB- 1

i)

A

| Sr c=TURN- PUB- 1
| Dest =NAT- PUB- 2
| Map=NAT- PUB- 2

| Rel =TURN- PUB- 3
|

|

|

|

|

|

| |
| | (7) Alloc Resp
|

|

|

|

|

|
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| (8) Alloc Resp |
| <o |
| Src=TURN- PUB-1 |
| Dest =L- PRI V- 2 |
| Map=L- NAT- PUB- 2 |
| Rel =TURN- PUB- 3 |
| |
| |

(10) SIP INVITE

|

|

| <

| Src=R-PRI V-1
|

|

|

&

st =TURN- PUB- 1

(12) Alloc Req

| Sr c=R- NAT- PUB- 1
| Dest =TURN- PUB- 1

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| | |

| | | (13) Alloc Res
| | |

| | | Src=TURN- PUB- 1
| | | Dest =R- NAT- PUB- 1
| | | Map=R- NAT- PUB- 1
| | | Rel =TURN- PUB- 4
| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

| |

(14) Alloc Res

| Sr c=TURN- PUB- 1

| Dest =R- PRI V- 1

| Map=R- NAT- PUB- 1
Rel =TURN- PUB- 4

15) Alloc Req

|
|
|
| Src=R- PRI V-2
| Dest =TURN- PUB- 1
|

|

(16) Alloc Req

Qo e e emmea oo
Src=R- NAT- PUB- 2 |
Dest =TURN- PUB- 1 |
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| (17) Alloc Res |
|- >
| Src=TURN- PUB-1 |
| Dest =R- NAT- PUB- 2|
| Map=R- NAT- PUB- 2 |
| Rel =TURN- PUB-5 |

I >
| Src=TURN- PUB- 1

| Dest =R- PRI V- 2

| Map=R- NAT- PUB- 2

|

|

|

|

|

|

| |
| (18) Alloc Res |
|

|

|

| Rel =TURN- PUB-5 |
|

|

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
| (20) SIP 200 OK
|

|

|

| Src=L- NAT- PUB- 1
| Dest =R- PRI V- 1
|

| |

| |

| |

| | |

(21) SIP ACK | | |
[ =mmmmm e >| |
| | | | |
| | | | (22) SIP ACK |
| | | [ === - >|
| | | | |
| (23) Bind Req | | | |
------------------------ >X | | |
| Src=L- PRI V-1 | | | |
| Dest =R- PRI V- 1 | | | |
| | | | |
| (24) Bind Req | | | |
[----mmmmmmme - >| | | |
| Src=L- PRI V-1 | | | |
| Dest =R- NAT- PUB- 1| | | |
| | | | |
| | (25) Bind Req | | |
| [ =-mmmmm e >| |
| | Sr c=L- NAT- PUB- 1 | |
| | Dest =R- NAT- PUB- 1 | |
| | |
| | (26) Bind Req |
| [----mmmmmee - >|
| |
| |
| |
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| (27) Bind Res |

| <o |

| Src=R-PRI V-1 |

| Dest =L- NAT- PUB- 1|

| Map=L- NAT- PUB- 1 |

I

(28) Bind Res |

| Sr c=R- NAT- PUB- 1
| Dest =L- NAT- PUB- 1
| Map=L- NAT- PUB- 1

29) Bind Res

wAT

r c=R- NAT- PUB- 1
st=L- PRI V-1

|
|
|
I
|
|
|
De |
Map=L- NAT- PUB- 1 |
I

>>>>>>>>>>>>>>>>>>Qut goi ng RTP sent from L- PRI V-1 >>>>>>>>>>>>>>>>>

|
| (30) Bind Req

| Src=R- PRI V-1
| Dest =L- PRI V- 1

(31) Bind Req

I

I

| <

| Src=R- PRI V-1 |

| Dest =L- NAT- PUB- 1|

I I
(32) Bind Req |
e |
Src=R- NAT- PUB- 1 |
Dest =L- NAT- PUB- 1|

I

(33) Bind Req
Ko e e e e mm i m -
Sr c=R- NAT- PUB- 1
| Dest=L- PRI V- 1

I

| (34) Bind Res
I >
| Src=L-PRI V-1

| Dest =R- NAT- PUB- 1
| Map=R- NAT- PUB- 1
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| Src=L- NAT- PUB- 1
| Dest =R- NAT- PUB- 1
| Map=R- NAT- PUB- 1

NAT Scenari os

| (35) Bind Res |

July 2011

(36) Bind Res
I >
| Sr c=L- NAT- PUB- 1

| Dest =R- PRI V- 1

| Map=R- NAT- PUB- 1

|

<< <<<<Qut goi ng RTP sent from R-PRI V-1 <<<<<<<<<<K<KKKLLLL

(37) Bind Req |

| Sre=L- PRI V-1 |
| Dest =R- NAT- PUB- 1|
| USE- CANDI DATE |

et al.

I
| (38) Bind Req

| Src=L- NAT- PUB- 1
| Dest =R- NAT- PUB- 1
| USE- CANDI DATE

(41) Bind Res

(39) Bind Req
[--------------- >
| Src=L- NAT- PUB- 1

| Dest =R- PRI V- 1

| USE- CANDI DATE

40) Bind Res

w AT

rc=R-PRI V-1
st =L- NAT- PUB- 1

|
|
|
|
| De
| Map=L- NAT- PUB- 1
|

|

| Src=R- NAT- PUB- 1 |
| Dest =L- NAT- PUB- 1|
| Map=L- NAT- PUB- 1 |
| |

I nf or mat i onal
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| (42) Bind Res |
| <o |
| Sr c=R- NAT- PUB- 1
| Dest =L- PRI V-1

| Map=L- NAT- PUB- 1

|

| (43) Bind Req
I >
| Src=L- PRI V-2 |
| Dest =R- NAT- PUB- 2|

|
|
|
|
|
|
|
|
|
|
| |
| (44) Bind Req |
[ =-mmmmm e >|
| Sr c=L- NAT- PUB- 2 |
| Dest =R- NAT- PUB- 2 |
|
|
| --------------- >
| Sr c=L- NAT- PUB- 2
| Dest =R- PRI V- 2

<

Src=R- PRI V-2 |
Dest =L- NAT- PUB- 2|
Map=L- NAT- PUB- 2 |

(47) Bind Res

|
|
|
|
|
|
|
|
|
|
|
|
|
| | Sr c=R- NAT- PUB- 2

| | Dest =L- NAT- PUB- 2
| | Map=L- NAT- PUB- 2

|

|

48) Bind Res

w AT

r c=R- NAT- PUB- 2 |
st=L-PRIV-2 |

|

|

|
|
|
|
De |
Map=L- NAT- PUB- 2 |
|

SSS>S>SS>S>S>>>>>>>>>>0Ut gOl ng RTCP sent from L-PRI V-2 >>>>>>>>>>>>>>>>

| | |

| | | (49) Bind Req
| | | <emmemm e |
| | |Src=R-PRIV-2 |
| I | Dest =L- NAT- PUB- 2|
| | |
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|
|
|
|
| (51) Bind Req

|

| Sr c=R- NAT- PUB- 2
| Dest =L- PRI V-2

[-------mmmm - - >
| Src=L- PRI V-2

| Dest =R- NAT- PUB- 2|
| Map=R- NAT- PUB- 2 |
|

|
|
| |
| (52) Bind Res |
|
|
|

| (53) Bind Res

| Sr c=L- NAT- PUB- 2
| Dest =R- NAT- PUB- 2
| Map=R- NAT- PUB- 2

NAT Scenari os

| (50) Bind Req

| Src=R- NAT- PUB- 2 |
| Dest =L- NAT- PUB- 2|

July 2011

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
(54) Bind Res |
|
| Sr c=L- NAT- PUB- 2
| Dest =R- PRI V- 2
| Map=R- NAT- PUB- 2
|

<<<<<<LLLLL<<<<<<<QuUt goi ng RTCP sent from R- PRI V- 2<<<<<<<<<<<<<LLLL

(55) Bind Req |
EESCRESCI I >
| Src=L- PRI V-2 |
| Dest =R- NAT- PUB- 2|
| USE- CANDI DATE |

Boul ton, et al.

|

| (56) Bind Req
| Sr c=L- NAT- PUB- 2

| Dest =R- NAT- PUB- 2
| USE- CANDI DATE

I nf or mat i onal

(57) Bind Req
I >
| Sr c=L- NAT- PUB- 2

| Dest =R- PRI V-2

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
I
| USE- CANDI DATE |
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(59) Bind Res

| Sr c=R- NAT- PUB- 2
| Dest =L- NAT- PUB- 2
| Map=L- NAT- PUB- 2

(60) Bind Res
Lemm e e e e e e e e e a
Sr c=R- NAT- PUB- 2
Dest =L- PRI V- 2
Map=L- NAT- PUB- 2
|
|
|

(61) SIP INVITE
| ------------------------------------------------- >

(64) SIP 200 OK

(66) SIP ACK

Fi gure 13: Endpoint-1 ndependent NAT with | CE

0 On deciding to initiate a SIP voice session, the SIP client L
starts a local STUN client. The STUN client generates a TURN
Al'l ocate request as indicated in (1) fromFigure 13 that al so
hi ghl i ghts the source address and port conbination for which the
client device wishes to obtain a mapping. The Allocate request is
sent through the NAT towards the public Internet.
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0 The Allocate nessage (2) traverses the NAT to the public Internet
towards the public TURN server. Note that the source address of
the Allocate request now represents the public address and port
fromthe public side of the NAT (L-NAT-PUB-1).

o0 The TURN server receives the Allocate request and processes it
appropriately. This results in a successful Allocate response
bei ng generated and returned (3). The nessage contains details of
the server reflexive address that is to be used by the originating
client to receive nmedia (see 'Map=L-NAT-PUB-1') from(3)). It
al so contains an appropriate TURN-rel ayed address that can be used
at the STUN server (see 'Rel =TURN-PUB-2').

o0 The Allocate response traverses back through the NAT using the
bi nding created by the initial Allocate request and presents the
new mapped address to the client (4). The process is repeated and
a second STUN derived set of addresses is obtained, as illustrated
in (5)-(8) in Figure 13. At this point, the User Agent behind the
NAT has pairs of derived external server reflexive and rel ayed
representations. The client can al so gather |P addresses and
ports via other nmechanisnms (e.g., NAT-PMP [ NAT-PMP], UPnP | GD
[UPnP-1GD]) or simlar.

o0 The client now constructs a SIP INVITE nessage (9). The INVITE
request will use the addresses it has obtained in the previous
STUNV TURN i nteractions to populate the SDP of the SIP I NVITE
This should be carried out in accordance with the semantics
defined in the I CE specification [ RFC5245], as shown bel ow in
Fi gure 14:
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est 2890844526 2890842807 IN | P4 $L-PRI V-1
N | P4 $L-PRI V-1. addr ess

DO 0O <
o u
oO——"o

i ce- pwd: $LPASS

a=i ce- uf rag: SLUNAVE

mraudi o $L- PRI V-1. port RTP/ AVP O

a=rtpmap: 0 PCMJ 8000

a=rtcp: $L- PRI V- 2. port

a=candi date: $L1 1 UDP 2130706431 $L- PRI V- 1. address $L- PRI V-1. port

typ host

a=candi date: $L1 2 UDP 2130706430 $L- PRI V- 2. address $L- PRI V-2. port

typ host

a=candi date: $L2 1 UDP 1694498815 $L- NAT- PUB- 1. addr ess $L- NAT- PUB- 1. port

typ srflx raddr $L-PRIV-1.address rport $L-PRIV-1. port

a=candi date: $L2 2 UDP 1694498814 $L- NAT- PUB- 2. addr ess $L- NAT- PUB- 2. port

typ srflx raddr $L-PRIV-1.address rport $L-PRIV-2. port

a=candi date: $L3 1 UDP 16777215 $STUN PUB- 2. address $STUN- PUB- 2. port

typ relay raddr $L-PRIV-1.address rport $L-PRI V-1. port

a=candi date: $L3 2 UDP 16777214 $STUN- PUB- 3. addr ess $STUN- PUB- 3. port

(o]

typ relay raddr $L-PRIV-1.address rport $L-PRIV-2. port
Figure 14: I1CE SDP O fer

The SDP has been constructed to include all the avail able

candi dates that have been assenbled. The first set of candi dates
(as identified by Foundation $L1) contains two |ocal addresses
that have the highest priority. They are also encoded into the
connection (c=) and nedia (n=) lines of the SDP. The second set
of candi dates, as identified by Foundation $L2, contains the two
server reflexive addresses obtained fromthe STUN server for both
RTP and RTCP traffic (identified by candidate-id $L2). This entry
has been given a priority lower than the pair $L1 by the client.
The third and final set of candidates represents the rel ayed
addresses (as identified by $L3) obtained fromthe STUN server.
This pair has the lowest priority and will be used as a | ast
resort if both $L1 and $L2 fail

The SIP signaling then traverses the NAT and sets up the SIP
session (9)-(10). On advertising a candi date address, the client
shoul d have a | ocal STUN server running on each advertised

candi date address. This is for the purpose of responding to

i ncom ng STUN connectivity checks.

On receiving the SIP I NVITE request (10) client R also starts

| ocal STUN servers on appropriate address/port conbi nati ons and
gat hers potenti al candi date addresses to be encoded into the SDP
(as the originating client did). Steps (11-18) involve client R
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carrying out the sane steps as client L. This involves obtaining
| ocal, server reflexive, and relayed addresses. dient Ris now
ready to generate an appropriate answer in the SIP 200 OK nessage
(19). The exanple answer follows in Figure 15:

est 3890844516 3890842803 IN | P4 $R-PRI V-1
N | P4 $R- PRI V- 1. addr ess
0
a=i ce- pwd: $RPASS
nmraudi o $R-PRI V-1. port RTP/ AVP 0
a=rtpmap: 0 PCMJ 8000
a=rtcp: $R- PRI V- 2. port
a=candi date: $L1 1 UDP 2130706431 $R- PRI V-1. address $R- PRI V-1. port
typ host
a=candi date: $L1 2 UDP 2130706430 $R- PRI V- 2. address $R- PRI V- 2. port
typ host
a=candi date: $L2 1 UDP 1694498815 $R- NAT- PUB- 1. addr ess $R- NAT- PUB- 1. port
typ srflx raddr $R-PRI V-1.address rport $R-PRI V-1. port
a=candi date: $L2 2 UDP 1694498814 $R- NAT- PUB- 2. addr ess $R- NAT- PUB- 2. port
typ srflx raddr $R- PRI V-1. address rport $R- PRI V-1. port
a=candi date: $L3 1 UDP 16777215 $STUN- PUB- 2. addr ess $STUN- PUB- 4. port
typ relay raddr $R-PRI V-1.address rport $R-PRI V-1. port
a=candi date: $L3 2 UDP 16777214 $STUN PUB- 3. address $STUN- PUB- 5. port
typ relay raddr $R-PRI V-1.address rport $R-PRI V-1. port

~ 0 0 <
i
o — O

Fi gure 15: | CE SDP Answer

o The two clients have now exchanged SDP using offer/answer and can
now continue with the | CE processing -- User Agent L assunming the
role controlling agent, as specified by ICE. The clients are now
required to formtheir Candidate check lists to deternine which
will be used for the nedia streanms. |In this exanple, User Agent
L's Foundation 1 is paired with User Agent R s Foundation 1, User
Agent L's Foundation 2 is paired with User Agent R s Foundation 2,
and finally User Agent L's Foundation 3 is paired with User Agent
R s Foundation 3. User Agents L and R now have a conplete
candi date checklist. Both clients now use the al gorithm provi ded
in ICE to deternmine candidate pair priorities and sort into a |ist
of decreasing priorities. |In this exanple, both User Agents L and
Rwll have lists that firstly specify the host address
(Foundation $L1), then the server reflexive address (Foundation
$L2), and lastly the relayed address (Foundation $L3). All
candi date pairs have an associate state as specified in ICE. At
this stage, all of the candidate pairs for User Agents L and R are
initialized to the 'Frozen' state. The User Agents then scan the
list and nove the candidates to the "Waiting’ state. At this
point, both clients will periodically, starting with the highest
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candidate pair priority, work their way down the list issuing STUN
checks fromthe local candidate to the renpte candi date (of the
candidate pair). As a STUN check is attenpted from each | oca
candidate in the list, the candidate pair state transitions to
"In-Progress’. As illustrated in (23), client L constructs a STUN
connectivity check in an attenpt to validate the renbte candidate
address received in the SDP of the 200 OK (20) for the highest
priority in the checklist. As a private address was specified in
the active address in the SDP, the STUN connectivity check fails
to reach its destination causing a STUN failure. dient L
transitions the state for this candidate pair to "Failed’ . 1In the
meantine, client L is attenpting a STUN connectivity check for the
second candidate pair in the returned SDP with the second hi ghest
priority (24). As can be seen from nessages (24) to (29), the
STUN Bi nd request is successful and returns a positive outcone for
the connectivity check. Cient L is nowfree to send nedia to the
peer using the candidate pair. Immediately after sending its 200
K, client Ralso carries out the same set of binding requests.

It firstly (in parallel) tries to contact the active address
contained in the SDP (30) which results in failure.

o In the nmeantinme, a successful response to a STUN connectivity
check by User Agent R (27) results in a tentative check in the
reverse direction -- this is illustrated by nmessages (31) to (36).
Once this check has succeeded, User Agent R can transition the
state of the appropriate candidate to ' Succeeded’, and nedia can
be sent (RTP). The previously (31-36) described check confirm on
both sides (User Agents L and R) that connectivity can be achieved
using the appropriate candidate pair. User Agent L, as the
controlling client now sends another connectivity check for the
candidate pair, this time including the ' USE- CANDI DATE attribute
as specified in ICE to signal the chosen candidate. This exchange
is illustrated in nmessages (37) to (42).

0 As part of the process in this exanple, both L and Rw |l now
conpl ete the same connectivity checks for part 2 of the conponent
named for the favored ' Foundation' selected for use with RTCP
The connectivity checks for part 2 of the candi date conponent are
shown in L (43-48) and R (49-54). Once this has succeeded, User
Agent L as the controlling client sends another connectivity check
for the candidate pair. This tine the ’USE- CANDI DATE attribute
is again specified to signal the chosen candidate for conponent 2.

0 The candi dates have now been fully verified (and selected), and as
they are the highest priority, an updated offer (61-62) is now
sent fromthe offerer (client L) to the answerer (client R
representing the new active candi dates. The new offer woul d | ook
as follows:
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est 2890844526 2890842808 IN | P4 $L-PRI V-1
N | P4 $L- NAT- PUB- 1. addr ess
0

i ce- pwd: $LPASS

a=i ce- uf rag: SLUNAVE

mraudi o $L- NAT- PUB- 1. port RTP/ AVP 0O

a=rtpmap: 0 PCMJ 8000

a=rtcp: $L- NAT- PUB- 2. por t

a=candi date: $L2 1 UDP 2203948363 $L- NAT- PUB- 1. addr ess $L- NAT- PUB- 1. port
typ srflx raddr $L-PRIV-1.address rport $L-PRIV-1. port

a=candi date: $L2 2 UDP 2172635342 $L- NAT- PUB- 2. addr ess $L- NAT- PUB- 2. port

typ srflx raddr $L-PRIV-1.address rport $L-PRI V-2. port

DO 0O <
o u
oO——"o

Figure 16: | CE SDP Updated O fer

o The resulting answer (63-64) for R would | ook as foll ows:

est 3890844516 3890842804 IN | P4 $R-PRI V-1
N | P4 $R- PRI V- 1. addr ess
0

i ce- pwd: $RPASS

a=i ce- uf rag: SRUNAVE

mrFaudi 0 $R- PRI V- 1. port RTP/ AVP 0

a=rtpmap: 0 PCMJ 8000

a=rtcp: $R- PRI V- 2. port

a=candi date: $L2 1 UDP 2984756463 $R- NAT- PUB- 1. addr ess $R- NAT- PUB- 1. port
typ srflx raddr $R-PRI V-1.address rport $R-PRI V-1. port

a=candi date: $L2 2 UDP 2605968473 $R- NAT- PUB- 2. addr ess $R- NAT- PUB- 2. port

typ srflx raddr $R-PRI V-1.address rport $R-PRI V-2. port

O O <
o u
oO——"o

Figure 17: | CE SDP Updated Answer
5.2.2. Address/Port-Dependent NAT
5.2.2.1. STUN Failure
This section highlights that although using STUN techniques is the
preferred nechanismfor traversal of NAT, it does not solve every
case. The use of basic STUNon its own will not guarantee traversal

t hrough every NAT type, hence the recommendation that ICE is the
preferred option.
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dient ADDRESS/ PORT- Dependent STUN [..]
NAT Server

I I

| (1) BIND Req |
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| Dest =STUN- PUB |

|- >|

I

I

I

I

| (2) BIND Req |
| Sr c=NAT- PUB- 1 |
| Dest =STUN- PUB |
I

I

I

| (3) BIND Resp
I
| Src=STUN- PUB

| Dest =NAT- PUB- 1

| Map=NAT- PUB- 1
I
I

I
I
I
I
I
I
I
I
I
|
| (4) BIND Resp
I
| Src=STUN- PUB |
| Dest =L- PRI V-1 |
| Map=NAT- PUB- 1 |
I
I

N

|
| (5)SIP INVITE
I e e >

(7)SI P 200 OK

I
I I I
X I
xl nconi ng Media sent to L-PRIV-1<<<<<<|

|
|
|
|
|
|
|
| >>>>>>>>>>>>>>Qut goi ng Medi a sent from L- PRI V- 1>>>>>>>>5|
|
|
|
|
|
|
|

|
(8)SI P ACK | |
R EREREEEE >] |

|

|
| e RERFCREEEEEEEEE PR PP >
|

Fi gure 18: Address/Port-Dependent NAT with STUN - Failure
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The exanple in Figure 18 is conveyed in the context of a client
behi nd the Address/Port-Dependent NAT initiating a call. It should
be noted that the sane problem applies when a client receives a SIP
invitation and is behind a Address/Port-Dependent NAT

0o In Figure 18, the client behind the NAT obtains a server reflexive
representation using standard STUN nmechani sns (1)-(4) that have
been used in previous exanples in this docunent (e.g.,

Section 5.2.1.1.1).

o The external mapped address (server reflexive) obtained is al so
used in the outgoing SDP contained in the SIP INVITE request (5).

o In this exanple, the client is still able to send nmedia to the
external client. The problem occurs when the client outside the
NAT tries to use the reflexive address supplied in the outgoing
I NVI TE request to traverse medi a back through the Address/

Port - Dependent NAT

0 A Address/Port-Dependent NAT has differing rules fromthe
Endpoi nt - | ndependent type of NAT (as defined in RFC 4787
[ RFCA787]). For any internal |P address and port conbination
data sent to a different external destination does not provide the
same public mapping at the NAT. |In Figure 18, the STUN query
produced a valid external mapping for receiving nmedia. This
mappi ng, however, can only be used in the context of the origina
STUN request that was sent to the STUN server. Any packets that
attenpt to use the mapped address and that do not originate from
the STUN server | P address and optionally port will be dropped at
the NAT. Figure 18 shows the nedia being dropped at the NAT after
(7) and before (8). This then |eads to one-way audio.

5.2.2.2. TURN Sol ution

As identified in Section 5.2.2.1, STUN provides a useful tool for the
traversal of the mpjority of NATs but fails with Address/

Port - Dependent NAT. The TURN extensions [ RFC5766] address this
scenario. TURN extends STUN to allow a client to request a rel ayed
address at the TURN server rather than a reflexive representation.
This then introduces a nedia relay in the path for NAT traversal (as
described in Section 4.2.3.2). The follow ng exanpl e expl ai ns how
TURN sol ves the previous failure when using STUN to traverse a

Addr ess/ Port - Dependent NAT. It should be noted that TURN works nost
ef fectively when used in conjunction with ICE. Using TURN on its own
results in all nedia being relayed through a TURN server; this is not
efficient.
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L Addr ess/ Port - Dependent
NAT
| | |
| (1) Alloc Req |
| Src=L- PRI V-1 |
| Dest =STUN- PUB- 1 | |
|- | |
| | |
| | (2) Alloc Req |
| | Sr c=NAT- PUB- 1 |
| | Dest =STUN- PUB- 1 |
| [ ----mmmm - >
| | |
| | (3) Alloc Resp |
| | <-----memmeee e |
| | Sr c=STUN- PUB- 1 |
| | Dest =NAT- PUB- 1 |
| | Map=NAT- PUB- 1 |
| | Rel =STUN- PUB- 2
| | |
| (4) Alloc Resp |
| <emmmmeem e | |
| Sr c=STUN- PUB- 1 |
| Dest =L- PRI V-1 |
| Map=NAT- PUB- 1 | |
| Rel =STUN- PUB- 2 | |
| | |
| (5) Alloc Req |
| Src=L- PRI V-2 | |
| Dest =STUN- PUB- 1 | |
|- | |
| |
| (6) Alloc Req |
| Sr c=NAT- PUB- 2 |
| Dest =STUN- PUB- 1 |
[ ----mmmm - >
|
|

(8) Alloc Resp

Src=STUN- PUB- 1
| Dest =L- PRI V- 2

et al.

BRTTERTITIE |
| Src=STUN-PUB-1 |
| Dest =NAT- PUB- 2 |
| Map=NAT- PUB- 2 |
| Rel =STUN-PUB-3 |
| |
| |
| |
| |
| |
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| Map=NAT- PUB- 2
| Rel =STUN- PUB- 3

|
|
| |
| (9)SIP I NVITE |
R >

|

|

(10)SIP I NVI TE

(12) SIP 200 OK

>>>>>>>>>>>>>Qut goi ng Medi a sent from L- PRI V- 1>>>>>>>>>>|

<<<Medi a Sent to<<|
<<<<STUN- PUB- 2<<<<]|

<l ncomi ng Media Relayed to L-PRIV-1<<

<<<<STUN- PUB- 3<<<<]|

<<l ncom ng RTCP Rel ayed to L-PRIV-2<<

|
(13) SI P ACK |
R R >|

|
|
|
|
|
|
|
|
|
| |
| |
| | <<<RTCP Sent to<<>|
| |
| |
| |
|
|
|
|
|
|
|
|

| |

| | (14) SIP ACK

| D LCECEE L L LR PR PR EPEPEEE >
|

Fi gure 19: Address/Port-Dependent NAT with TURN - Success
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0 In this exanple, client L issues a TURN allocate request (1) to
obtained a relay address at the STUN server. The request
traverses through the Address/Port-Dependent NAT and reaches the
STUN server (2). The STUN server generates an All ocate response
(3) that contains both a server reflexive address (Map=NAT- PUB-1)
of the client and al so a rel ayed address (Rel =STUN-PUB-2). The
rel ayed address nmaps to an address mappi ng on the STUN server that
is bound to the public pinhole that has been opened on the NAT by
the Allocate request. This results in any traffic sent to the
TURN server relayed address (Rel =STUN- PUB-2) being forwarded to
the external representation of the pinhole created by the Allocate
request (NAT-PUB-1).

0 The TURN derived address (STUN-PUB-2) arrives back at the
originating client (4) in an Alocate response. This address can
then be used in the SDP for the outgoing SIP I NVITE request as
shown in the follow ng exanple (note that the exanple al so
includes client L obtaining a second relay address for use in the
RTCP attribute (5-8)):

est 2890844342 2890842164 IN | P4 $L-PRI V-1
N | P4 $STUN- PUB- 2. addr ess

0

mrFaudi o $STUN- PUB- 2. port RTP/ AVP 0O
a=rtcp: $STUN PUB- 3. port

0 0 <
o

o — O

0 On receiving the INVITE request, the User Agent Server (UAS) is
able to stream nedia and RTCP to the relay address (STUN PUB-2 and
STUN- PUB-3) at the STUN server. As shown in Figure 19 (between
messages (12) and (13), the nedia fromthe UAS is directed to the
rel ayed address at the STUN server. The STUN server then forwards
the traffic to the open pinholes in the Address/ Port-Dependent NAT
(NAT-PUB-1 and NAT-PUB-2). The nedia traffic is then able to
traverse the Address/Port-Dependent NAT and arrives back at client
L.

0 TURN on its owm will work for Address/Port-Dependent and ot her
types of NAT nmentioned in this specification but should only be
used as a last resort. The relaying of media through an externa
entity is not an efficient nechanismfor NAT traversal and cones
at a high processing cost.

5.2.2.3. ICE Solution
The previous two exanpl es have highlighted the problemw th using

core STUN for all fornms of NAT traversal and a solution using TURN
for the Address/ Port-Dependent NAT case. The RECOMMENDED nechani sm
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for traversing all varieties of NAT is using ICE, as detailed in
Section 4.2.3.3. |CE nakes use of core STUN, TURN and any ot her
mechani sm (e. g., NAT-PMP[ NAT-PMP], UPnP I GD[UPnP-1CD]) to provide a
list of prioritized addresses that can be used for nmedia traffic.
Det ai | ed exanples of ICE can be found in Section 5.2.1.2.1. These
exanpl es are associated with an Endpoi nt-1ndependent type NAT but can
be applied to any NAT type variation, including Address/

Port - Dependent type NAT. The |CE procedures carried out are the
sane. For a list of candidate addresses, a client will choose where
to send nedi a dependent on the results of the STUN connectivity
checks and associated priority (highest priority wins). It should be
noted that the inclusion of a NAT displaying Address/ Port - Dependent
properties does not automatically result in relayed nedia. 1In fact,

| CE processing will avoid use of nedia relay with the exception of
two clients that both happen to be behind a NAT using Address/

Port - Dependent characteristics. The connectivity checks and

associ ated sel ection algorithmenable traversal in this case

Figure 20 and the followi ng description provide a guide as to how
this is achieved using the I CE connectivity checks. This is an
abbrevi ated exanpl e that assumes successful SIP of fer/answer exchange
and illustrates the connectivity check fl ow
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| (9)Bi nd Req |
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Fi gure 20: Single Address/ Port-Dependent NAT - Success

In this abbreviated exanple, client R has already received a SIP
I NVI TE request and is starting its connectivity checks with client L.
Cient R generates a connectivity check (1) and sends to client L's
information as presented in the SDP offer. The request arrives at
client L's Address/Port-Dependent NAT and fails to traverse as there
is no NAT binding. This would then nove the connectivity check to a
failed state. In the nmeantinme, client L has received the SDP answer
in the SIP request and will also commence connectivity checks. A
check is dispatched (3) to client R The check is able to traverse
the NAT due to the association set up in the previously failed check
(1). The full Bind request/response is shown in steps (3)-(8). As
part of a candidate pair, client Rwll now successfully be able to
conplete the checks, as illustrated in steps (9)-(14). The result is
a successful pair of candidates that can be used wi thout the need to
rel ay any nedi a.

Boulton, et al. I nf or mat i onal [ Page 56]



RFC 6314 NAT Scenari os July 2011

In conclusion, the only tine nedia needs to be relayed is a result of
clients both behind Address/Port-Dependent NATs. As you can see from
the exanple in this section, neither side would be able to conplete
connectivity checks with the exception of the Rel ayed candi dates.

6. |Pv4-1Pv6 Transition

This section describes how | Pv6-only SIP User Agents can comruni cate
with IPv4-only SIP User Agents. While the techniques discussed in
this docunent primarily contain exanples of traversing NATs to allow
communi cati ons between hosts in private and public networks, they are
by no neans limted to such scenarios. The sane NAT traversa

techni ques can al so be used to establish conmunication in a

het er ogeneous network environment -- e.g., communication between an

| Pv4 host and an | Pv6 host.

6.1. [IPv4-1Pv6 Transition for SIP Signaling

| Pv4-1Pv6 translations at the SIP | evel usually take place at dual -
stack proxies that have both IPv4 and | Pv6 DNS entries. Since these
transl ations do not involve NATs that are placed in the niddle of two
SIP entities, they fall outside the scope of this docunent. A
detail ed description of this type of translation can be found in

[ RFC6157] .

7. Security Considerations

There are no security considerations beyond the ones inherited by
reference
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