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Abst r act

The Pat h Conputation Elenent (PCE) provides functions of path
conmputation in support of traffic engineering in networks controlled
by Multi-Protocol Label Swi tching (MPLS) and Ceneralized MPLS
(GWLS)

MPLS and GWLS networks may be constructed fromlayered client/server
networks. It is advantageous for overall network efficiency to

provi de end-to-end traffic engi neering across nultiple network

|l ayers. PCE is a candidate solution for such requirenents.

Ceneric requirenments for a comunication protocol between Path
Computation Clients (PCCs) and PCEs are presented in RFC 4657, "Path
Conmput ati on El enment (PCE) Conmuni cation Protocol Generic

Requi rements". Generic requirenents for a PCE di scovery protocol are
presented in RFC 4674, "Requirenments for Path Conputation El enent
(PCE) Discovery".

Thi s docunent conpl enments the generic requirenents and presents
detail ed sets of PCC PCE comruni cation protocol requirenments and PCE
di scovery protocol requirenments for inter-layer traffic engineering.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunment is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/infol/rfc6457
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1. Introduction

The Pat h Conputation Elenent (PCE) defined in [ RFC4655] is an entity
that is capable of conputing a network path or route based on a
networ k graph and appl yi ng conputational constraints.

A network rmay conprise multiple layers. These |layers may represent
the separation of technologies (e.g., Packet Switch Capable (PSC)
Time Division Multiplex (TDM, |anbda switch capable (LSC)) into
GWPLS regions [ RFC3945], the separation of data plane sw tching
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granularity levels (e.g., PSC-1 and PSC-2 or Virtual Grcuit 4 (VC4)
and VC12) into GWLS | ayers [RFC5212], or a distinction between
client and server networking roles (e.g., comercial or

adm ni strative separation of client and server networks). 1In this
multi-layer network, Label Switched Paths (LSPs) in | ower |ayers are
used to carry upper-layer LSPs. The network topol ogy forned by

| ower-1layer LSPs and advertised to the higher layer is called a
"Virtual Network Topol ogy (VNT)" [RFC5212].

In [ ayered networks under the operation of Miltiprotocol Labe

Swi tching Traffic Engineering (MPLS-TE) and Generalized MPLS (GVWPLS)
protocols, it is inportant to provide nmechanisns to allow gl oba
optimnmization of network resources. That is, to take into account al
| ayers, rather than optinizing resource utilization at each |ayer

i ndependently. This allows better network efficiency to be achieved.
This is what we call "inter-layer traffic engineering". This

i ncl udes mechani sns al |l owi ng conput ati on of end-to-end pat hs across

| ayers (known as "inter-layer path conputation") and nechani sns for
control and nanagenent of the VNT by setting up and rel easing LSPs in
the |l ower |ayers [RFC5212].

Inter-layer traffic engineering is included in the scope of the PCE
architecture [ RFC4655], and PCE can provide a suitable nmechanismfor
resolving inter-layer path conputation issues. The applicability of
t he PCE-based path conputation architecture to inter-layer traffic
engi neering is described in [ RFC5623].

Thi s docunent presents sets of requirements for conmunication between
Pat h Conmputation Cients (PCCs) and PCEs using the PCE Conmuni cation
Protocol (PCEP) and for PCE discovery for inter-layer traffic
engineering. It supplenents the generic requirenents docunented in

[ RFC4A657], [RFC4674], and the franmework provided in [ RFC5623].

1.1. Term nol ogy

LSP: Label Switched Path.

LSR: Label Switching Router

PCC. A Path Conputation Client is any client entity (conmponent,
application or network node) requesting a path conputation to
be performed by a Path Conputation El enent.

PCE: A Path Conputation Elenent is an entity that is capable of
conmputing a network path or route based on a network graph and

appl yi ng conput ati onal constraints.

PCEP: A PCE Conmuni cation Protocol is a protocol for conmunication
bet ween PCCs and PCEs.
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Al t hough this requirenents docunment is informational and not a
protocol specification, the key words "MJST", "MJST NOT", "REQU RED",
"SHALL", "SHALL NOr", "SHOULD', "SHOULD NOT", "RECOMMENDED', " MAY",
and "OPTIONAL" are to be interpreted as described in RFC 2119

[ RFC2119] for clarity of requirenment specification

2. Mtivation for PCE-Based |Inter-Layer Path Conputation

[ RFC4206] defines a way to signal an MPLS or a GWLS LSP with an
explicit route in a higher layer of a network that includes hops
traversed by LSPs in |ower |ayers of the network. The conputation of
end-to-end paths across layers is called "inter-layer path

conput ation”.

An LSR in the higher layer might not have information on the topol ogy
of lower layers, particularly in an overlay or augmented nodel ;

hence, it mght not be able to conpute an end-to-end path across

| ayers.

PCE- based inter-layer path conputation consists of relying on one or
nmore PCEs to conpute an end-to-end path across layers. This could
rely on a single PCE path conputation where the PCE has topol ogy

i nformati on about nultiple layers and can directly conpute an end-to-
end path across |ayers considering the topology of all of the |ayers.
Alternatively, the inter-layer path conputation could be perforned as
a nultiple PCE conputation, where each nenber of a set of PCEs has

i nformati on about the topol ogy of one or nore | ayers, but not al

| ayers, and they collaborate to conmpute an end-to-end path.

Consi der a two-layer network where the higher-layer network is a
packet - based | P/ MPLS or GWPLS network and the | ower-layer network is
a GWLS-controll ed optical network. An ingress LSR in the higher-

| ayer network tries to set up an LSP to an egress LSR also in the

hi gher -1 ayer network across the | ower-layer network, and it needs a
path in the higher-layer network. However, suppose that there is no
TE |i nk between border LSRs, which are |ocated on the boundary

bet ween the hi gher-layer and | ower-layer networks, and that the

i ngress LSR does not have topology visibility in the lower layer. |If
a single-layer path conputation is applied for the higher |ayer, the
path conputation fails. On the other hand, inter-layer path
conmputation is able to provide a route in the higher layer and a
suggestion that a | ower-layer LSP be set up between border LSRs,
considering both layers as TE topol ogi es.

Furt her discussion of the application of PCE to inter-layer path
conmput ati on can be found in [ RFC5623].

3. PCC-PCE Conmmuni cation and Di scovery Requirenents for Inter-Layer
Traf fic Engi neering

This section provides additional requirenents specific to the

problenms of nulti-layer TE that are not covered in [ RFC4657] or
[ RFC4674] .
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3.1. PCC-PCE Conmuni cation

PCEP MUST al | ow requests and replies for inter-layer path
conput at i on.

This requires no additional nessages, but it inplies the follow ng
additional constraints to be added to PCEP.

3.1.1. Control of Inter-Layer Path Conputation

A request froma PCC to a PCE MJST support the inclusion of an
optional indication of whether inter-layer path conputation is
allowed. In the absence of such an indication, the default is that
inter-layer path conputation is not allowed.

3.1.2. Control of the Type of Path to Be Computed

The PCE conputes and returns a path to the PCC that the PCC can use
to build a higher-layer or |ower-layer LSP once converted to an
Explicit Route Object (ERO for use in RSVP - Traffic Engineering
(RSVP-TE) signaling. There are two options [RFC5623].

- Option 1: Mno-Layer Path. The PCE conmputes a "nono-|ayer" path,
i.e., a path that includes only TE links fromthe sane |ayer

- Option 2: Miulti-Layer Path. The PCE conputes a "nulti-Ilayer"
path, i.e., a path that includes TE links fromdistinct |ayers
[ RFC4206] .

It may be necessary or desirable for a PCCto control the type of
path that is produced by a PCE. For exanple, a PCC nmay know that it
is not possible, for technological or policy reasons, to signal a
multi-layer path and that a nono-layer path is required, or the PCC
may know that it does not wish the |ayer border node to have contro
of path computation. In order to nmake this |evel of contro
possi bl e, PCEP MUST allow the PCC to select the path types to be
conput ed, and that may be returned, by choosing one or nore fromthe
following list:

- A mono-layer path that is specified by strict hop(s). The path
may include virtual TE |ink(s).

- A nono-layer path that includes | oose hop(s).

- A mlti-layer path that can include the path (as strict or |oose
hops) of one or nore | ower-layer LSPs not yet established.

The path conputation response froma PCE to a PCC MUST report the
type of path conputed, and where a nulti-layer path is returned, PCEP
MUST support the inclusion, as part of end-to-end path, of the path
of the Iower-layer LSPs to be established.
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If a response nessage froma PCE to PCC carries a nono-layer path
that is specified by strict hops but includes virtual TE link(s),

i ncl udes | oose hop(s), or carries a nulti-layer path that can include
the conplete path of one or nore | ower-layer LSPs not yet

est abli shed, the signaling of the higher-layer LSP may trigger the
establi shnent of the lower-layer LSPs (triggered signaling). The
triggered signaling may increase the higher-layer connection setup
latency. An ingress LSR for the higher-layer LSP, or a PCC, needs to
know whet her or not triggered signaling is required.

A request froma PCC to a PCE MIST all ow i ndi cati ng whet her or not
triggered signaling is acceptable.

A response froma PCE to a PCC MIUST al |l ow i ndi cati ng whet her or not
the conputed path requires triggered signaling.

Note that a PCE may not be able to distinguish virtual TE Iinks from
regular TE links. |In such cases, even if a request froma PCCto a
PCE indicates that triggered signaling is not acceptable, a PCE may
choose virtual TE links in path conputation. Therefore, when a
network uses virtual TE Iinks and a PCE is not able to distinguish
virtual TE links fromregular TE |links, a PCE MAY choose virtual TE
links even if a request froma PCC to a PCE indicates triggered
signaling is not acceptable.

Al so, note that an ingress LSR of a higher-layer or |ower-layer LSP
may be present in nultiple layers. Thus, even when a nono-|ayer path
is requested or supplied, PCEP MIST be able to indicate the

required/ provi ded path | ayer.

3.1.3. Conmunication of Inter-Layer Constraints

A request froma PCC to a PCE MJUST support the inclusion of
constraints for a multi-layer path. This includes control over which
network | ayers may, nust, or must not be included in the conputed
path. Such control may be expressed in ternms of the switching types
of the Il ayer networks.

Furthernmore, it nay be desirable to constrain the nunber of I|ayer
boundari es crossed (i.e., the nunber of adaptations in the sense used
in [RFC5212] performed on the end-to-end path), so PCEP SHOULD

i nclude a constraint or objective function to mninize or cap the
nunber of adaptations on a path and a nechanismto report that nunber
when a path is supplied.

The path conputation request MJST also allow for different objective
functions to be applied within different network |ayers. For
exanple, the path in a packet-network nay need to be optimnzed for

| east delay using the IGP netric as a neasure of delay, while the
path in an underlying TDM network mi ght be optim zed for fewest hops.
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3.1.4. Adaptation Capability
The concept of adaptation is used here as introduced in [ RFC5212].

It MUST be possible for the path conmputation request to indicate the
desired adaptation function at the end points of the |ower-|layer LSP
that is being conputed. This will be particularly inportant where
the ingress and egress LSR participate in nore than one | ayer network
but may not be capable of all associ ated adaptations.

3.1.5. Cooperation between PCEs
When each layer is in scope of a different PCE, which only has access
to the topology information of its layer, the PCEs of each |ayer need
to cooperate to performinter-layer path conputation. |In this case
communi cati on between PCEs is required for inter-layer path
computation. A PCE that behaves as a client is defined as a PCC
[ RFC4655] .

PCEP MUST al | ow requests and replies for nmultiple PCE inter-I|ayer
pat h conput ati on.

3.1.6. Inter-Layer Diverse Paths
PCEP MUST allow for the conputation of diverse inter-layer paths. A
request froma PCC to a PCE MUST support the inclusion of nmultiple
path requests, with the desired level of diversity at each |ayer
(l'ink, node, Shared Ri sk Link Goup (SRLG).

3.2. Capabilities Advertisenents for PCE D scovery
In the case where there are several PCEs with distinct capabilities
avail able, a PCC has to select one or nore appropriate PCEs. For
t hat purpose, the PCE di scovery nechani sm MAY support the disclosure
of some detailed PCE capabilities. A PCE MAY (to be consistent with
the above text and RFC 4674) be able to advise the follow ng PCE
capabilities related to inter-layer path conputation
- Support for inter-layer path conputation
- Support for nono-layer/multi-layer paths
- Support for inter-layer constraints
- Support for adaptation capability
- Support for inter-PCE conmmunication

- Support for inter-layer diverse path conputation
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3.3. Supported Network Model s

PCEP SHOULD al | ow several architectural alternatives for interworking
bet ween MPLS- and GWLS-control | ed networks: overlay, integrated, and
augrment ed nodel s [ RFC3945] [ RFC5145] [ RFC5146] .

4. Manageability Considerations
4.1. Control of Function and Policy

An individual PCE MAY el ect to support inter-layer conputations and
advertise its capabilities as described in the previous sections.
PCE i npl enent ati ons MAY provide a configuration switch to allow
support of inter-layer path conputations to be enabled or disabled.
Wien the | evel of support is changed, this SHOULD be re-adverti sed.

However, a PCE MAY al so elect to support inter-layer conputations,
but not to advertise the fact, so that only those PCCs configured to
know of the PCE and its capabilities can use it.

Support for, and advertisenment of support for, inter-layer path
conmput ati on MAY be subject to policy and a PCE MAY hide its inter-

| ayer capabilities fromcertain PCCs by not advertising themthrough
the di scovery protocol and not reporting themto the specific PCCs in
any PCEP capabilities exchange. Further, a PCE MAY be directed by
policy to refuse an inter-layer path conputation request for any
reason including, but not linmted to, the identity of the PCC that
makes the request.

A further discussion of policy-enabled path conputation can be found
in [ RFC5394].

4.2. Information and Data Model s

PCEP extensions to support inter-layer conputations MJST be
acconpani ed by M B objects for the control and nonitoring of the
protocol and of the PCE that perfornms the conputations. The MB
obj ects MAY be provided in the same M B nodul e as used for genera
PCEP control and nonitoring [ PCEP-M B] or MAY be provided in a new
M B nodul e.

The M B objects MJST provide the ability to control and nonitor al
aspects of PCEP relevant to inter-layer path conputation.

4.3. Liveness Detection and Mnitoring

No changes are necessary to the liveness detection and nonitoring
requirenents as already enbodied in [ RFC4657]. It shoul d be noted,
however, that inter-layer path conputations night require extended
cooperation between PCEs (as is also the case for inter-AS

(Aut ononpbus System) and inter-area conmputations), and so the liveness
detection and nonitoring SHOULD be applied to each PCEP comruni cati on
and aggregated to report the behavior of an individual PCEP request
to the originating PCC
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In particular, where a request is forwarded between nultiple PCEs,
nei ther the PCC nor the first PCE can nonitor the |iveness of al

PCE- PCE connections or of the PCEs thenmselves. In this case,

sui tabl e performance of the original PCEP request relies on each PCE
operating correct nmonitoring procedures and correlating any failures
back to the PCEP requests that are outstanding. These requirenents
are no different fromthose for any cooperative PCE usage, and they
are expected already to be covered by general, and by inter-AS and
inter-area, inplenmentations. Such a procedure is specified in

[ RFC5441]. |In addition, [RFC5886] specifies mechani snms to gather
various state netrics along the path conputation chain.

4.4, Verifying Correct Operation

There are no additional requirenments beyond those expressed in

[ RFC4A657] for verifying the correct operation of the PCEP. Note that
verification of the correct operation of the PCE and its algorithns
is out of scope for the protocol requirenents, but a PCC MAY send the
sanme request to nore than one PCE and conpare the results.

4.5. Requirenents on QGther Protocols and Functional Conponents

A PCE operates on a topol ogy graph that may be built using
information distributed by TE extensions to the routing protoco
operating within the network. |In order that the PCE can select a
suitable path for the signaling protocol to use to install the inter-
| ayer LSP, the topol ogy graph nmust include information about the
inter-layer signaling and forwarding (i.e., adaptation) capabilities
of each LSR in the network

What ever neans are used to collect the information to build the
t opol ogy graph, the graph MJUST include the requisite information. |f
the TE extensions to the routing protocol are used, these SHOULD
satisfy the requirenments as described in [ RFC5212].

4.6. Inpact on Network Operation

This section exam nes the inpact on network operations of the use of

a PCE for inter-layer traffic engineering. |t does not present any
further requirenments on the PCE or PCC, for the PCEP or for
depl oynent .

The use of a PCE to conpute inter-layer paths is not expected to have
significant inpact on network operations if the upper-layer traffic
engi neering practices are aware of the frequent changes that mi ght
occur in the VNT. It should also be noted that the introduction of
inter-layer support to a PCE that already provides nono-|ayer path
conput ati on ni ght change the | oading of the PCE and that m ght have
an i npact on the network behavior especially during recovery periods
i Mmediately after a network failure.
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7.

7.

7.

1

2.

On the other hand, it is envisioned that the use of inter-layer path
conmputation will have significant benefits to the operation of a

mul ti-layer network including inproving the network resource usage
and enabling a greater nunber of higher-layer LSPs to be supported.

Security Considerations

Inter-layer traffic engineering with PCE nmay rai se new security

i ssues when PCE- PCE communi cation is used between different |ayer
networks for inter-layer path conputation. Security issues may al so
exi st when a single PCE is granted full visibility of TE i nformation
that applies to nultiple |ayers.

The formal introduction of a VNT Manager conponent, as described in
[ RFC5623], provides the basis for the application of inter-Iayer
security and policy.

It is expected that solutions for inter-layer protocol extensions
will address these issues in detail.
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