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Abst r act

Thi s docunent provides a net hodol ogy and framework for quantifying
the performance inpact of the nonitoring of IP flows on a network
device and the export of this information to a Collector. It
identifies the rate at which the IP flows are created, expired, and
successfully exported as a new performance netric in conbination with
traditional throughput. The netric is only applicable to the devices
compliant with RFC 5470, "Architecture for IP Flow Infornation
Export". The net hodol ogy quantifies the inpact of the IP flow

nmoni toring process on the network equi pnent.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunment is a product of the Internet Engi neering Task Force
(ITETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any

errata, and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc6645
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1

I ntroduction

Monitoring IP flows (Flow nonitoring) is defined in the "Architecture
for 1P Flow Informati on Export" [RFC5470] and related | PFI X docunents
specified in Section 1.2 of [RFC5470]. It analyzes the traffic using
predefined fields fromthe packet header as keys and stores the
traffic and other internal infornmation in the DUT (Device Under Test)
menory. This cached flow information is then formatted into records
(see Section 2.1 for termdefinitions) and exported fromthe DUT to
an external data collector for analysis. Mre details on the

measur enent architecture are provided in Section 3.3.

Fl ow nonitoring on network devices is w dely depl oyed and has
nunerous uses in both service-provider and enterprise segnents as
detailed in the "Requirements for IP Flow Information Export (IPFIX)'
[ RFC3917]. This docunment provides a mnet hodol ogy for neasuring Fl ow
nmoni toring performance so that network operators have a franework to
nmeasure the inpact on the network and network equipnent.

This docunent’s goal is to provide a series of nethodol ogy
specifications for the measurenent of Flow nonitoring performance in
a way that is conparabl e anongst various inplenentations, platforns,
and vendor devi ces.

Flow nonitoring is, in nost cases, run on network devices that also
forward packets. Therefore, this docunent also provides the

nmet hodol ogy for [RFC2544] neasurenents in the presence of Fl ow
monitoring. It is applicable to IPv6 and MPLS traffic with their
specifics defined in [RFC5180] and [ RFC5695], respectively.

Thi s docunent specifies a methodol ogy to neasure the nmaxi rum | P Fl ow
Export Rate that a network device can sustain w thout inpacting the

Forwardi ng Pl ane, w thout losing any IP flow information and w thout
conmprom sing | P flow accuracy (see Section 7 for details).

[ RFC2544], [RFC5180], and [ RFC5695] specify benchnmarki ng of network
devices forwarding | Pv4, |1Pv6, and MPLS [ RFC3031] traffic,
respectively. The nethodol ogy specified in this docunment stays the
sanme for any traffic type. The only restriction nmay be the DUT' s

| ack of support for Flow nonitoring of a particular traffic type.

A variety of different DUT architectures exist that are capabl e of
Fl ow nonitoring and export. As such, this docunent does not attenpt
to list the various white-box variables (e.g., CPU load, nenory
utilization, hardware resources utilization, etc.) that could be
gathered as they always help in conparison evaluations. A nore
conmpl ete understandi ng of the stress points of a particul ar device
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2.

2.

1

can be attained using this internal information, and the tester MAY
choose to gather this information during the neasurenent iterations.

Ter m nol ogy

The ternminology used in this docunent is based on that defined in

[ RFC5470], [RFC2285], and [RFCl1242], as summarized in Section 2.1.
The only new terns needed for this nethodol ogy are defined in Section
2. 2.

Additionally, the key words "MJST", "MJST NOT", "REQU RED', "SHALL",
"SHALL NOr*, "SHOULD', "SHOULD NOTI", "RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in
RFC 2119 [ RFC2119].

Exi sting Term nol ogy

Devi ce Under Test (DUT) [ RFC2285, Section 3.1.1]

FI ow [ RFC5101, Section 2]
Fl ow Key [ RFC5101, Section 2]
Fl ow Record [ RFC5101, Section 2]
Tenpl at e Record [ RFC5101, Section 2]
bservati on Poi nt [ RFC5470, Section 2]
Met ering Process [ RFC5470, Section 2]
Exporting Process [ RFC5470, Section 2]
Exporter [ RFC5470, Section 2]
Col | ector [ RFC5470, Section 2]
Control Information [ RFC5470, Section 2]
Data Stream [ RFC5470, Section 2]
Fl ow Expiration [ RFC5470, Section 5.1.1]
FI ow Export [ RFC5470, Section 5.1.2]
Thr oughput [ RFC1242, Section 3.17]
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2.2. New Term nol ogy
2.2.1. Cache
Definition:
Menory area hel d and dedicated by the DUT to store Fl ow
information prior to the Fl ow Expiration

2.2.2. Cache Size

Definition:
The size of the Cache in terns of how many entries the Cache can
hol d.

Di scussi on
This termis typically represented as a configurable option in the
particular Flow nmonitoring inplenentation. 1ts highest value wll
depend on the nenory available in the network device.

Measurenment units:
Nunber of Cache entries

2.2.3. Active Tinmeout

Definition:
For long-running Flows, the tinme interval after which the Metering
Process expires a Cache entry to ensure Flow data is regularly
updat ed.

Di scussi on
This termis typically presented as a configurable option in the
particular Flow nonitoring inplenmentation. See Section 5.1.1 of
[ RFC5470] for a nore detail ed discussion

Fl ows are considered | ong running when they |ast |onger than
several multiples of the Active Tineout. |If the Active Tineout is
zero, then Flows are considered long running if they contain nany
nore packets (tens of packets) than usually observed in a single
transacti on.

Measur enent units:
Seconds
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2.2.4. Idle Tinmeout

Definition:
The tine interval used by the Metering Process to expire an entry
fromthe Cache when no nore packets belonging to that specific
Cache entry have been observed during the interval

Di scussi on
Idle Timeout is typically represented as a configurable option in
the particular Flow nonitoring inplenmentation. See Section 5.1.1
of [RFC5470] for nore detail ed discussion. Note that sone
docunents in the industry refer to "ldle Tineout" as "inactive
timeout".

Measurenment units:
Seconds

2.2.5. Flow Export Rate
Definition:

The nunber of Cache entries that expire fromthe Cache (as defined
by the Flow Expiration ternm) and are exported to the Collector

within a nmeasurenent tine interval. There SHOULD NOT be any
export filtering, so that all the expired Cache entries are
exported. |If there is export filtering and it can't be disabl ed,

this MJST be indicated in the neasurenent report.

The measured Fl ow Export Rate MJST include both the Data Stream
and the Control Information, as defined in Section 2 of [RFC5470].

Di scussi on
The Flow Export Rate is neasured using Flow Export data observed
at the Collector by counting the exported Fl ow Records during the
nmeasurenent tinme interval (see Section 5.4). The val ue obtai ned
is an average of the instantaneous export rates observed during
the nmeasurenent tinme interval. The snallest possibl e neasurenent
interval (if attenpting to neasure a nearly instantaneous export
rate rather than average export rate on the DUT) is limted by the
export capabilities of the particular Flow nonitoring
i mpl enent ati on (when physical -1 ayer issues between the DUT and the
Col | ector are excl uded).

Measurenment units:
Nunmber of Fl ow Records per second
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3. Flow Mnitoring Performance Benchnark
3.1. Definition
Fl ow Monitoring Throughput

Definition:
The maxi mum Fl ow Export Rate the DUT can sustain without |osing a
single Cache entry. Additionally, for packet forwardi ng devices,
t he maxi num Fl ow Export Rate the DUT can sustain w thout dropping
packets in the Forwardi ng Plane (see Figure 1).

Measurenment units:
Nunmber of Fl ow Records per second

Di scussi on
The | osses of Cache entries, or forwarded packets per this
definition are assuned to happen due to the | ack of DUT resources
to process any additional traffic information or |ack of resources
to process Fl ow Export data. The physical-layer issues, like
i nsufficient bandwidth fromthe DUT to the Collector or |ack of
Col | ector resources, MJST be excluded as detailed in Section 4.

3.2. Device Applicability

The Fl ow nonitoring performance nmetric is applicable to network
devices that deploy the architecture described in [RFC5470]. These
devi ces can be network packet forwardi ng devices or appliances that
anal yze traffic but do not forward traffic (e.g., probes, sniffers,
replicators).

Thi s docunent does not intend to neasure Collector performance, it
only requires sufficient Collector resources (as specified in Section
4.4) in order to nmeasure the DUT characteristics.

3.3. Measurenent Concept

Figure 1 presents the functional block diagramof the DUT. The
traffic in the figure represents test traffic sent to the DUT and
forwarded by the DUT, if possible. When testing devices that do not
act as network packet forwardi ng devices (such as probes, sniffers,
and replicators), the Forwarding Plane is sinply an Qbservation Point
as defined in Section 2 of [RFC5470]. The Throughput of such devices
will always be zero, and the only applicable performance netric is
the Fl ow Monitoring Throughput. Netflow is specified by [ RFC3954].
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Figure 1. The Functional Block D agram of the DUT

Fl ow nonitoring is represented in Figure 1 by the Mnitoring Pl ane;

it is enabled as specified in Section 4.3. It uses the traffic

i nformati on provided by the Forwardi ng Pl ane and configured Fl ow Keys
to create Cache entries representing the traffic forwarded (or
observed) by the DUT in the DUT Cache. The Cache entries are expired
fromthe Cache depending on the Cache configuration (e.g., the Active
and Idle Tinmeouts, the Cache Size), nunber of Cache entries, and the
traffic pattern. The Cache entries are used by the Exporting Process
to format the Fl ow Records, which are then exported fromthe DUT to
the Collector (see Figure 2 in Section 4).

The Forwardi ng Pl ane and Monitoring Plane represent two separate
functional bl ocks, each with its own performance capability. The
Forwar di ng Pl ane handl es user data packets and is fully characterized
by the netrics defined by [ RFC1242].

The Monitoring Plane handl es Flows that reflect the anal yzed traffic.
The metric for Monitoring Plane performance is the Flow Export Rate
and the benchmark is the Flow Mnitoring Throughput.

3.4. The Measurenent Procedure Overview

The measurenent procedure is fully specified in Sections 4, 5, and 6.
This section provides an overview of principles for the nmeasurenents.
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The basi ¢ neasurenment procedure of the perfornance characteristics of
a DUT with Flow nonitoring enabled is a conventional Throughput
nmeasur enent using a search algorithmto deternine the naxi mnum packet
rate at which none of the offered packets and correspondi ng Fl ow
Records are dropped by the DUT as described in [ RFC1242] and Secti on
26.1 of [RFC2544].

The DUT with Flow nonitoring enabled contains two functional blocks
that need to be neasured using characteristics applicable to one or
both bl ocks (see Figure 1). See Sections 3.4.1 and 3.4.2 for further
di scussi on.

On one hand, the Mnitoring Plane and Forwardi ng Pl ane (see Figure 1)
need to be | ooked at as two i ndependent bl ocks, and the performance
of each neasured independently. On the other hand, when neasuring
the performance of one, the status and performance of the other MJST
be known and benchmarked when both are present.

3.4.1. Monitoring Plane Perfornmance Measurenent

The Fl ow Monitoring Throughput MJUST be (and can only be) neasured
wi th one packet per Flow as specified in Section 5. This traffic
type represents the nost demanding traffic fromthe Flow nonitoring
point of view and will exercise the Mnitoring Plane (see Figure 1)
of the DUT nost. |In this scenario, every packet seen by the DUT
creates a new Cache entry and forces the DUT to fill the Cache

i nstead of just updating the packet and byte counters of an already
exi sting Cache entry.

The exit criteria for the Flow Monitoring Throughput neasurenent are
one of the following (e.g., if any of the conditions are reached):

a. The Flow Export Rate at which the DUT starts to | ose Fl ow
Information or the Flow Information gets corrupted.

b. The Fl ow Export Rate at which the Forwarding Plane starts to drop
or corrupt packets (if the Forwarding Plane is present).

A corrupted packet here nmeans packet header corruption (resulting in
the cyclic redundancy check failure on the transnission |evel and
consequent packet drop) or packet payload corruption, which leads to
| ost application-level data.

3.4.2. Forwardi ng Plane Performance Measurenent
The Forwarding Pl ane (see Figure 1) performance netrics are fully

specified by [RFC1242] and MJUST be neasured accordingly. A detailed
traffic analysis (see below) with relation to Flow nonitoring MIST be
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perfornmed prior of any [ RFC2544] neasurenents. Mbst inportantly, the
Fl ow Export Rate caused by the test traffic during an [ RFC2544]
nmeasur enent MUST be known and reported.

The required test traffic analysis mainly involves the follow ng

a. Wi ch packet header paraneters are increnented or changed during
traffic generation.

b. Wiich Flow Keys the Flow nonitoring configuration uses to generate
FI ow Records

The performance netrics described in RFC 1242 can be neasured in one
of the three nodes:

a. As a baseline of forwarding performance w thout Fl ow nonitoring.

b. At a certain level of Flow nonitoring activity specified by a Fl ow
Export Rate | ower than the Flow Monitoring Throughput.

c. At the maxi num | evel of Flow nonitoring performance, e.g., using
traffic conditions representing a neasurenent of Flow Monitoring
Thr oughput .

The above nentioned neasurenent node in point a. represents an
ordi nary Throughput measurenent specified in RFC 2544. The details
of how to set up the nmeasurenents in points b. and c. are given in
Section 6.

4. Measurenent Setup

This section concentrates on the setup of all conponents necessary to
perform Fl ow noni toring performance nmeasurenent. The recomended
reporting format can be found in Appendix A

4.1. Measurenent Topol ogy

The measurement topol ogy described in this section is applicable only
to the nmeasurenents with packet forwarding network devices. The
possi bl e architectures and inplenentation of the traffic nonitoring
appl i ances (see Section 3.2) are too various to be covered in this
docunent. Instead of the Forwarding Plane, these appliances
general ly have sone kind of feed (e.g., an optical splitter, an
interface sniffing traffic on a shared nedia, or an internal channe
on the DUT providing a copy of the traffic) providing the information
about the traffic necessary for Flow nonitoring analysis. The

measur enent topol ogy then needs to be adjusted to the appliance
architecture and MUST be part of the nmeasurenent report.
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The measurenent setup is identical to that used by [ RFC2544], with
the addition of a Collector to analyze the Fl ow Export (see Figure
2).

In the measurenment topology with unidirectional traffic, the traffic
is transmtted fromthe sender to the receiver through the DUT. The
received traffic is analyzed to check that it is identical to the
generated traffic.

The ideal way to inplenent the nmeasurenent is by using a single
device to provide the sender and receiver capabilities with one
sendi ng port and one receiving port. This allows for an easy check
as to whether all the traffic sent by the sender was re-transnitted
by the DUT and received at the receiver

Col | ect or

Fl ow Record
anal ysi s

N
| Flow Export
|
|

Export Interface

Fomm e o - + Fom e e e e e o oo + S +
| | | | | traffic
| traffic| (*) | | | receiver
| sender |-------- >| DUT [--------- >| |
| | | | | traffic
| | | | | analysis
Fomm e o - + Fom e e e e e o oo + S +

Figure 2. Measurenent Topology with Unidirectional Traffic

The DUT's export interface (connecting the Collector) MJST NOT be
used for forwarding test traffic but only for the Fl ow Export data

containing the Flow Records. In all nmeasurenments, the export
i nterface MUST have enough bandwidth to transmt Flow Export data
wi t hout congestion. In other words, the export interface MJUST NOT be

a bottl eneck during the neasurenent.
The traffic receiver MUST have sufficient resources to neasure al

test traffic transferred successfully by the DUT. This may be
checked through neasurenments with and wi thout the DUT
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Not e that nore conpl ex topol ogies m ght be required. For exanmple, if
the effects of enabling Flow nonitoring on several interfaces is of
concern, or the maxi nrum speed of nedia transmission is |less than the
DUT Thr oughput, the topol ogy can be expanded with several input and
out put ports. However, the topology MIST be clearly witten in the
neasur enent report.

4.2. Baseline DUT Setup

The baseline DUT setup and the way the setup is reported in the
measurenent results is fully specified in Section 7 of [RFC2544].

The baseline DUT configuration mght include other features, |ike
packet filters or quality of service on the input and/or output
interfaces, if there is the need to study Flow nonitoring in the
presence of those features. The Fl ow nonitoring neasurenent
procedures do not change in this case. Consideration needs to be
made when eval uati ng neasurenent results to take into account the
possi bl e change of packet rates offered to the DUT and Fl ow

nmoni toring after application of the features to the configuration
Any such feature configuration MJST be part of the measurenent
report.

The DUT export interface (see Figure 2) SHOULD be configured with
sufficient output buffers to avoid dropping the Fl ow Export data due
to a sinple lack of resources in the interface hardware. The applied
configuration MIST be part of the measurenent report.

The test designer has the freedomto run tests in nultiple
configurations. It is therefore possible to run both non-production
and real deploynment configurations in the |laboratory, according to
the needs of the tester. Al configurations MIST be part of the
neasur enent report.

4.3. Flow Mnitoring Configuration

This section covers all of the aspects of the Flow nonitoring
configuration necessary on the DUT in order to performthe Flow

noni toring performance neasurenment. The necessary configuration has
a nunber of conponents (see [RFC5470]), nanely Observation Points,
Met ering Process, and Exporting Process as detail ed bel ow

The DUT MUST support the Flow nonitoring architecture as specified by
[ RFC5470]. The DUT SHOULD support |PFI X [ RFC5101] to allow a

meani ngful results conpari son due to the standardi zed export

pr ot ocol
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The DUT configuration, any existing Cache, and Cache entries MJST be
erased before the application of any new configuration for the
currently executed neasurenent.

4.3.1. (Observation Points

The Qbservation Points specify the interfaces and direction in which
the Flow nonitoring traffic analysis is to be perforned.

The (*) in Figure 2 designates the Observation Points in the default
configuration. Oher DUT Qhservation Points mght be configured
dependi ng on the specific neasurenent needs as foll ows:

a. ingress port/ports only
b. egress port/ports only
c. both ingress and egress

This test topology corresponds to unidirectional traffic only with
traffic anal ysis perforned on the input and/or output interface.
Testing with bidirectional traffic is discussed in Appendix B

Ceneral ly, the placenent of Observation Points depends upon the
position of the DUT in the depl oyed network and the purpose of Flow
noni toring. See [RFC3917] for detailed discussion. The neasurenent
procedures are otherwi se the sane for all these possible
configurations.

In the case of both ingress and egress Fl ow nonitoring being enabl ed
on one DUT, the resulting anal ysis should consider that each Fl ow
will be represented in the DUT Cache by two Fl ow Records (one for
each direction). Therefore, the Flow Export will also contain those
two Fl ow Records

If nore than one Cbservation Point for one direction is defined on
the DUT, the traffic passing through each of the Cbservation Points
MUST be configured in such a way that it creates Flows and Fl ow
Records that do not overlap. Each packet (or set of packets if
measuring nore than one packet per Flow - see Section 6.3.1) sent to
the DUT on different ports still creates one uni que Fl ow Record

The specific Cbservation Points and associ ated nonitoring direction
MUST be included as part of the nmeasurenent report.

4.3.2. Metering Process

The Metering Process MIST be enabled in order to create the Cache in
the DUT and configure the Cache rel ated paraneters.
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The Cache Size available to the DUT MUST be known and taken into
account when designing the neasurenent as specified in Section 5.
Typically, the Cache Size will be present in the "show' conmmands of
the Flow nonitoring process, in either the actual configuration or

t he product docunentation fromthe DUT vendor. The Cache Size MJST
have a fixed value for the entire duration of the nmeasurenent. This
met hod is not applicable to benchmarki ng any Fl ow nonitoring
applications that dynam cally change their Cache Size

The configuration of the Metering Process MIST be included as part of
t he nmeasurenent report. For exanple, when a Fl ow nonitoring

i mpl enentation uses tinmeouts to expire entries fromthe Cache, the
Cache’s Idle and Active Tineouts MJST be known and taken into account

when designing the nmeasurenent as specified in Section 5. |f the
Fl ow nonitoring inplementation allows only timeouts equal to zero
(e.g., imediate timeout or non-existent Cache), then the measurenent

conditions in Section 5 are fulfilled inherently w thout any
additional configuration. The DUT sinply exports information about
every packet imrediately, subject to the Flow Export Rate definition
in Section 2.2.5.

If the Flow nonitoring inplenmentation allows configuration of
multiple Metering Processes on a single DUT, the exact configuration
of each process MJUST be included in the neasurenent report. Only
measurenents with the sanme nunber of Metering Processes can be

conpar ed.

The Cache Size and the Idle and Active Tinmeouts MJST be included in
t he measurenent report.

4.3.3. Exporting Process

The Exporting Process MJST be configured in order to export the Flow
Record data to the Collector.

The Exporting Process MJST be configured in such a way that all Fl ow
Records fromall configured Cbservation Points are exported towards
the Collector, after the expiration policy, which is conposed of the
Idle and Active Tineouts and Cache Size.

The Exporting Process SHOULD be configured with |IPFI X [ RFC5101] as
the protocol used to format the Fl ow Export data. |If the Flow

nmoni toring inplenmentati on does not support |PFIX, proprietary
protocol s MAY be used. Only neasurenents with the sanme export

prot ocol SHOULD be conpared since the protocols may differ in their
export efficiency. The export efficiency mght also be influenced by
the Tenpl ate Record used and the ordering of the individual export
fields within the tenpl ate.
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The Tenpl ate Records used by the tested inpl enentati ons SHOULD be
anal yzed and docunmented as part of the measurenent report. Ideally,
only tests with same Tenpl ate Records shoul d be conpared

Various Flow nmonitoring inplenentations m ght use different default
val ues regardi ng the export of Control Infornmation [ RFC5470];
therefore, the Fl ow Export corresponding to Control Information
SHOULD be anal yzed and reported as a separate item on the neasurenent
report. The export of Control Information SHOULD al ways be
configured consistently across all testing and configured to the

m ni mal possible value. Ideally, just one set of Control Information
shoul d be exported during each nmeasurenent. Note that Contro

I nformation includes options and Tenpl ate Records [ RFC5470].

Section 10 of [RFC5101] and Section 8.1 of [RFC5470] discuss the
possibility of deploying various transport-|ayer protocols to deliver
Fl ow Export data fromthe DUT to the Collector. The selected
protocol MJST be included in the neasurenent report. Only benchmarks
with the sane transport-|ayer protocol SHOULD be conpared. |If the

Fl ow nonitoring inplenentation allows the use of nultiple transport-

| ayer protocols, each of the protocols SHOULD be neasured in a
separate neasurenent run and the results reported i ndependently in
the neasurenent report.

If areliable transport protocol is used for the transm ssion of the
Fl ow Export data fromthe DUT, the configuration of the Transport
session MJST allow for non-bl ocking data transm ssion. An exanple of
paraneters to | ook at would be the TCP w ndow size and maxi num
segnent size (MsS). The nost substantial transport-layer paraneters
shoul d be included in the neasurenent report.

4.3.4. Flow Records

A Fl ow Record contains information about a specific Fl ow observed at
an Cbservation Point. A Flow Record contains neasured properties of
the Flow (e.g., the total nunber of bytes for all the Flow packets)

and usual ly characteristic properties of the Flow (e.g., source IP

address).

The Flow Record definition is inplenentation specific. A Flow

moni toring inplementation mght allow for only a fixed Fl ow Record
definition, based on the nbst comon |P paraneters in the |Pv4 or

| Pv6 headers -- for exanple, source and destination |P addresses, |IP
protocol nunbers, or transport-Ilevel port nunbers. Another

i mpl enentation mght allow the user to define their own arbitrary

Fl ow Record to nmonitor the traffic. The only requirenment for the
measurenents defined in this docunent is the need for a |arge
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nunber of Cache entries in the Cache. The Flow Keys needed to
achieve that will typically be source and destination |IP addresses
and transport-level port nunbers.

The recomended full [Pv4, 1Pv6, or MPLS Fl ow Record i s shown bel ow
The | P address indicates either |IPv4 or |Pv6, depending on the
traffic type being tested. The Flow Record configuration is Flow
nonitoring inplenentation-specific; therefore, the exanples bel ow
cannot provi de an exact specification of individual entries in each
Fl ow Record. The best set of key fields to use is left to the test
designer using the capabilities of the specific Flow nonitoring

i mpl enent ati on.

FI ow Keys:
Source | P address
Destination | P address
MPLS | abel (for MPLS traffic type only)
Transport-Ilayer source port
Transport-layer destination port
| P protocol nunber (IPv6 next header)
I P type of service (IPv6 traffic class)

O her fields:
Packet counter
Byte counter

Tabl e 1: Reconmended Configuration

If the Flow nonitoring allows for user-defined Fl ow Records, the
m ni mal Fl ow Record configurations allow ng | arge nunbers of Cache
entries are, for exanple:

FI ow Keys:
Source | P address
Destination | P address

O her fields:
Packet counter
or:
Fl ow Keys:

Transport-|ayer source port
Transport-layer destination port

O her fields:
Packet counter

Tabl e 2: User-Defined Configuration
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The Fl ow Record configuration MJST be clearly noted in the
nmeasurenent report. The Flow Monitoring Throughput neasurenents on
different DUTs, or different Flow nonitoring inplenentations, MJST be
only conpared for exactly the same Fl ow Record configuration

4.3.5. Flow Monitoring with Miultiple Configurations

The Flow nonitoring architecture as specified in [RFC5470] allows for
nore conplicated configurations with nultiple Metering and Exporting
Processes on a single DUT. Depending on the particular Fl ow

moni toring inplementation, it mght affect the measured DUT
performance. Therefore, the neasurenent report should contain

i nformati on about how many Metering and Exporting Processes were
configured on the DUT for the sel ected Qhservation Points.

The exanpl es of such possible configurations are:

a. Several Observation Points with a single Metering Process and a
singl e Exporting Process.

b. Several hservation Points, each with one Metering Process but all
using just one instance of Exporting Process.

c. Several Cbservation Points with per-Qbservation-Point Metering
Process and Exporting Process.

4.3.6. MPLS Measurenent Specifics

The Fl ow Record configuration for neasurenents with MPLS encapsul at ed
traffic SHOULD contain the MPLS | abel. For this docunent’s purposes,
"MPLS Label" is the entire 4 byte MPLS header. Typically, the |abe
of the interest will be at the top of the label stack, but this
depends on the details of the MPLS test setup

The tester SHOULD ensure that the data received by the Collector
contains the expected MPLS | abel s.

The MPLS forwardi ng performance docunent [RFC5695] specifies a nunber
of possible MPLS | abel operations to test. The Cbservation Points
MUST be placed on all the DUT test interfaces where the particul ar
MPLS | abel operation takes place. The performance neasurenents
SHOULD be performed with only one MPLS | abel operation at the tine.

The DUT MUST be configured in such a way that all the traffic is
subject to the measured MPLS | abel operation
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4.4, Collector

The Collector is needed in order to capture the Fl ow Export data,
whi ch allows the Fl ow Monitoring Throughput to be neasured.

The Col |l ector can be used exclusively as a capture device, providing
just hexadeci mal format of the Flow Export data. |n such a case, it
does not need to have any additional Flow Export decoding
capabilities and all the decoding is done offline.

However, if the Collector is also used to decode the Fl ow Export

data, it SHOULD support |PFI X [ RFC5101] for neaningful results
analysis. |If proprietary Flow Export is deployed, the Collector MJST
support it; otherwi se, the Fl ow Export data analysis is not possible.

The Col |l ector MJST be capabl e of capturing the export packets sent
fromthe DUT at the full rate without |osing any of them Wen using
reliable transport protocols (see also Section 4.3.3) to transnit

Fl ow Export data, the Collector MJUST have sufficient resources to
guar ant ee non- bl ocki ng data transm ssion on the transport-Iayer

sessi on.

During the analysis, the Flow Export data needs to be decoded and the
recei ved Fl ow Records counted

The capture buffer MJIST be cleared at the beginning of each
nmeasur enent .

4.5. Sanpling

Packet sanpling and flow sanmpling is out of the scope of this
docunent. This docunent applies to situations w thout packet, flow,
or export sanpling.

4., 6. Frame Fornmats

Flow nonitoring itself is not dependent in any way on the nedia used
on the input and output ports. Any media can be used as supported by
the DUT and the test equipnent. This applies both to data forwarding
interfaces and to the export interface (see Figure 2).

At the time of this witing, the nbost conmon transmi ssion nedia and
corresponding frane formats (e.g., Ethernet, Packet over SONET) for
| Pv4, 1Pv6, and MPLS traffic are specified wthin [ RFC2544],

[ RFC5180], and [ RFC5695].

The presented frame formats MJST be recorded in the nmeasurenent
report.
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4.7. Frane Sizes

Franme sizes of the traffic to be analyzed by the DUT are specified in
Section 9 of [RFC2544] for Ethernet type interfaces (64, 128, 256,
1024, 1280, 1518 bytes) and in Section 5 of [RFC5180] for Packet over
SONET interfaces (47, 64, 128, 256, 1024, 1280, 1518, 2048, 4096

byt es).

When neasuring with large frane sizes, care needs to be taken to
avoi d any packet fragnmentation on the DUT interfaces that could
negatively affect nmeasured perfornance val ues.

The presented frame sizes MJST be recorded in the neasurenent report.
4.8. Flow Export Data Packet Sizes

The Flow nonitoring performance will be affected by the packet size
that the particular inplenentation uses to transmt Flow Export data
to the Collector. The used packet size MJST be part of the

measur enent report and only neasurenents with sanme packet sizes
SHOULD be conpared

The DUT export interface (see Figure 2) maxi mnumtransm ssion unit
(MTU) SHOULD be configured to the | argest avail able value for the
medi a. The Fl ow Export MIU MUST be recorded in the neasurenent
report.

4.9. Illustrative Test Setup Exanples

The exanpl es bel ow represent a hypothetical test setup to clarify the
use of Flow nonitoring paraneters and configuration, together wth
traffic parameters to test Flow nonitoring. The actual benchnarking
specifications are in Sections 5 and 6.

4.9.1. Exanple 1 - ldle Tineout Flow Expiration

The traffic generator sends 1000 packets per second in 10000 defi ned
streans, each streamidentified by a unique destination |IP address.
Therefore, each stream has a packet rate of 0.1 packets per second

The packets are sent in a round-robin fashion (stream1 to 10000)
while increnmenting the destination | P address for each sent packet.
After a packet for stream 10000 is sent, the next packet destination
| P address corresponds to stream 1’ s address agai n.

The configured Cache Size is 20000 Fl ow Records. The confi gured
Active Tinmeout is 100 seconds, and the Idle Tineout is 5 seconds.
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Fl ow nonitoring on the DUT uses the destination |IP address as the
FI ow Key.

A packet with the destination |IP address equal to Ais sent every 10
seconds, so the Cache entry is refreshed in the Cache every 10
seconds. However, the Idle Tineout is 5 seconds, so the Cache
entries will expire fromthe Cache due to the Idle Tineout, and when
a new packet is sent with the same IP address A it will create a new
entry in the Cache. This behavi or depends upon the design and
efficiency of the Cache ager, and incidences of nulti-packet flows
observed during this test should be noted.

The measured Fl ow Export Rate in this case will be 1000 Fl ow Records
per second since every single sent packet will always create a new
Cache entry and 1000 packets per second are sent.

The expected nunber of Cache entries in the Cache during the whole
measurenent is around 5000. It corresponds to the Idle Tineout being
5 seconds; during those five seconds, 5000 entries are created. This
expectation night change in real neasurenent setups with |arge Cache
Si zes and a high packet rate where the DUT's actual export rate might
be limted and | ower than the Flow Expiration activity caused by the
traffic offered to the DUT. This behavior is entirely

i mpl enent ati on-specific.

4.9.2. Exanple 2 - Active Tineout Flow Expiration

The traffic generator sends 1000 packets per second in 100 defi ned
streanms, each streamidentified by a unique destination |IP address.
Each stream has a packet rate of 10 packets per second. The packets
are sent in a round-robin fashion (stream1 to 100) while
incrementing the destination |P address for each sent packet. After
a packet for stream 100 is sent, the next packet destination IP
address corresponds to stream 1's address again.

The configured Cache Size is 1000 Fl ow Records. The configured
Active Tineout is 100 seconds. The Idle Tinmeout is 10 seconds.

Fl ow nonitoring on the DUT uses the destination | P address as the
Fl ow Key.

After the first 100 packets are sent, 100 Cache entries will have
been created in the Flow nonitoring Cache. The subsequent packets
will be counted against the already created Cache entries since the
destination |IP address (Flow Key) has already been seen by the DUT
(provided the Cache entries did not expire yet as described bel ow).
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A packet with the destination |IP address equal to Ais sent every 0.1
second, so the Cache entry is refreshed in the Cache every 0.1
second, while the Idle Timeout is 10 seconds. In this case, the
Cache entries will not expire until the Active Tinmeout expires, e.g.
they will expire every 100 seconds and then the Cache entries will be
creat ed again.

If the test neasurement time is 50 seconds fromthe start of the
traffic generator, then the measured Fl ow Export Rate is O since
during this period nothing expired fromthe Cache.

If the test neasurenent tine is 100 seconds fromthe start of the
traffic generator, then the neasured Fl ow Export Rate is 1 Flow
Record per second

If the test nmeasurenent tine is 290 seconds fromthe start of the
traffic generator, then the nmeasured Fl ow Export Rate is 2/3 of a
Fl ow Record per second since the Cache expired the sanme nunber of
Fl ows twice (100) during the 290-seconds peri od.

5. Flow Mnitoring Throughput Measurenent Methodol ogy
hj ecti ve:

To neasure the Flow nonitoring perfornmance in a nmanner that is
conpar abl e between different Flow nonitoring inplenentations.

Metric definition
Fl ow Monitoring Throughput - see Section 3.
Di scussi on

Different Flow nmonitoring inplenentations might choose to handl e
Fl ow Export froma partially enpty Cache differently than in the
case of the Cache being fully occupied. Simlarly, software- and
har dwar e- based DUTs can handl e the sanme situation as stated above
differently. The purpose of the benchmark neasurenent in this
section is to define one nmeasurenent procedure covering all the
possi bl e behavi ors.

The only criteria is to neasure as defined here until Flow Record
or packet | osses are seen. The decision whether to dive deeper
into the conditions under which the packet |osses happen is left
to the tester.

Novak I nf or mat i onal [ Page 22]



RFC 6645 Fl ow Monitoring Benchmarki ng July 2012

5.1. Flow Mitoring Configuration

Cache Size
Cache Size configuration is dictated by the expected position of
the DUT in the network and by the chosen Fl ow Keys of the Fl ow
Record. The nunber of unique sets of Flow Keys that the traffic
generator (sender) provides should be nultiple tinmes |arger than
the Cache Size. This ensures that the existing Cache entries are
never updated by a packet fromthe sender before the particul ar
Fl ow Expiration and Fl ow Export. This condition is sinple to
fulfill with linearly increnented Fl ow Keys (for exanple, IP
addresses or transport-layer ports) where the range of val ues nust
be larger than the Cache Size. Wen randonized traffic generation
is in use, the generator nust ensure that the same Fl ow Keys are
not repeated within a range of randomy generated val ues.

The Cache Size MIUST be known in order to define the measurenent
circunstances properly. Typically, the Cache Size will be found
usi ng the "show' commands of the Flow nonitoring inplenentation in
the actual configuration or in the product docunentation fromthe
vendor .

Id

e Ti neout

Idle Timeout is set (if configurable) to the m ni num possible
value on the DUT. This ensures that the Cache entries are expired
as soon as possible and exported out of the DUT Cache. It MJST be
known in order to define the measurenent circunstances conpletely
and equal |y across inpl enentations.

Active Ti neout
Active Timeout is set (if configurable) to a value equal to or
hi gher than the Idle Tineout. It MJST be known in order to define
t he measurenent circunstances conpletely and equally across
i mpl enent ati ons.

Fl ow Keys Definition
The test needs |arge nunbers of unique Cache entries to be created
by incrementing val ues of one or several Flow Keys. The nunber of
uni que conbi nati ons of Fl ow Keys val ues SHOULD be several tines
| arger than the DUT Cache Size. This nakes sure that any inconing
packet will never refresh any already existing Cache entry.

The availability of Cache Size, Idle Tineout, and Active Tineout as
configuration paraneters is inplenentation-specific. |If the Flow
nmoni toring inplementati on does not support these paraneters, the test
possibilities, as specified by this docunment, are restricted. Some

Novak I nf or mat i onal [ Page 23]



RFC 6645 Fl ow Monitoring Benchmarki ng July 2012

testing mght be viable if the inplenentation follows the guidance
provided in the [IPFI X-CONFI G docunent and is considered on a case-

by-

5.2

case basi s.

Traffic Configuration

Traffic Generation

The traffic generator needs to increment the Fl ow Keys values with
each sent packet. This way, each packet represents one Cache
entry in the DUT Cache.

A particular Flow nonitoring inplenentation m ght choose to depl oy
a hashing nmechanismto match inconing data packets to a certain
Flow. In such a case, the conbination of howthe traffic is
constructed and the hashing night influence the DUT Fl ow

nmoni toring performance. For exanple, if |IP addresses are used as
Fl ow Keys, this neans there could be a performance difference for
linearly incremented addresses (in ascending or descendi ng order)
as opposed to | P addresses randoni zed in a certain range. |If
randoni zed | P address sequences are used, then the traffic
generator needs to be able to reproduce the randomi zation (e.g.
the sane set of I P addresses sent in the same order in different
test runs) in order to conpare various DUTs and Fl ow nonitoring

i mpl enent ati ons.

If the test traffic rate is below the maxi nrum nedia rate for the
particul ar packet size, the traffic generator MJST send the
packets in equidistant tinme intervals. Traffic generators that do
not fulfill this condition MUST NOT and cannot be used for the

Fl ow Monitoring Throughput nmeasurenent. An exanple of this
behavior is if the test traffic rate is one half of the nmedia
rate. The traffic generator achieves this rate by sendi ng packets
each half of each second at the full media rate and sending

not hing for the second half of each second. |In such conditions,

it would be inpossible to distinguish if the DUT failed to handl e
the Flows due to the shortage of input buffers during the burst or
due to the linmits in the Flow nonitoring perfornmance

Measur enment Duration

Novak

The measurenent duration (e.g., howlong the test traffic is sent
to the DUT) MJST be at |east two-tinmes |longer than the Idle

Ti neout; otherwi se, no Fl ow Export woul d be seen. The neasurenent
durati on SHOULD guarantee that the nunber of Cache entries created
during the nmeasurenment exceeds the avail able Cache Size
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5.3. Cache Popul ation

The product of the Idle Tinmeout and the packet rate offered to the
DUT (Cache popul ation) during one neasurenment determines the tota
nunber of Cache entries in the DUT Cache during the neasurenent
(while taking into account sone nmargin for dynam c behavi or during
hi gh DUT | oads when processing the Flows).

The Fl ow nonitoring inplenentation nmght behave differently depending
on the relation of the Cache population to the avail abl e Cache Size
during the nmeasurement. This behavior is fully inplenentation-
specific and will also be influenced if the DUT architecture is

sof tware based or hardware based

The Cache population (if it is lower or higher than the avail abl e
Cache Size) during a particul ar benchmark measurenment SHOULD be
noted, and mainly only neasurenents with the same Cache popul ation
SHOULD be conpared

5.4. Measur enent Tinme |nterval

The measurenent tinme interval is the tinme value that is used to
cal cul ate the neasured Fl ow Export Rate fromthe captured Fl ow Export
data. It is obtained as specified bel ow

RFC 2544 specifies, with the precision of the packet beginning and
ending, the tine intervals to be used to nmeasure the DUT tine
characteristics. In the case of a Fl ow Mnitoring Throughput
measurenent, the start and stop tinme needs to be clearly defined, but
the granularity of this definition can be linmted to just marking the
start and stop tine with the start and stop of the traffic generator
This assunes that the traffic generator and DUT are coll ocated and
the variance in transm ssion delay fromthe generator to the DUT is
negligible as conpared to the total tinme of traffic generation

The measurenent start tine:
the tine when the traffic generator is started

The measurement stop time: the tine when the traffic generator is
st opped

The nmeasurenent tine interval is then calculated as the difference
(stop time) - (start tine) - (ldle Tinmeout).

Thi s supposes that the Cache Size is |arge enough that the tine
needed to fill it with Cache entries is longer than the Idle Tinmnmeout.
O herwi se, the tine needed to fill the Cache needs to be used to
cal cul ate the neasurenent tinme interval in place of the Idle Tineout.
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I nstead of neasuring the absolute values of the stop and start tines,
it is possible to set up the traffic generator to send traffic for a
certain predefined time interval, which is then used in the above
definition instead of the difference (stop time) - (start tine).

The Col |l ector MJST stop collecting the Flow Export data at the
measur enent stop tine.

The Idle Tineout (or the tine needed to fill the Cache) causes del ay
of the Flow Export data behind the test traffic that is analyzed by
the DUT. For example, if the traffic starts at tine point X, Flow
Export will start only at the tinme point X + Idle Tineout (or X +
time to fill the Cache). Since Flow Export capture needs to stop
with the traffic (because that’'s when the DUT stops processing the
Flows at the given rate), the tine interval during which the DUT kept
exporting data is shorter by the Idle Tineout than the time interva
when the test traffic was sent fromthe traffic generator to the DUT.

5.5. Flow Export Rate Measurenent

The Fl ow Export Rate needs to be nmeasured in two consequent steps.
The purpose of the first step (point a. below) is to gain the actua
value for the rate; the second step (point b. below needs to be done
in order to verify that no Fl ow Record are dropped during the

neasur enent :

a. Inthe first step, the captured Fl ow Export data MJST be anal yzed
only for the capturing interval (neasurenent time interval) as
specified in Section 5.4. During this period, the DUT is forced
to process Cache entries at the rate the packets are sent. \Wen
traffic generation finishes, the behavi or when enptyi ng the Cache
is conpletely inplenentation-specific; therefore, the Fl ow Export
data fromthis period cannot be used for benchnarking.

b. In the second step, all the Flow Export data fromthe DUT MJST be
captured in order to deternmne the Flow Record | osses. It needs
to be taken into account that especially when | arge Cache Sizes
(in order of magnitude of hundreds of thousands of entries and
hi gher) are in use, the Flow Export can take many mnultipl es of
Idle Timeout to enpty the Cache after the neasurement. This
behavior is conpletely inplenentation-specific.

If the Collector has the capability to redirect the Fl ow Export data
after the neasurement tinme interval into a different capture buffer
(or time stanp the received Fl ow Export data after that), this can be
done in one step. Oherw se, each Fl ow Mnitoring Throughput
measurenent at a certain packet rate needs to be executed tw ce --
once to capture the Flow Export data just for the nmeasurenment tine
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interval (to deternine the actual Flow Export Rate) and a second tine
to capture all Flow Export data in order to deternine Fl ow Record
| osses at that packet rate.

At the end of the nmeasurement tine interval, the DUT might still be
processi ng Cache entries that belong to the Flows expired fromthe
Cache before the end of the interval. These Fl ow Records m ght
appear in an export packet sent only after the end of the nmeasurenent
interval. This inprecision can be mitigated by use of |arge anounts
of Flow Records during the neasurenent (so that the few Fl ow Records
i n one export packet can be ignored) or by use of tinestanps exported
with the Fl ow Records

5.6. The Measurenent Procedure

The neasurenent procedure is the sane as the Throughput neasurenent
in Section 26.1 of [RFC2544] for the traffic sending side. The DUT
output analysis is done on the traffic generator receiving side for
the test traffic, the sane way as for RFC 2544 neasurenents.

An additional analysis is perforned using data captured by the
Col l ector. The purpose of this analysis is to establish the val ue of
the Flow Export Rate during the current neasurenent step and to
verify that no Fl ow Records were dropped during the neasurenent. The
procedure for neasuring the Fl ow Export Rate is described in Section
5. 5.

The Fl ow Export performance can be significantly affected by the way
the Flow nonitoring inplementation formats the Fl ow Records into the
Fl ow Export packets. The ordering and frequency in which Contro
Information is exported and the nunber of Flow Records in one Flow
Export packet are of interest. 1In the worst case scenario, there is
just one Flow Record in every Flow Export packet.

Fl ow Export data should be sanity checked during the benchmark
neasurenent for:

a. the number of Flow Records per packet, by sinply calculating the
rati o of exported Fl ow Records to the nunber of Fl ow Export
packets captured during the neasurenent (which should be avail able
as a counter on the Collector capture buffer).

b. the nunmber of Flow Records corresponding to the export of Contro
I nformation per Flow Export packet (calculated as the ratio of the
total number of such Flow Records in the Flow Export data and the
nunber of Fl ow Export packets).
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6.

6.

RFC 2544 Measurenents

RFC 2544 nmeasurenents can be performed under two Fl ow nonitoring
setups (see also Section 3.4.2). This section details both and
specifies ways to construct the test traffic so that RFC 2544
measur enents can be perforned in a controlled environnent fromthe
Fl ow nonitoring point of view A controlled Flow nonitoring

envi ronnent means that the tester always knows what Fl ow nmonitoring
activity (Flow Export Rate) the traffic offered to the DUT causes

This section is applicable mainly for the Throughput (RFC 2544,
Section 26.1) and latency (RFC 2544, Section 26.2 ) neasurenents. It
could also be used to neasure frane | oss rate (RFC 2544, Section
26.3) and back-to-back franmes (RFC 2544, Section 26.4). Flow Export
requires DUT resources to be generated and transmitted; therefore,
the Throughput in nost cases will be nuch | ower when Fl ow nonitoring
is enabled on the DUT than when it is not.

hj ecti ve:

Provi de RFC 2544 network device characteristics in the presence of
Fl ow nonitoring on the DUT. RFC 2544 studies numerous
characteristics of network devices. The DUT forwarding and time
characteristics without Flow nonitoring present on the DUT can
vary significantly when Flow nonitoring is depl oyed on the network
devi ce.

Metric definition
Metric as specified in [ RFC2544].

The measured Throughput MJST NOT include the packet rate
corresponding to the Fl ow Export data, because it is not user traffic
forwarded by the DUT. It is generated by the DUT as a result of
enabling Fl ow nonitoring and does not contribute to the test traffic
that the DUT can handle. Flow Export requires DUT resources to be
generated and transnitted; therefore, the Throughput in nost cases
will be nuch | ower when Flow nonitoring is enabled on the DUT than
when it is not.

1. Fl ow Mnitoring Configuration

Fl ow nonitoring configuration (as detailed in Section 4.3) needs to
be applied the sane way as discussed in Section 5 with the exception
of the Active Timeout configuration

The Active Tinmeout SHOULD be configured to exceed several tinmes the
measurenent time interval (see Section 5.4). This ensures that if
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measurenents with two traffic conponents are perforned (see Section
6.3.2), there is no Flow nonitoring activity related to the second
traffic conponent.

The Fl ow nonitoring configuration does not change in any other way
for the neasurenent perforned in this section. Wat changes and
makes the difference is the traffic configurations as specified in
the sections bel ow

6.2. Measurenents with the Flow Mnitoring Throughput Setup

To perform a neasurenent with Flow Mnitoring Throughput setup, the
maj or requirenent is that the traffic and Fl ow nonitoring be
configured in such a way that each sent packet creates one entry in
the DUT Cache. This restricts the possible setups only to the
nmeasurenent with two traffic conponents as specified in Section

6. 3. 2.

6.3. Measurenents with a Fixed Fl ow Export Rate

Thi s section covers the nmeasurenments where the RFC 2544 netrics need
to be neasured with Fl ow nmonitoring enabled, but at a certain Fl ow
Export Rate that is |lower than the Fl ow Monitoring Throughput.

The tester here has both options as specified in Sections 6.3.1 and
6. 3. 2.

6.3.1. Measurenents with a Single Traffic Conmponent

Section 12 of [RFC2544] discusses the use of protocol source and
destination addresses for defined neasurenents. To performall the
RFC 2544 type nmeasurenents with Fl ow nonitoring enabl ed, the defined
FI ow Keys SHOULD contain an | P source and destination address. The
RFC 2544 type measurenents with Flow nonitoring enabled then can be
execut ed under these additional conditions:

a. the test traffic is not limted to a single, unique pair of source
and destination addresses.

b. the traffic generator defines test traffic as follows: it allows
for a paraneter to send N (where N is an integer nunber starting
at 1 and is increnented in small steps) packets with source IP
address A and destination | P address B before changing both IP
addresses to the next val ue.

This test traffic definition allows execution of the Fl ow nonitoring

measurenents with a fixed Flow Export Rate while neasuring the DUT
RFC 2544 characteristics. This setup is the better option since it
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best sinulates the |live network traffic scenario with Fl ows
contai ning nore than just one packet.

The initial packet rate at N equal to 1 defines the Fl ow Export Rate
for the whol e neasurenent procedure. Subsequent increases of N wll
not change the Fl ow Export Rate as the tine and Cache characteristics
of the test traffic stay the same. This setup is suitable for
nmeasurenents with Fl ow Export Rates bel ow the Fl ow Mnitoring

Thr oughput .

6.3.2 Measurenents with Two Traffic Conponents

The test traffic setup described in Section 6.3.1 night be difficult
to achieve with commercial traffic generators or if the granularity
of the traffic rates as defined by the initial packet rate at N equa
to 1 are unsuitable for the required neasurement. An alternative
mechanismis to define two traffic conponents in the test traffic:
one to popul ate Flow nonitoring Cache and the second to execute the
RFC 2544 measurenents.

a. Flow nonitoring test traffic conponent -- the exact traffic
definition as specified in Section 5. 2.

b. RFC 2544 Test Traffic Conponent -- test traffic as specified by
RFC 2544 MJST create just one entry in the DUT Cache. 1In the
particul ar setup discussed here, this would nean a traffic stream
with just one pair of unique source and destination |IP addresses
(but could be avoided if Flow Keys were, for exanple, UDP/ TCP
source and destination ports and Fl ow Keys did not contain the
addr esses) .

The Flow nonitoring traffic conponent will exercise the DUT in termns
of Flow activity, while the second traffic conmponent will neasure the
RFC 2544 characteristics.

The measured Throughput is the sumof the packet rates of both
traffic conponents. The definition of other RFC 1242 netrics remains
unchanged.

7. Flow Mnitoring Accuracy

The pure Flow Mnitoring Throughput neasurenent described in Section
5 provides the capability to verify the Flow nonitoring accuracy in
terms of the exported Flow Record data. Since every Cache entry
created in the Cache is popul ated by just one packet, the full set of
captured data on the Collector can be parsed (e.g., providing the

val ues of all Flow Keys and other Flow Record fields, not only the
overall Flow Record count in the exported data), and each set of

Novak I nf or mat i onal [ Page 30]



RFC 6645 Fl ow Monitoring Benchmarki ng July 2012

paraneters from each Flow Record can be checked agai nst the
paraneters as configured on the traffic generator and set in packets
sent to the DUT. The exported Flow Record is considered accurate if:

a. all the Flow Record fields are present in each exported Fl ow
Recor d.

b. all the Flow Record fields' values match the val ue ranges set by
the traffic generator (for exanple, an I P address falls within the
range of the I P address increments on the traffic generator).

c. all the possible Flow Record field values as defined at the
traffic generator have been found in the captured export data on
the Collector. This check needs to be offset against detected
packet | osses at the DUT during the neasurenent.

For a DUT with packet forwarding, the Flow nonitoring accuracy al so
i nvol ves data checks on the received traffic, as already discussed in
Section 4.

8. Evaluating Flow Monitoring Applicability

The measurenent results, as discussed in this docunent and obt ai ned
for certain DUTs, allow for a prelimnary analysis of a Flow
nmoni t ori ng depl oynent based on the traffic analysis data fromthe
provi ders’ network. An exanple of such traffic analysis in the
Internet is provided by [CAIDA]; the way it can be used is discussed
bel ow. The data needed to estimate if a certain network device can
manage the particular anount of live traffic with Fl ow nonitoring
enabl ed is:

Aver age packet size: 350 bhytes
Nunmber of packets per IP flow 20

Expected data rate on the network device: 1 Ghit/s

The average nunber of Flows created per second in the network device
is needed and is determ ned as foll ows:

Expect ed packet rate
Fl ows per second = --------------------
Packet per flow

When usi ng the above exanpl e val ues, the network device is required
to process 18000 Flows per second. By executing the benchnarking as
specified in this docunent, a platformcapable of this processing can
be determ ned for the deploynent in that particular part of the user
net wor k.

Novak I nf or mat i onal [ Page 31]



RFC 6645 Fl ow Monitoring Benchmarki ng July 2012

10.

Keep in nind that the above is a very rough and averaged Fl ow
activity estinmate, which cannot account for traffic anonalies; for
exanpl e, a large nunber of DNS request packets that are typically
smal | packets coming frommany di fferent sources and represent nostly
just one packet per Fl ow
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Security Considerations

Docunents of this type do not directly affect the security of the
Internet or corporate networks as |ong as benchmarking i s not
performed on devices or systenms connected to operating networks.

Benchmarking activities, as described in this nmeno, are limted to
technol ogy characterization using controlled stinuli in a |aboratory
environnent, w th dedi cated address space and the constraints
specified in sections above.

The benchmarki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network, or msroute traffic to the test
managenent networKk.

Furt her, benchmarking is perforned on a "black-box" basis, relying
sol ely on nmeasurenents observabl e external to the DUT

Speci al capabilities SHOULD NOT exist in the DUT specifically for
benchmar ki ng purposes. Any inplications for network security arising
fromthe DUT SHOULD be identical in the lab and in production

net wor ks.
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Appendi x A

Par anet er

Test Case
Test Topol ogy
Traffic Type

Test Results

Cener a

Fl ow Monitoring Throughput

Fl ow Export Rate

Control Information Export Rate
Thr oughput
(&t her RFC 1242 Metrics)

Paraneters
DUT I nterface Type
DUT | nterface Bandw dth

Traffic Specifications

F

Novak

Number of Traffic Conponents

For each traffic conponent:
Packet Size

Traffic Packet Rate

Traffic Bit Rate

Nunber of Packets Sent

I ncrement ed Packet Header Fields
Nunmber of Uni que Header Val ues
Nunber of Packets per Fl ow
Traffic Generation

ow nonitoring Specifications
Di rection

bservation Points

Cache Size

Active Ti neout

I dl e Timeout

Fl ow Keys

FI ow Record Fi el ds

Nunmber of Flows Created

FIl ow Export Transport Protoco
FI ow Export Protoco

Fl ow Export data packet size
Fl ow Export MU

Fl ow Monitoring Benchmarki ng

I nf or mat i ona

(I'nformative) Reconmended Report For nat

Units

test case name (Sections 5 and 6)
Fi gure 2, other

| Pv4, |1 Pv6, MPLS, other

Fl ow Records per second or Not
Appl i cabl e

Fl ow Records per second or Not
Appl i cabl e

FIl ow Records per second
packets per second
(as appropriate)

Et hernet, POS, ATM ot her
MegaBits per second

(see Sections 6.3.1 and 6. 3. 2)

byt es

packets per second
MegaBits per second
nunber of entries

list of fields

nunber of entries
nunber of entries
linearly incremented or
random zed

i ngress, egress, both
DUT interface nanes
nunber of entries
seconds

seconds

list of fields

total nunber of fields
nunber of entries

UDP, TCP, SCTP, other
| PFI X, Net Fl ow, ot her
byt es
byt es

July 2012
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Par anet er Units (continued)
MPLS Speci fi cations (for traffic type MPLS only)
Tested Label Operation i mposi tion, swap, disposition

The format of the report as docunented in this appendix is informative,
but the entries in the contents of it are required as specified in the
correspondi ng sections of this docunent.

Many of the configuration paraneters required by the measurenent report
can be retrieved fromthe [IPFI X-M B] and [ PSAMP-M B] M B nodul es, and
fromthe [I PFI X-CONFI G YANG nodul e or other general MBs. Therefore,
queryi ng those nodules fromthe DUT woul d be beneficial: first of all
to help in populating the required entries of the neasurenent report,
and al so to docunment all the other configuration paranmeters fromthe
DUT.

Appendix B. (Informative) M scell aneous Tests

This section lists tests that could be useful to asses a proper Flow
noni toring operation under various operational or stress conditions.
These tests are not deened suitable for any benchmarking for various
reasons.

B.1. DUT Under Traffic Load

The Fl ow Moni toring Throughput shoul d be nmeasured under different

| evel s of static traffic |load through the DUT. This can be achi eved
only by using two traffic conmponents as discussed in Section 6.3.2.
One traffic conponent exercises the Flow Monitoring Plane. The
second traffic conponent |oads only the Forwardi ng Pl ane wi thout
affecting Flow nonitoring (i.e., it creates just a certain anount of
per manent Cache entries).

The variance in Fl ow Monitoring Throughput as a function of the
traffic |l oad shoul d be noted for conparison purposes between two DUTs
of simlar architecture and capability.

B.2. In-Band Fl ow Export

The test topology in Section 4.1 mandates the use of a separate Fl ow
Export interface to avoid the Flow Export data generated by the DUT
tomx with the test traffic fromthe traffic generator. This is
necessary in order to create clear and reproduci ble test conditions
for the benchmark neasurenent.

The real network deploynent of Flow nonitoring mght not allow for
such a luxury -- for exanple, on a very geographically |arge network
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In such a case, the Flow Export will use an ordinary traffic
forwarding interface, e.g., in-band Fl ow Export.

The Fl ow nonitoring operation should be verified with in-band Fl ow
Export configuration while follow ng these test steps:

a. Performthe benchnmark test as specified in Section 5. One of the
results will be how nuch bandw dth Fl ow Export used on the
dedi cated Fl ow Export interface.

b. Change Fl ow Export configuration to use the test interface.

c. Repeat the benchmark test while the receiver filters out the Fl ow
Export data from anal ysi s.

The expected result is that the Throughput achieved in step a. is
sane as the Throughput achieved in step c. provided that the

bandwi dth of the output DUT interface is not the bottleneck (in other
words, it nust have enough capacity to forward both test and Fl ow
Export traffic).

B.3. Variable Packet Size

The Fl ow nonitoring nmeasurenents specified in this docunent would be
interesting to repeat with variabl e packet sizes within one
particular test (e.g., test traffic containing m xed packet sizes).
The packet forwarding tests specified mainly in [ RFC2544] do not
reconmend performning such tests. Flow nonitoring is not dependent on
packet sizes, so such a test could be perfornmed during the Flow
Moni t ori ng Throughput mneasurenent, and verification of its value does
not depend on the offered traffic packet sizes. The tests nust be
carefully designed in order to avoid neasurenent errors due to the
physi cal bandwidth limtations and changes of the base forwarding
performance w th packet size

B.4. Bursty Traffic

RFC 2544, Section 21 discusses and defines the use of bursty traffic.
It can be used for Flow nonitoring testing to gauge some short-term
overl oad DUT capabilities in ternms of Flow nonitoring. The test
benchmark here would not be the Fl ow Export Rate the DUT can sustain,
but the absol ute nunber of Flow Records the DUT can process w thout
droppi ng any single Flow Record. The traffic setup to be used for
this test is as follows:

a. each sent packet creates a new Cache entry.

b. the packet rate is set to the maxi mum transmi ssion speed of the
DUT interface used for the test.
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B.5. Various Flow Mnitoring Configurations

This section translates the term nology used in the | PFl X docunments
([ RFC5470], [RFC5101], and others) into the term nology used in this
docunent. Section B.5.2 proposes another neasurement that is

i mpossible to verify in a black box test manner

B.5.1. Throughput without the Metering Process

If the Metering Process is not defined on the DUT it nmeans no Fl ow
nmoni toring Cache exists and no Fl ow anal ysis occurs. The perfornmance
measurenent of the DUT in such a case is just pure [ RFC2544]

neasur enent .

B.5.2. Throughput with the Metering Process

If only the Metering Process is enabled, Flow analysis on the DUT is
enabl ed and operational but no Flow Export happens. The perfornance
measurenent of a DUT in such a configuration represents a useful test
of the DUT's capabilities (this corresponds to the case when the
network operator uses Flow nonitoring, for exanple, for manua
detection of denial-of-service attacks, and does not wi sh to use Fl ow
Export).

The performance testing on this DUT can be perforned as discussed in
this docunent, but it is not possible to verify the operation and
results w thout interrogating the DUT

B.5.3. Throughput with the Metering and Exporting Processes

This test represents the performance testing as di scussed in Section
6.

B.6. Tests Wth Bidirectional Traffic

Bidirectional traffic is not part of the normative benchnmarking tests
based on discussion with and recomendati on of the Benchmarking
wor ki ng group. The experienced participants stated that this kind of
traffic did not provide reproducible results.

The test topology in Figure 2 can be expanded to verify Fl ow
nmonitoring functionality with bidirectional traffic using the
interfaces in full duplex node, e.g., sending and receiving
si mul t aneously on each of them

The sane rul es should be applied for Flow creation in the DUT Cache

(as per Sections 4.1 and 4.3.1) -- traffic passing through each
bservation Point should always create a new Cache entry in the
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Cache, e.g., the sane traffic should not be just |ooped back on the
receiving interfaces to create the bidirectional traffic flow

B.7. Instantaneous Fl ow Export Rate

Addi tional useful information when analyzing the Flow Export data is
the tine distribution of the instantaneous Flow Export Rate. It can
be derived during the measurenents in two ways

a. The Collector night provide the capability to decode Fl ow Export
during capturing and at the sane tine count the Fl ow Records and
provi de the instantaneous (or sinply, an average over shorter tine
interval than specified in Section 5.4) Flow Export Rate.

b. The Fl ow Export protocol (like |IPFIX [RFC5101]) can provide tinme
stanps in the Fl ow Export packets that would allow tine-based
anal ysis and cal cul ate the Fl ow Export Rate as an average over
much shorter tine interval than specified in Section 5.4.

The accuracy and shortest tine average will always be linited by the
precision of the tinme stanps (1 second for |PFIX) or by the
capabilities of the DUT and the Coll ector
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