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Abstract

Thi s docunent describes two algorithns, one for source address

sel ection and one for destination address selection. The algorithns
specify default behavior for all Internet Protocol version 6 (IlPv6)

i mpl enentations. They do not override choices nmade by applications
or upper-layer protocols, nor do they preclude the devel opnent of
nor e advanced nechani snms for address selection. The two algorithns
share a common context, including an optional mechanismfor allow ng
adm nistrators to provide policy that can override the default
behavior. |In dual-stack inplenentations, the destination address
sel ection algorithmcan consider both | Pv4 and | Pv6 addresses --
dependi ng on the avail able source addresses, the al gorithm night
prefer | Pv6 addresses over |Pv4 addresses, or vice versa.

Defaul t address selection as defined in this specification applies to
all 1Pv6 nodes, including both hosts and routers. This docunent
obsol etes RFC 3484.

Status of This Meno
This is an Internet Standards Track docunent.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc6724.
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1. Introduction

The 1 Pv6 addressing architecture [ RFC4291] allows nultiple unicast
addresses to be assigned to interfaces. These addresses m ght have
different reachability scopes (link-local, site-local, or global).
These addresses might also be "preferred" or "deprecated" [RFC4862].
Privacy considerations have introduced the concepts of "public
addresses" and "tenporary addresses" [RFC4941]. The nobility
architecture introduces "honme addresses" and "care-of addresses”

[ RFC6275]. In addition, nulti-hom ng situations will result in nore
addresses per node. For exanple, a node might have multiple
interfaces, sonme of themtunnels or virtual interfaces, or a site

m ght have nmultiple ISP attachnents with a global prefix per |SP

The end result is that IPv6 inplementations will very often be faced
with nultiple possible source and destination addresses when
initiating communication. It is desirable to have default

al gorithns, comon across all inplenentations, for selecting source
and destination addresses so that devel opers and adninistrators can
reason about and predict the behavior of their systens.

Furt hernmore, dual - or hybrid-stack inplenmentations, which support
both I1Pv6 and I Pv4, will very often need to choose between | Pv6 and
| Pv4 when initiating communication, for exanple, when DNS nane

resol ution yields both IPv6 and | Pv4 addresses and the network
protocol stack has available both IPv6 and | Pv4 source addresses. In
such cases, a sinple policy to always prefer IPv6 or always prefer

| Pv4 can produce poor behavior. As one exanple, suppose a DNS nane
resolves to a global 1Pv6 address and a global 1Pv4 address. |If the
node has assigned a gl obal |Pv6 address and a 169. 254/ 16 aut o-
configured | Pv4 address [ RFC3927], then IPv6 is the best choice for
comuni cation. But if the node has assigned only a link-local |Pv6
address and a gl obal |Pv4 address, then IPv4 is the best choice for
communi cati on. The destination address sel ection algorithm sol ves
this with a unified procedure for choosing anong both I Pv6 and | Pv4
addr esses.

The algorithms in this docunent are specified as a set of rules that
define a partial ordering on the set of addresses that are available
for use. In the case of source address selection, a node typically
has nultiple addresses assigned to its interfaces, and the source
address ordering rules in Section 5 define which address is the
"best" one to use. In the case of destination address selection, the
DNS might return a set of addresses for a given nane, and an
application needs to decide which one to use first and in what order
to try others if the first one is not reachable. The destination
address ordering rules in Section 6, when applied to the set of
addresses returned by the DNS, provide such a recomended ordering.
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Thi s docunent specifies source address sel ection and destination
address sel ection separately but uses a commopn context so that
together the two algorithms yield useful results. The algorithns
attenpt to choose source and destination addresses of appropriate
scope and configuration status ("preferred" or "deprecated" in the
RFC 4862 sense). Furthernore, this docunent suggests a preferred
met hod, | ongest matching prefix, for choosi ng anong ot herw se

equi val ent addresses in the absence of better infornation.

Thi s docunent al so specifies policy hooks to allow adninistrative
override of the default behavior. For exanple, using these hooks, an
adm ni strator can specify a preferred source prefix for use with a
destination prefix or prefer destination addresses with one prefix
over addresses with another prefix. These hooks give an
administrator flexibility in dealing with sonme nulti-honing and
transition scenarios, but they are certainly not a panacea.

The selection rules specified in this docunent MJUST NOT be construed
to override an application or upper layer's explicit choice of a
| egal destination or source address.

1.1. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119

[ RFC2119].

2. Context in Wich the Algorithnms Operate

Qur context for address selection derives fromthe nost common

i mpl ement ation architecture, which separates the choice of
destinati on address fromthe choice of source address. Consequently,
we have two separate algorithns for these tasks. The algorithns are
designed to work well together, and they share a nechani sm for

adm ni strative policy override.

In this inplenentation architecture, applications use APIs such as
getaddrinfo() [RFC3493] that return a list of addresses to the
application. This list mght contain both IPv6 and | Pv4 addresses
(sometines represented as | Pv4-mapped addresses). The application
then passes a destination address to the network stack with connect ()
or sendto(). The application would then typically try the first
address in the list, |looping over the |ist of addresses until it
finds a working address. |In any case, the network layer is never in
a situation where it needs to choose a destination address from
several alternatives. The application mght also specify a source
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address with bind(), but often the source address is |eft
unspecified. Therefore, the network |ayer does often choose a source
address from several alternatives

As a consequence, we intend that inplementations of APIs such as
getaddrinfo() will use the destination address selection algorithm
specified here to sort the list of IPv6 and | Pv4 addresses that they
return. Separately, the |IPv6 network layer will use the source
address sel ection algorithmwhen an application or upper |ayer has
not specified a source address. Application of this specification to
source address selection in an | Pv4 network |ayer mght be possible,
but this is not explored further here.

Wl | - behaved applications SHOULD NOT sinmply use the first address
returned froman APl such as getaddrinfo() and then give up if it
fails. For many applications, it is appropriate to iterate through
the Iist of addresses returned fromgetaddrinfo() until a working
address is found. For other applications, it mght be appropriate to
try multiple addresses in parallel (e.g., with sone snall delay in
bet ween) and use the first one to succeed.

Al t hough source and destination address selection is nost typically
done when initiating communication, a responder also nust deal with
address selection. In many cases, this is trivially dealt with by an
application using the source address of a received packet as the
response destination and the destinati on address of the received
packet as the response source. Oher cases, however, are handl ed
like an initiator, such as when the request is nulticast and hence
source address selection nust still occur when generating a response
or when the request includes a list of the initiator’'s addresses from
whi ch to choose a destination. Finally, a third application scenario
is that of a listening application choosing on what |ocal addresses
to listen. This third scenario is out of the scope of this document.

The al gorithms use several criteria in making their decisions. The
conbined effect is to prefer destination/source address pairs for

whi ch the two addresses are of equal scope or type, prefer snaller
scopes over larger scopes for the destination address, prefer non-
deprecat ed source addresses, avoid the use of transitional addresses
when native addresses are available, and all else being equal, prefer
address pairs having the | ongest possible comon prefix. For source
address sel ection, tenporary addresses [RFC4941] are preferred over
public addresses. |n nobile situations [RFC6275], hone addresses are
preferred over care-of addresses. |If an address is simultaneously a
hone address and a care-of address (indicating the nobile node is "at
hone" for that address), then the hone/care-of address is preferred
over addresses that are solely a hone address or solely a care-of
addr ess.
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This specification optionally allows for the possibility of
admini strative configuration of policy (e.g., via nanual
configuration or a DHCP option such as that proposed in

[ ADDR- SEL- OPT]) that can override the default behavior of the

al gorithnms. The policy override consists of the foll ow ng set of
state, which SHOULD be confi gurabl e:

o Policy Table (Section 2.1): a table that specifies precedence
val ues and preferred source prefixes for destination prefixes.

0 Automatic Row Additions flag (Section 2.1): a flag that specifies
whet her the inplenentation is permitted to automatically add site-
specific rows for certain types of addresses.

0 Privacy Preference flag (Section 5): a flag that specifies whether
tenporary source addresses or stable source addresses are
preferred by default when both types exist.

2.1. Policy Table

The policy table is a | ongest-matching-prefix | ookup table, much like
arouting table. Gven an address A, a lookup in the policy table
produces two val ues: a precedence val ue denoted Precedence(A) and a
classification or |abel denoted Label (A).

The precedence val ue Precedence(A) is used for sorting destination
addresses. |If Precedence(A) > Precedence(B), we say that address A
has hi gher precedence than address B, nmeaning that our algorithmwlI
prefer to sort destination address A before destination address B

The | abel val ue Label (A) allows for policies that prefer a particular
source address prefix for use with a destination address prefix. The
algorithms prefer to use a source address S with a destination
address D if Label (S) = Label (D).

| Pv6 i npl enent ati ons SHOULD support configurabl e address sel ection
via a nechanismat |east as powerful as the policy tables defined
here. It is inmportant that inplenentations provide a way to change
the default policies as nore experience is gained. Sections 10.3

t hrough 10.7 provide exanpl es of the kind of changes that m ght be
needed.

If an inplenmentation is not configurable or has not been confi gured,

then it SHOULD operate according to the algorithns specified here in
conjunction with the followi ng default policy table:
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Prefix Precedence Label
101/ 128 50 0
/0 40 1
o ffff:0:0/96 35 4
2002::/16 30 2
2001::/32 5 5
fc00::/7 3 13
1196 1 3
fecO::/10 1 11
3ffe:: /16 1 12

An i npl enentation MAY automatically add additional site-specific rows
to the default table based on its configured addresses, such as for
Uni que Local Addresses (ULAs) [RFC4193] and 6t 04 [ RFC3056] addresses,
for instance (see Sections 10.6 and 10.7 for exanples). Any such
rows automatically added by the inplementation as a result of address
acqui sition MJUST NOT override a row for the sane prefix configured
via other neans. That is, rows can be added but never updated
automatically. An inplenmentation SHOULD provide a neans (the
Automati ¢ Row Additions flag) for an administrator to disable
automatic row additions.

As will become apparent |ater, one effect of the default policy table
is to prefer using native source addresses with native destination
addresses, 6to4 source addresses with 6to4 destinati on addresses,

etc. Another effect of the default policy table is to prefer

conmuni cation using | Pv6 addresses to conmuni cati on using | Pv4
addresses, if matching source addresses are avail abl e.

Policy table entries for address prefixes that are not of gl oba
scope MAY be qualified with an optional zone index. |If so, a prefix
table entry only matches agai nst an address during a |ookup if the
zone index also matches the address’s zone index.

2.2. Common Prefix Length

We define the comon prefix |ength CommonPrefixLen(S, D) of a source
address S and a destination address D as the length of the | ongest
prefix (looking at the nost significant, or leftnost, bits) that the
two addresses have in conmmon, up to the length of S's prefix (i.e.
the portion of the address not including the interface ID). For
exanpl e, ComonPrefixLen(fe80::1, fe80::2) is 64.

3. Address Properties
In the rules given in |later sections, addresses of different types

(e.g., IPv4, 1Pv6, multicast, and unicast) are conpared agai nst each
other. Sonme of these address types have properties that aren’t

Thal er, et al. St andards Track [ Page 7]



RFC 6724 Default Address Sel ection for |Pv6 Sept enber 2012

directly conparable to each other. For exanple, |Pv6 unicast
addresses can be "preferred" or "deprecated" [RFC4862], while |IPv4
addresses have no such notion. To conpare such addresses using the
ordering rules (e.g., to use "preferred" addresses in preference to
"deprecated" addresses), the follow ng mappi ngs are defined.

3.1. Scope Conparisons

Mul ticast destination addresses have a 4-bit scope field that
controls the propagation of the multicast packet. The |Pv6
addressing architecture defines scope field values for interface-

| ocal (0x1), link-local (0x2), adm n-local (0x4), site-local (0x5),
organi zation-1ocal (0x8), and gl obal (OxE) scopes (Section 2.7 of

[ RFC4291]) .

Use of the source address selection algorithmin the presence of
mul ti cast destination addresses requires the conparison of a unicast
address scope with a nulticast address scope. W map unicast |ink-
local to multicast link-local, unicast site-local to nulticast site-
| ocal, and uni cast gl obal scope to multicast gl obal scope. For
exanpl e, unicast site-local is equal to nulticast site-local, which
is smaller than nmulticast organi zation-local, which is smaller than
uni cast global, which is equal to multicast global. (Note that IPv6
site-local unicast addresses are deprecated [RFC4291]. However, sone
exi sting inplenentations and depl oynents nmay still use these
addresses; they are therefore included in the procedures in this
specification. Also, note that ULAs are considered as gl obal, not
site-local, scope but are handled via the prefix policy table as

di scussed in Section 10.6.)

W wite Scope(A) to nean the scope of address A. For exanple, if A
is alink-local unicast address and Bis a site-local nulticast
address, then Scope(A) < Scope(B)

This mapping inplicitly conflates unicast site boundaries and
mul ticast site boundaries [ RFC4007].

3.2. | Pv4 Addresses and | Pv4- Mapped Addresses

The destinati on address sel ection al gorithm operates on both |IPv6 and
| Pv4 addresses. For this purpose, |Pv4 addresses MJST be represented
as | Pv4- mapped addresses [ RFC4291]. For exanple, to |l ook up the
precedence or other attributes of an | Pv4 address in the policy
tabl e, |1ook up the corresponding | Pv4-mapped | Pv6 address.

| Pv4 addresses are assigned scopes as follows. |Pv4 auto-
configuration addresses [ RFC3927], which have the prefix 169. 254/ 16,
are assigned link-1ocal scope. |[|Pv4 |oopback addresses (Section
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4.2.2.11 of [RFC1812]), which have the prefix 127/8, are assigned
link-1ocal scope (anal ogously to the treatnment of the | Pv6 | oopback
address (Section 4 of [RFC4007])). Oher |Pv4 addresses (including
| Pv4 private addresses [RFC1918] and Shared Address Space addresses
[ RFC6598]) are assigned gl obal scope.

| Pv4 addresses MJUST be treated as having "preferred" (in the RFC 4862
sense) configuration status.

3.3. Oher | Pv6 Addresses with Enbedded | Pv4 Addresses

| Pv4- conpati bl e addresses [ RFC4291], |Pv4-nmapped [ RFC4291], | Pv4-
converted [ RFC6145], |Pv4-transl atabl e [ RFC6145], and 6t o4 addresses
[ RFC3056] contain an enbedded | Pv4 address. For the purposes of this
docunent, these addresses MJST be treated as having gl obal scope.

| Pv4- conpati bl e, |Pv4-mapped, and | Pv4-converted addresses MJIST be
treated as having "preferred" (in the RFC 4862 sense) configuration
st at us.

3.4. |Pv6 Loopback Address and O her Format Prefixes

The | oopback address MJIST be treated as having link-1ocal scope
(Section 4 of [RFC4007]) and "preferred" (in the RFC 4862 sense)
configuration status.

NSAP addresses and ot her addresses with as-yet-undefined format
prefixes MJST be treated as having gl obal scope and "preferred" (in
the RFC 4862) configuration status. Later standards m ght supersede
this treatnent

3.5. Mbility Addresses

Some nodes m ght support nobility using the concepts of hone address
and care-of address (for example, see [RFC6275]). Conceptually, a
hone address is an | P address assigned to a nobile node and used as

t he pernmanent address of the nobile node. A care-of address is an IP
address associated with a nobile node while visiting a foreign link
When a nobile node is on its home link, it mght have an address that
is sinmultaneously a home address and a care-of address.

For the purposes of this docunent, it is sufficient to know whether
one’s own addresses are designated as hone addresses or care- of
addresses. Wether an address ought to be designhated a hone address
or care-of address is outside the scope of this docunent.
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4.

Candi dat e Source Addresses

The source address sel ection algorithmuses the concept of a

"candi date set" of potential source addresses for a given destination
address. The candidate set is the set of all addresses that could be
used as a source address; the source address selection algorithmwlI
pi ck an address out of that set. W wite Candi dateSource(A) to
denote the candidate set for the address A

It is RECOWENDED that the candi date source addresses be the set of
uni cast addresses assigned to the interface that will be used to send
to the destination (the "outgoing" interface). On routers, the

candi date set MAY include uni cast addresses assigned to any interface
that forwards packets, subject to the restrictions described bel ow.

| mpl enentati ons that wish to support the use of global source
addresses assigned to a | oopback interface MIUST behave as if the

| oopback interface originates and forwards the packet.

Di scussi on: The Nei ghbor Discovery Redirect nechani sm [ RFC4861]
requires that routers verify that the source address of a packet
identifies a neighbor before generating a Redirect, so it is
advant ageous for hosts to choose source addresses assigned to the
out goi ng interface.

In sone cases, the destination address m ght be qualified with a zone
i ndex or other information that will constrain the candi date set.

For all nulticast and link-1ocal destination addresses, the set of
candi dat e source addresses MJST only include addresses assigned to
interfaces belonging to the sane link as the outgoing interface.

Di scussion: The restriction for multicast destination addresses is
necessary because currently deployed multicast forwarding
al gorithnms use Reverse Path Forwardi ng (RPF) checks.

For site-local unicast destination addresses, the set of candidate
source addresses MUST only include addresses assigned to interfaces
bel onging to the sane site as the outgoing interface.

In any case, nulticast addresses and the unspecified address MJST NOT
be included in a candi date set.

On | Pv6-0only nodes that support Stateless |P/ICVWP Translation (SIIT)
[ RFC6145], if the destination address is an |Pv4-converted address,
then the candi date set MJST contain only |Pv4-transl atabl e addresses.

Thal er, et al. St andards Track [ Page 10]



RFC 6724 Default Address Sel ection for |Pv6 Sept enber 2012

If an application or upper |ayer specifies a source address, it may
af fect the choice of outgoing interface. Regardless, if the
application or upper layer specifies a source address that is not in
the candi date set for the destination, then the network [ ayer MJST

treat this as an error. |If the application or upper |ayer specifies
a source address that is in the candidate set for the destination
then the network | ayer MJUST respect that choice. |f the application

or upper |ayer does not specify a source address, then the network
| ayer uses the source address selection algorithmspecified in the
next section.

5. Source Address Sel ection

The source address selection algorithm produces as output a single
source address for use with a given destination address. This
algorithmonly applies to | Pv6 destinati on addresses, not |Pv4
addr esses.

The algorithmis specified here in terns of a list of pair-wse
conmparison rules that (for a given destination address D) inposes a
"greater than" ordering on the addresses in the candi date set

Candi dat eSource(D). The address at the front of the list after the
al gorithm conpletes is the one the algorithm sel ects.

Note that conceptually, a sort of the candidate set is being
perfornmed, where a set of rules define the ordering anong addresses.
But because the output of the algorithmis a single source address,
an inplenmentation need not actually sort the set; it need only
identify the "maxi nunt value that ends up at the front of the sorted
list.

The ordering of the addresses in the candidate set is defined by a
list of eight pair-w se conparison rules, with each rule placing a

"greater than", "less than", or "equal to" ordering on two source
addresses with respect to each other (and that rule). |In the case
that a given rule produces a tie, i.e., provides an "equal to" result

for the two addresses, the renmaining rules MJST be applied (in order)
to just those addresses that are tied to break the tie. Note that if
a rule produces a single clear "winner" (or set of "wi nners" in the
case of ties), those addresses not in the w nning set can be

di scarded from further consideration, wth subsequent rules applied
only to the remaining addresses. |If the eight rules fail to choose a
single address, the tiebreaker is inplenentation-specific.
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When conparing two addresses SA and SB fromthe candi date set, we say
"prefer SA" to nmean that SAis "greater than" SB, and simlarly, we
say "prefer SB" to mean that SAis "less than" SB. |If neither is
stated to be preferred, this nmeans that SAis "equal to" SB, and the
remai ning rul es apply as noted above.

Rule 1: Prefer sane address.
If SA =D, then prefer SA. Sinilarly, if SB =D, then prefer SB

Rule 2: Prefer appropriate scope.

If Scope(SA) < Scope(SB): If Scope(SA) < Scope(D), then prefer SB and
otherwi se prefer SA. Simlarly, if Scope(SB) < Scope(SA): If
Scope(SB) < Scope(D), then prefer SA and otherw se prefer SB

Di scussion: This rule nmust be given high priority because it can
affect interoperability.

Rul e 3: Avoi d deprecated addresses.

If one of the two source addresses is "preferred" and one of themis
"deprecated" (in the RFC 4862 sense), then prefer the one that is
"preferred"

Rule 4: Prefer hone addresses.

If SA is sinultaneously a hone address and care-of address and SB is
not, then prefer SA Sinilarly, if SBis sinultaneously a hone
address and care-of address and SA is not, then prefer SB. |If SAis
just a honme address and SB is just a care-of address, then prefer SA
Simlarly, if SBis just a honme address and SA is just a care-of
address, then prefer SB

| mpl enent ati ons supporting hone addresses MJST provi de a nechani sm

allowi ng an application to reverse the sense of this preference and
prefer care-of addresses over hone addresses (e.g., via appropriate
APl extensions such as [RFC5014]). Use of the mechani sm MUST only

affect the selection rules for the invoking application.

Rule 5: Prefer outgoing interface.

If SAis assigned to the interface that will be used to send to D and
SB is assigned to a different interface, then prefer SA. Sinilarly,
if SBis assigned to the interface that will be used to send to D and
SA is assigned to a different interface, then prefer SB

Rule 5.5: Prefer addresses in a prefix advertised by the next-hop

If SA or SA's prefix is assigned by the selected next-hop that will
be used to send to D and SB or SB's prefix is assigned by a different
next - hop, then prefer SA. Simlarly, if SB or SB s prefix is
assigned by the next-hop that will be used to send to D and SA or
SA's prefix is assigned by a different next-hop, then prefer SB
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Di scussion: An IPv6 inplenentation is not required to renenber

whi ch next-hops advertised which prefixes. The conceptual nodels
of I Pv6 hosts in Section 5 of [ RFC4861] and Section 3 of [RFC4191]
have no such requirenent. Hence, Rule 5.5 is only applicable to

i npl ementations that track this information

Rul e 6: Prefer matching | abel.

| f Label (SA) = Label (D) and Label (SB) <> Label (D), then prefer SA
Similarly, if Label (SB) = Label (D) and Label (SA) <> Label (D), then
prefer SB.

Rule 7: Prefer tenporary addresses.

If SAis a tenporary address and SB is a public address, then prefer
SA. Sinmlarly, if SBis a tenporary address and SA is a public
address, then prefer SB

| mpl enent ati ons MJUST provide a nechanismallow ng an application to
reverse the sense of this preference and prefer public addresses over
tenporary addresses (e.g., via appropriate APl extensions such as

[ RFC5014]). Use of the mechanism MUST only affect the selection
rules for the invoking application. This default is intended to
address privacy concerns as discussed in [RFC4941] but introduces a
risk of applications potentially failing due to the relatively short
lifetinme of tenporary addresses or due to the possibility of the
reverse | ookup of a tenporary address either failing or returning a
randoni zed nanme. |Inplenentations for which application conpatibility
consi derati ons outwei gh these privacy concerns MAY reverse the sense
of this rule and by default prefer public addresses over tenporary
addresses. There SHOULD be an administrative option (the Privacy
Preference flag) to change this preference, if the inplenentation
supports tenporary addresses. |f there is no such option, there MJST
be an administrative option to disable tenporary addresses.

Rul e 8: Use | ongest matching prefix.

I f CommonPrefixLen(SA, D) > CommonPrefixLen(SB, D), then prefer SA
Simlarly, if ComonPrefixLen(SB, D) > ConmmonPrefixLen(SA, D), then
prefer SB.

Rul e 8 MAY be superseded if the inplenentati on has other neans of
choosi ng among source addresses. For exanple, if the inplenentation
sonehow knows whi ch source address will result in the "best"
conmruni cati ons perfornmance
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6.

Desti nati on Address Sel ection

The destinati on address selection algorithmtakes a list of
destination addresses and sorts the addresses to produce a new list.
It is specified here in ternms of the pair-w se conparison of
addresses DA and DB, where DA appears before DB in the original Iist.

The algorithm sorts together both |Pv6 and | Pv4 addresses. To find
the attributes of an | Pv4 address in the policy table, the |IPv4
address MJST be represented as an | Pv4- mapped address.

W wite Source(D) to indicate the sel ected source address for a
destination D. For |Pv6 addresses, the previous section specifies
the source address selection algorithm Source address sel ection for
| Pv4 addresses is not specified in this docunent.

We say that Source(D) is undefined if there is no source address
avail abl e for destination D. For |IPv6 addresses, this is only the
case if Candi dateSource(D) is the enpty set.

The pair-wi se conparison of destination addresses consists of ten

rul es, which MJST be applied in order. |If a rule deternmines a
result, then the remaining rules are not relevant and MJST be

i gnored. Subsequent rules act as tiebreakers for earlier rules. See
the previous section for a lengthier description of how pair-w se
conpari son tiebreaker rules can be used to sort a list.

Rule 1: Avoid unusabl e destinations.

If DBis known to be unreachable or if Source(DB) is undefined, then
prefer DA. Simlarly, if DAis known to be unreachable or if
Source(DA) is undefined, then prefer DB

Di scussion: An inplenentation mght know that a particul ar
destination is unreachable in several ways. For example, the
destination mght be reached through a network interface that is
currently unplugged. For exanple, the inplenmentation night retain
i nformati on from Nei ghbor Unreachability Detection [ RFC4861] for

sonme period of tine. |In any case, the deternination of
unreachability for the purposes of this rule is inplenmentation-
dependent .

Rul e 2: Prefer matching scope.

I f Scope(DA) = Scope(Source(DA)) and Scope(DB) <> Scope(Source(DB)),
then prefer DA. Simlarly, if Scope(DA) <> Scope(Source(DA)) and
Scope(DB) = Scope(Source(DB)), then prefer DB
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Rul e 3: Avoi d deprecated addresses.

I f Source(DA) is deprecated and Source(DB) is not, then prefer DB.
Simlarly, if Source(DA) is not deprecated and Source(DB) is
deprecated, then prefer DA

Rul e 4: Prefer home addresses.

If Source(DA) is simultaneously a hone address and care-of address
and Source(DB) is not, then prefer DA. Sinmilarly, if Source(DB) is
si nul taneously a honme address and care-of address and Source(DA) is
not, then prefer DB.

If Source(DA) is just a hone address and Source(DB) is just a care-of
address, then prefer DA, Simlarly, if Source(DA) is just a care-of
address and Source(DB) is just a hone address, then prefer DB.

Rule 5: Prefer matching | abel.

I f Label (Source(DA)) = Label (DA) and Label (Source(DB)) <> Label (DB),
then prefer DA. Sinilarly, if Label (Source(DA)) <> Label (DA) and
Label (Source(DB)) = Label (DB), then prefer DB.

Rul e 6: Prefer higher precedence.
I f Precedence(DA) > Precedence(DB), then prefer DA. Sinilarly, if
Precedence(DA) < Precedence(DB), then prefer DB.

Rule 7: Prefer native transport.

If DA is reached via an encapsulating transition nechanism(e.g.,
IPv6 in IPv4) and DB is not, then prefer DB. Sinmilarly, if DBis
reached via encapsul ation and DA is not, then prefer DA

Di scussion: The |1 Pv6 Rapid Deploynent on | Pv4 Infrastructures
(6rd) Protocol [RFC5969], the Intra-Site Autonmatic Tunne

Addr essing Protocol (ISATAP) [RFC5214], and configured tunnels

[ RFC4213] are exanpl es of encapsulating transition nechanisns for
whi ch the destination address does not have a specific prefix and
hence can not be assigned a | ower precedence in the policy table.
An i npl enentation MAY generalize this rule by using a concept of
interface preference and giving virtual interfaces (like the |Pv6-
in-1Pv4 encapsulating interfaces) a | ower preference than native
interfaces (like ethernet interfaces).

Rule 8: Prefer smaller scope.

I f Scope(DA) < Scope(DB), then prefer DA. Simlarly, if Scope(DA) >
Scope(DB), then prefer DB.
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Rul e 9: Use | ongest matching prefix.

When DA and DB belong to the sanme address family (both are | Pv6 or
both are I Pv4): |If ComonPrefixLen(Source(DA), DA) >
CommonPr ef i xLen( Source(DB), DB), then prefer DA, Simlarly, if
CommonPr ef i xLen( Sour ce(DA), DA) < CommonPrefi xLen( Source(DB), DB),
then prefer DB

Rul e 10: Ot herw se, |eave the order unchanged.
If DA preceded DB in the original list, prefer DA. Qherw se, prefer
DB.

Rul es 9 and 10 MAY be superseded if the inplenentation has other
means of sorting destination addresses. For exanple, if the

i mpl erent ati on somehow knows whi ch destination addresses will result
in the "best" communications performance.

7. Interactions with Routing

This specification of source address sel ection assunes that routing
(rmore precisely, selecting an outgoing interface on a node with

mul tiple interfaces) is done before source address selection
However, inplenmentations MAY use source address considerations as a
ti ebreaker when choosi ng anong ot herw se equi val ent routes.

For exanpl e, suppose a node has interfaces on two different |inks,
with both Iinks having a working default router. Both of the
interfaces have preferred (in the RFC 4862 sense) gl obal addresses.
When sending to a global destination address, if there’s no routing
reason to prefer one interface over the other, then an inplenentation
MAY preferentially choose the outgoing interface that will allowit
to use the source address that shares a | onger common prefix with the
desti nati on.

| mpl enent ati ons that support Rule 5.5 of source address sel ection
(Section 5) also use the choice of router to influence the choice of
source address. For exanple, suppose a host is on a link with two
routers. One router is advertising a global prefix A and the other
router is advertising global prefix B. Then, when sending via the
first router, the host might prefer source addresses with prefix A
and when sending via the second router, prefer source addresses with
prefix B.

8. I nplenentation Considerations
The destinati on address sel ection algorithm needs information about
potential source addresses. One possible inplenentation strategy is

for getaddrinfo() to call down to the network |layer with a list of
destination addresses, sort the list in the network layer with ful
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current know edge of avail abl e source addresses, and return the
sorted list to getaddrinfo(). This is sinple and gives the best
results, but it introduces the overhead of another systemcall. One
way to reduce this overhead is to cache the sorted address list in
the resol ver, so that subsequent calls for the same name do not need
to re-sort the list.

Anot her inplenmentation strategy is to call down to the network | ayer
to retrieve source address information and then sort the Iist of
addresses directly in the context of getaddrinfo(). To reduce
overhead in this approach, the source address information can be
cached, anortizing the overhead of retrieving it across nultiple
calls to getaddrinfo(). 1In this approach, the inplenentation night
not have know edge of the outgoing interface for each destination, so
it MAY use a looser definition of the candidate set during
destination address ordering.

In any case, if the inplenentation uses cached and possibly stale
information in its inplenentation of destination address sel ection or
if the ordering of a cached list of destination addresses is possibly
stale, then it MJST ensure that the destination address ordering
returned to the application is no nore than one second out of date.
For exanple, an inplenentation m ght make a systemcall to check if
any routing table entries, source address assignnents, or prefix
policy table entries that might affect these al gorithns have changed.
Another strategy is to use an invalidation counter that is

i ncrenent ed whenever any underlying state is changed. By caching the
current invalidation counter value with derived state and then later
conmparing agai nst the current value, the inplenentation could detect
if the derived state is potentially stale.

9. Security Considerations

Thi s docunent has no direct inpact on Internet infrastructure
security.

Not e that nobst source address sel ection algorithns, including the one
specified in this docunent, expose a potential privacy concern. An
unfriendly node can infer correlations anong a target node's
addresses by probing the target node with request packets that force
the target host to choose its source address for the reply packets
(perhaps because the request packets are sent to an anycast or
mul ti cast address or perhaps because the upper-Ilayer protocol chosen
for the attack does not specify a particular source address for its
reply packets). By using different addresses for itself, the
unfriendly node can cause the target node to expose the target’'s own
addresses. The source address selection default preference for
tenporary addresses helps mitigate this concern
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Simlarly, nost source and destination address sel ection al gorithns,
i ncluding the one specified in this docunent, influence the choice of
network path taken (as do routing algorithnms that are orthogonal to,
but used together with, such algorithms) and hence whether data m ght
be sent over a path or network that m ght be nore or less trusted
than ot her paths or networks. Administrators should consider the
security inpact of the rows they configure in the prefix policy
table, just as they should consider the security inpact of the
interface netrics used in the routing algorithns.

In addition, sonme address selection rules nmight be adm nistratively
configurable. Care nust be taken to make sure that all

adm nistrative options are secured against illicit nodification, or
el se an attacker could redirect and/or block traffic.

10. Examples

This section contains a nunber of exanples, first showi ng default
behavi or and then denonstrating the utility of policy table
configuration. These exanples are provided for illustrative

pur poses; they are not to be construed as normative.

10. 1. Def aul t Source Address Sel ection

The source address selection rules, in conjunction with the default
policy table, produce the foll ow ng behavior

Destination: 2001:db8:1::1
Candi dat e Source Addresses: 2001:db8:3::1 or fe80::1
Resul t: 2001:db8::1 (prefer appropriate scope)

Destination: ff05::1
Candi dat e Source Addresses: 2001:db8:3::1 or fe80::1
Resul t: 2001:db8:3::1 (prefer appropriate scope)

Destination: 2001:db8:1::1

Candi dat e Source Addresses: 2001:db8:1::1 (deprecated) or
2001:db8:2::1

Resul t: 2001:db8:1::1 (prefer same address)

Destination: fe80::1
Candi dat e Source Addresses: fe80::2 (deprecated) or 2001:db8:1::1
Result: fe80::2 (prefer appropriate scope)

Destination: 2001:db8:1::1

Candi dat e Source Addresses: 2001:db8:1::2 or 2001:db8:3::2
Resul t: 2001:db8:1:::2 (longest matching prefix)
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Destination: 2001:db8:1::1

Candi dat e Source Addresses: 2001:db8:1::2 (care-of address) or 2001
db8: 3:: 2 (hone address)

Resul t: 2001:db8:3::2 (prefer home address)

Destination: 2002:c¢c633:6401::1

Candi dat e Source Addresses: 2002:c633: 6401: : d5e3: 7953 13eh: 22e8
(tenmporary) or 2001:db8:1::2

Resul t: 2002: c633: 6401: : d5e3: 7953: 13eb: 22e8 (prefer matching | abel)

Destination: 2001:db8:1::d5e3:0:0:1

Candi dat e Source Addresses: 2001:db8:1::2 (public) or

2001: db8: 1:: d5e3: 7953: 13eb: 22e8 (tenporary)

Resul t: 2001: db8: 1:: d5e3: 7953: 13eb: 22e8 (prefer tenporary address)

10. 2. Def aul t Desti nati on Address Sel ecti on

The destination address selection rules, in conjunction with the
default policy table and the source address selection rules, produce
the foll owi ng behavior:

Candi dat e Source Addresses: 2001:db8:1::2 or fe80::1 or 169.254.13.78
Destination Address List: 2001:db8:1::1 or 198.51.100. 121

Resul t: 2001:db8:1::1 (src 2001:db8:1::2) then 198.51.100.121 (src
169. 254. 13.78) (prefer nmatching scope)

Candi date Source Addresses: fe80::1 or 198.51.100. 117

Destination Address List: 2001:db8:1::1 or 198.51.100. 121

Resul t: 198.51.100.121 (src 198.51.100.117) then 2001:db8:1::1 (src
fe80::1) (prefer matching scope)

Candi dat e Source Addresses: 2001:db8:1::2 or fe80::1 or 10.1.2.4
Destinati on Address List: 2001:db8:1::1 or 10.1.2.3

Resul t: 2001:db8:1::1 (src 2001:db8:1::2) then 10.1.2.3 (src
10.1.2.4) (prefer higher precedence)

Candi dat e Source Addresses: 2001:db8:1::2 or fe80::2

Destinati on Address List: 2001:db8:1::1 or fe80::1

Result: fe80::1 (src fe80::2) then 2001:db8:1::1 (src 2001: db8:1::2)
(prefer smaller scope)

Candi dat e Source Addresses: 2001:db8:1::2 (care-of address) or 2001
db8: 3::1 (hone address) or fe80::2 (care-of address)

Destination Address List: 2001:db8:1::1 or fe80::1

Result: 2001:db8:1::1 (src 2001:db8:3::1) then fe80::1 (src fe80::2)
(prefer hone address)
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10.

Candi dat e Source Addresses: 2001:db8:1::2 or fe80::2 (deprecated)
Destination Address List: 2001:db8:1::1 or fe80::1

Result: 2001:db8:1::1 (src 2001:db8:1::2) then fe80::1 (src fe80::2)
(avoi d deprecated addresses)

Candi dat e Source Addresses: 2001:db8:1::2 or 2001: db8: 3f44::2 or
fe80::2

Destination Address List: 2001:db8:1::1 or 2001:db8:3ffe::1

Result: 2001:db8:1::1 (src 2001:db8:1::2) then 2001: db8: 3ffe::1 (src
2001: db8: 3f44::2) (longest matching prefix)

Candi dat e Source Addresses: 2002:c633:6401::2 or fe80::2

Destinati on Address List: 2002:c633:6401::1 or 2001:db8:1::1

Resul t: 2002: c633:6401::1 (src 2002: c633:6401::2) then 2001:db8:1::1
(src 2002: c633:6401::2) (prefer matching | abel)

Candi dat e Source Addresses: 2002:¢633:6401::2 or 2001:db8:1::2 or
feB80::2

Destinati on Address List: 2002:c633:6401::1 or 2001:db8:1::1

Result: 2001:db8:1::1 (src 2001:db8:1::2) then 2002: c633:6401::1 (src
2002: ¢633: 6401:: 2) (prefer higher precedence)

3. Configuring Preference for 1Pv6 or |Pv4

The default policy table gives | Pv6 addresses hi gher precedence than
| Pv4 addresses. This neans that applications will use IPv6 in
preference to | Pv4 when the two are equally suitable. An

adm ni strator can change the policy table to prefer |Pv4 addresses by
giving the ::ffff:0.0.0.0/96 prefix a higher precedence:

Prefix Precedence Label
101/ 128 50 0
/0 40 1
o ffff:0:0/96 100 4
2002::/16 30 2
2001::/32 5 5
fc00::/7 3 13
1. /96 1 3
fecO::/10 1 11
3ffe:: /16 1 12

This change to the default policy table produces the foll ow ng
behavi or:

Candi dat e Source Addresses: 2001:db8::2 or fe80::1 or 169.254.13.78
Destinati on Address List: 2001:db8::1 or 198.51.100.121

Unchanged Result: 2001:db8::1 (src 2001:db8::2) then 198.51.100.121
(src 169.254.13.78) (prefer matching scope)
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Candi dat e Source Addresses: fe80::1 or 198.51.100. 117
Destination Address List: 2001:db8::1 or 198.51.100.121
Unchanged Result: 198.51.100.121 (src 198.51.100.117) then
2001:db8::1 (src fe80::1) (prefer matching scope)

Candi dat e Source Addresses: 2001:db8::2 or fe80::1 or 10.1.2.4
Destinati on Address List: 2001:db8::1 or 10.1.2.3

New Result: 10.1.2.3 (src 10.1.2.4) then 2001:db8::1 (src
2001: db8::2) (prefer higher precedence)

10.3.1. Handling Broken I Pv6

One problemin practice that has been recently observed occurs when a
host has | Pv4 connectivity to the Internet but has "broken" |IPv6
connectivity to the Internet in that it has a global |Pv6 address but
is disconnected fromthe IPv6 Internet. Since the default policy
table prefers IPv6, this can result in unwanted tineouts.

This can be solved by configuring the table to prefer I Pv4 as shown
above. An inplenmentation that has sone neans to detect that it is
not connected to the IPv6 Internet MAY do this automatically. An

i npl ementation could instead treat it as part of its inplenentation
of Rule 1 (avoid unusable destinations).

10. 4. Configuring Preference for Link-Local Addresses

The destinati on address selection rules give preference to
destinations of smaller scope. For exanple, a link-1ocal destination
will be sorted before a global scope destination when the two are
otherw se equally suitable. An admnistrator can change the policy
table to reverse this preference and sort gl obal destinations before
link-1ocal destinations:

Prefix Pr ecedence Label
::1/128 50 0
/0 40 1
o ffff:0:0/96 35 4
fe80::/10 33 1
2002::/16 30 2
2001::/32 5 5
fc00::/7 3 13
11196 1 3
fec0::/10 1 11
3ffe:: /16 1 12
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This change to the default policy table produces the foll ow ng
behavi or:

Candi dat e Source Addresses: 2001:db8::2 or fe80::2

Destination Address List: 2001:db8::1 or fe80::1

New Result: 2001:db8::1 (src 2001:db8::2) then fe80::1 (src fe80::2)
(prefer higher precedence)

Candi dat e Source Addresses: 2001:db8::2 (deprecated) or fe80::2
Destination Address List: 2001:db8::1 or fe80::1

Unchanged Result: fe80::1 (src fe80::2) then 2001:db8::1 (src 2001
db8::2) (avoid deprecated addresses)

10.5. Configuring a Multi-Homed Site

Consider a site A that has a business-critical relationship with
another site B. To support their business needs, the two sites have
contracted for service with a special high-performance ISP. This is
in addition to the normal Internet connection that both sites have
with different 1SPs. The high-performance | SP is expensive, and the
two sites wish to use it only for their business-critical traffic

wi th each ot her.

Each site has two gl obal prefixes, one fromthe hi gh-performance | SP
and one fromtheir normal ISP. Site A has prefix 2001: db8: laaa:: /48
from the high-performance | SP and prefix 2001: db8: 70aa:: /48 fromits
normal ISP. Site B has prefix 2001: db8: 1bbb::/48 from t he hi gh-
performance | SP and prefix 2001: db8: 70bb: : /48 fromits normal ISP
Al'l hosts in both sites register two addresses in the DNS

The routing within both sites directs nost traffic to the egress to
the normal ISP, but the routing directs traffic sent to the other
site’s 2001 prefix to the egress to the high-performance |SP. To
prevent unintended use of their high-performance |SP connection, the
two sites inplenment ingress filtering to discard traffic entering
fromthe high-performance ISP that is not fromthe other site.

The default policy table and address sel ection rules produce the
fol |l owi ng behavi or:

Candi dat e Source Addresses: 2001: db8: laaa::a or 2001: db8: 70aa::a or
fe80::a

Destinati on Address List: 2001: db8: 1bbb::b or 2001: db8: 70bb: : b
Resul t: 2001: db8: 70bb: : b (src 2001: db8: 70aa: : a) then 2001: db8: 1bbb: : b
(src 2001: db8: 1aaa::a) (longest matching prefix)
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In other words, when a host in site Ainitiates a connection to a
host in site B, the traffic does not take advantage of their
connections to the high-perfornance I1SP. This is not their desired
behavi or.

Candi dat e Source Addresses: 2001: db8: laaa::a or 2001: db8: 70aa::a or
fe80::a

Destinati on Address List: 2001:db8: 1ccc::c or 2001: db8: 6ccc::c
Resul t: 2001: db8: 1ccc::c (src 2001: db8: laaa::a) then 2001: db8: 6ccc::c
(src 2001: db8: 70aa::a) (longest matching prefix)

In other words, when a host in site Ainitiates a connection to a
host in sone other site C, the reverse traffic m ght come back

t hrough the high-performance ISP. Again, this is not their desired
behavi or .

Thi s predi cament denonstrates the limtations of the |ongest-
mat chi ng-prefix heuristic in nulti-honed situations.

However, the administrators of sites A and B can achieve their
desired behavior via policy table configuration. For exanple, they
can use the follow ng policy table:

Prefix Pr ecedence Label
::1/128 50 0
2001: db8: laaa: : /48 43 6
2001: db8: 1bbb: : /48 43 6
/0 40 1
o ffff:0:0/96 35 4
2002::/16 30 2
2001::/32 5 5
fc00::/7 3 13
1:/96 1 3
fecO::/10 1 11
3ffe:: /16 1 12

This policy table produces the follow ng behavi or

Candi dat e Source Addresses: 2001:db8: laaa::a or 2001: db8: 70aa::a or
fe80::a

Destinati on Address List: 2001: db8: 1bbb:: b or 2001: db8: 70bb: : b

New Result: 2001: db8: 1bbb::b (src 2001: db8: laaa::a) then 2001: db8
70bb: : b (src 2001: db8: 70aa::a) (prefer higher precedence)

In other words, when a host in site Ainitiates a connection to a
host in site B, the traffic uses the high-performance | SP as desired.
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Candi dat e Source Addresses: 2001:db8: laaa::a or 2001: db8: 70aa::a or
fe80::a

Destinati on Address List: 2001:db8: 1ccc::c or 2001: db8: 6ccc::c

New Result: 2001:db8: 6ccc::c (src 2001: db8: 70aa: :a) then 2001: db8
lccc::c (src 2001: db8: 70aa::a) (longest matching prefix)

In other words, when a host in site Ainitiates a connection to a
host in sone other site C, the traffic uses the nornal |SP as
desired.

10.6. Configuring ULA Preference

Sections 2.1.4, 2.2.2, and 2.2.3 of RFC 5220 [ RFC5220] descri be
address selection problens related to Uni que Local Addresses (ULAs)
[ RFC4193]. By default, global |IPv6 destinations are preferred over
ULA destinations, since an arbitrary ULA is not necessarily
reachabl e:

Candi date Source Addresses: 2001:db8:1::1 or fd11:1111:1111:1::1
Destination Address List: 2001:db8:2::2 or fd22:2222:2222:2::2
Resul t: 2001:db8:2::2 (src 2001:db8:1::1) then fd22:2222:2222:2::2
(src fdl11:1111:11121:1::1) (prefer higher precedence)

However, a site-specific policy entry can be used to cause ULAs
within a site to be preferred over global addresses as foll ows.

Prefix Precedence Label
::1/128 50 0
fdl1:1111:1111::/48 45 14
/0 40 1
o ffff:0:0/96 35 4
2002::/16 30 2
2001::/32 5 5
fc00::/7 3 13
::/96 1 3
fecO::/10 1 11
3ffe::/16 1 12

Such a configuration would have the foll owing effect:

Candi dat e Source Addresses: 2001:db8:1::1 or fd11:1111:1111:1::1
Destination Address List: 2001:db8:2::2 or fd22:2222:2222:2::2
Unchanged Result: 2001:db8:2::2 (src 2001:db8:1::1) then fd22:2222:
2222:2::2 (src fd11:1111:1111:1::1) (prefer higher precedence)
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10.

Candi date Source Addresses: 2001:db8:1::1 or fd11:1111:1111:1::1
Destination Address List: 2001:db8:2::2 or fd11:1111:1111:2::2

New Result: fd11:1111:12111:2::2 (src fd11:1111:1111:1::1) then 2001
db8:2::2 (src 2001: db8: 1::1) (prefer higher precedence)

Since ULAs are defined to have a /48 site prefix, an inplenentation
m ght choose to add such a row automatically on a machine with a ULA

It is also worth noting that ULAs are assigned gl obal scope. As
such, the existence of one or nore rows in the prefix policy table is
i nportant so that source address sel ection does not choose a ULA
purely based on | ongest natch:

Candi dat e Source Addresses: 2001:db8:1::1 or fd11:1111:1111:1::1
Destination Address List: ff00:1
Resul t: 2001:db8:1::1 (prefer matching | abel)

7. Configuring 6to4 Preference
By default, NATed IPv4 is preferred over 6to4-relayed connectivity:

Candi dat e Source Addresses: 2002:¢633:6401::2 or 10.1.2.3
Destination Address List: 2001:db8:1::1 or 203.0.113.1

Result: 203.0.113.1 (src 10.1.2.3) then 2001:db8:1::1 (src 2002: c633:
6401::2) (prefer matching | abel)

However, NATed IPv4 is now al so preferred over 6to4-to-6to4
connectivity by default. Since a 6to4 prefix might be used natively
wi thin an organi zation, a site-specific policy entry can be used to
cause native | Pv6 conmunication (using a 6to4 prefix) to be preferred
over NATed | Pv4 as foll ows.

Prefix Precedence Label
::1/128 50 0
2002: c633: 6401::/48 45 14
/0 40 1
o ffff:0:0/96 35 4
2002::/16 30 2
2001::/32 5 5
fc00::/7 3 13
::/96 1 3
fecO::/10 1 11
3ffe:: /16 1 12

Thal er, et al. St andards Track [ Page 25]



RFC 6724 Default Address Sel ection for |Pv6 Sept enber 2012

11.

11.
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Such a configuration would have the foll owi ng effect:

Candi dat e Source Addresses: 2002:¢633:6401:1::1 or 10.1.2.3
Destinati on Address List: 2002:¢633:6401:2::2 or 203.0.113.1
New Result: 2002:c633:6401:2::2 (src 2002: c633: 6401:1::1) then
203.0.113.1 (sec 10.1.2.3) (prefer higher precedence)

Si nce 6to04 addresses are defined to have a /48 site prefix, an
i mpl enent ati on nmi ght choose to add such a row automatically on a
machine with a native |Pv6 address with a 6to4 prefix.
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Appendi x A, Acknow edgenent s
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Nor dmar k, Ken Powel |, Markku Savel a, Pekka Savol a, Hesham Sol i man,
Dave Thal er, Mauro Tortonesi, Oe Troan, and Stig Venaas. In

addi tion, the anonynous | ESG revi ewers had many great comrents and
suggestions for clarification.

This revision was heavily influenced by the work by Arifum

Mat sunot o, Jun-ya Kato, and Tonohiro Fujisaki in a working docunent

t hat nade proposals for this revision to adopt, with input from Pekka
Savol a, Renmi Denis-Cournont, Francois-Xavier Le Bail, and the 6man
Wrking Goup. Dmtry Anipko, Mark Andrews, Ray Hunter, and Wes
Ceorge al so provided val uabl e feedback on this revision

Appendi x B. Changes since RFC 3484

Some changes were nmade to the default policy table that were deened
to be universally useful and cause no harmin every reasonable
network environnent. |In doing so, care was taken to use the same
preference and | abel values as in RFC 3484 whenever possible and for
new rows to use |label values less likely to collide wth values that
m ght already be in use in additional rows on some hosts. These
changes are:

1. Added the Teredo [ RFC4380] prefix (2001::/32), with the
preference and | abel val ues already wi dely used in popul ar
i mpl enent ati ons.

2. Added a row for ULAs (fc00::/7) below native IPv6 since they are
not globally reachable, as discussed in Section 10. 6.

3. Added a row for site-local addresses (fec0O::/10) in order to
depreference them for consistency with the exanple in
Section 10.3, since they are deprecated [ RFC3879].

4. Depreferenced 6to4 (2002::/32) below native | Pv4 since 6tod
connectivity is less reliable today (and is expected to be phased
out over tinme, rather than beconming nore reliable). It remains
above Teredo since 6to4 is nore efficient in ternms of connection
establi shnent tinme, bandwi dth, and server |oad.

5. Depreferenced | Pv4-Conpati bl e addresses (::/96) since they are
now deprecated [ RFC4291] and not in conmpn use.
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Si m

Thal er,

Added a row for 6bone testing addresses (3ffe::/16) in order to
depreference them as they have al so been phased out [RFC3701].

Added optional ability for an inplenmentation to add automatic
rows to the table for site-specific ULA prefixes and site-
specific native 6to4 prefixes

larly, some changes were nmade to the rules, as follows:

Changed the definition of CommonPrefixLen() to only conpare bits
up to the source address’s prefix length. The previous
definition used the entire source address, rather than only its
prefix. As a result, when a source and destinati on addresses had
the sanme prefix, common bits in the interface I D would previously
result in overriding DNS | oad bal anci ng [ RFC1794] by forcing the
destination address with the nost bits in common to be al ways
chosen. The updated definition allows DNS | oad bal ancing to
continue to be used as a tie breaker

Added Rule 5.5 to allow choosing a source address froma prefix
adverti sed by the chosen next-hop for a given destination. This
all ows better connectivity in the presence of BCP 38 [ RFC2827]
ingress filtering and egress filtering. Previously, RFC 3484 had
issues with nultiple egress networks reached via the sanme
interface, as discussed in [RFC5220].

Removed restriction agai nst anycast addresses in the candi date
set of source addresses, since the restriction against using |Pv6
anycast addresses as source addresses was renoved in Section 2.6
of RFC 4291 [ RFC4291].

Changed mappi ng of RFC 1918 [ RFC1918] addresses to gl obal scope
in Section 3.2. Previously, they were mapped to site-loca
scope. However, experience has resulted in current

i npl enent ati ons al ready using gl obal scope instead. Wen they
were mapped to site-local, Destination Address Selection Rule 2
(Prefer matching scope) would cause IPv6 to be preferred in
scenari os such as that described in Section 10.7. The change to
gl obal scope allows configurability via the prefix policy table.

Changed the default recomendati on for Source Address Sel ection
Rule 7 to prefer tenporary addresses rather than public
addresses, while providing an adm nistrative override (in
addition to the application-specific override that was al ready
specified). This change was nmade because of the increasing

i mportance of privacy considerations, as well as the fact that
wi dely depl oyed i npl enentati ons have preferred tenporary
addresses for many years w thout najor application issues.

et al. St andards Track [ Page 30]



RFC 6724 Default Address Sel ection for |Pv6 Sept enber 2012

Finally, sonme editorial changes were nade, including:

1. Changed gl obal | P addresses in exanples to use ranges reserved
for docunentation.

2. Added additional exanples in Sections 10.6 and 10.7.
3. Added Section 10.3.1 on "broken" |Pv6.

4. Updated references.

Thal er, et al. St andards Track [ Page 31]



RFC 6724 Default Address Sel ection for |Pv6 Sept enber 2012

Aut hors’ Addr esses

Dave Thal er (editor)
M crosoft

One M crosoft Way
Rednond, WA 98052
USA

Phone: +1 425 703 8835
EMai | : dthal er @n crosoft.com

Ri chard Draves

M crosoft Research
One M crosoft Way
Rednond, WA 98052
USA

Phone: +1 425 706 2268
EMail: richdr@m crosoft.com

Arifum Matsunoto

NTT SI Lab

M dori - Cho 3-9-11

Musashi no-shi, Tokyo 180-8585
Japan

Phone: +81 422 59 3334
EMBi |l : arifunm @ttv6. net

Ti m Chown

Uni versity of Southanpt on

Sout hanpt on, Hanpshire SO17 1BJ
United Ki ngdom

EMai | . tjc@cs. soton. ac. uk

Thal er, et al. St andards Track [ Page 32]



