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I ntroduction

Thi s docunent specifies a reference framework for Operations,
Adm ni stration, and M ntenance (QAM [RFC6291] in Transparent
I nterconnection of Lots of Links (TRILL) networKks.

TRILL [ RFC6325] specifies a protocol for shortest-path frane routing
in nulti-hop networks with arbitrary topol ogies and |ink

technol ogies, using the IS-1S routing protocol. TRILL capable
devices are referred to as TRILL Switches or RBridges (Routing
Bridges). RBridges provide an optinm zed and transparent Layer 2
delivery service for Ethernet unicast and nulticast traffic. Sone
characteristics of a TRILL network that are different from|EEE 802.1
bridging are the foll ow ng:

- TRILL networks support arbitrary |Iink technol ogy between TRILL
Switches. Hence, a TRILL Switch port may not have a 48-bit Media
Access Control (MAC) address [802] but might, for exanple, have an
| P address as an identifier [TRILL-1P] or no unique identifier
(e.g., PPP [RFC6361]).

- TRILL networks do not enforce congruence of unicast and nulticast
pat hs between a given pair of RBridges.

- TRILL networks do not inpose symmetry of the forward and reverse
pat hs between a given pair of RBridges.

- TRILL Switches termi nate spanning tree protocols instead of
propagati ng t hem

In this docunent, we refer to the term"OAM as defined in [ RFC6291].
The Operations aspect involves finding problens that prevent proper
functioning of the network. It also includes nonitoring of the
network to identify potential problens before they occur.

Adm ni stration involves keeping track of network resources.

Mai nt enance activities are focused on facilitating repairs and
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upgrades as well as corrective and preventive neasures.
[1SO 1 EC7498-4] defines 5 functional areas in the OSI nodel for
net wor k managenment, comonly referred to as FCAPS:
- Fault Managenent
- Configuration Managenent
- Accounting Managenent
- Performance Managenent
- Security Managenent
The focus of this docunent is on the first and fourth functional
aspects, Fault Managenent and Performance Managenent, in TRILL
networks. These primarily map to the Operations and M nt enance
parts of OAM
Thi s docunent provides a generic framework for a conprehensive
solution that neets the requirements outlined in [ RFC6905]. However,
speci fic nechani sns to address these requirenments are considered to
be outside the scope of this docunent. Furthernore, future
docunent (s) will specify the optional reporting of errors in TRILL
user traffic, such as the use of a reserved or unknown egress
ni ckname, etc.
1.1. Termnol ogy

Definitions of many CAMterns can be found in [ RFC7087].
The followi ng acronynms are used in this docunent:

BFD - Bidirectional Forwarding Detection [ RFC5880]

CFM - Connectivity Fault Managenent [802.1Q

ECVMP - Equal -Cost Multipath

FG - Fine-Gained Label (ing) [ RFC7172]

|EEE - Institute for Electrical and El ectronic Engineers

IP - Internet Protocol (includes both |Pv4 and | Pv6)

LAN - Local Area Network

MA - Mai nt enance Associ ation
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1.2.

MAC - Media Access Control [802]

ME - Maintenance Entity

MEP - Mai ntenance End Poi nt

M P - Maintenance |Internmediate Point

MP - Maintenance Point (MEP or MP)

OAM - (perations, Administration, and M ntenance [ RFC6291]
PPP - Point-to-Point Protocol [RFCL661]

RBridge - Routing Bridge, a device inplementing TRILL [ RFC6325]
RDI - Reverse Defect Indication

TRILL - Transparent |nterconnection of Lots of Links [ RFC6325]
TRILL Switch - an alternate nanme for an RBridge

VLAN - Virtual LAN [802.1Q

Rel ati onship to G her OAM Wirk

QAM is a technol ogy area where a wealth of prior art exists. This
docunent | everages concepts and draws upon el enents defi ned and/ or
used in the foll owi ng docunents:

[ RFC6905] defines the requirenments for TRILL OAM that serve as the
basis for this framework. It also defines terminology that is
used extensively in this docunent.

[802.1Q] specifies the Connectivity Fault Managenent (CFM
protocol, which defines the concepts of M ntenance Donai ns,
Mai nt enance End Points, and Mintenance | nternediate Points.

[Y.1731] extends Connectivity Fault Managenment in the follow ng
areas: it defines fault notification and al arm suppression
functions for Ethernet. It also specifies nmechanisns for Ethernet
perf ormance managenent, including |oss, delay, jitter, and

t hr oughput neasurenent.

[ RFC7175] defines a TRILL encapsul ation for BFD that enables the
use of the latter for network fast failure detection.
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- [ RFC5860] and [ RFC6371] specify requirenents and a framework for
QAM i n MPLS- based net works.

2. TRILL OAM Mbdel
2.1. QOAM Layering

In the TRILL architecture, the TRILL | ayer is independent of the
underlying link-layer technology. Therefore, it is possible to
run TRILL over any transport |ayer capable of carrying TRILL
packets such as Ethernet [RFC6325], PPP [RFC6361], or IP
[TRILL-1P]. Furthernore, TRILL provides a virtual Ethernet
connectivity service that is transparent to higher-layer entities
(Layer 3 and above). This strict layering is observed by TRILL
OAM

O particular interest is the layering of TRILL QAMw t h respect
to:

- BFD, which is typically used for fast failure detection.

- FEthernet CFM[802.1Q on paths froman external device, over a
TRILL canpus, to another external device, especially since TRILL
Switches are likely to be depl oyed where existing 802.1 bridges
can be such external devices.

- Link GAM on links interior to a TRILL campus, which is |ink-
t echnol ogy- specific.

Consi der the exanple network depicted in Figure 1 bel ow, where a
TRILL network is interconnected via Ethernet |inks:
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LAN LAN
+---+ +---4 ====== +4---+ +---+
e O I B B I I B B I I e
|Bl|---|RB1|---|RB2|---|B2|---| RB3| ---| B3| ---| B4| --- | RB4| - - - | BS|
e N O T R B e B R T
+-- -+ +---+ ====== 4---+ +-- -+

D ¢ B R e T 0---<

c. Ethernet CFM (Transport Layer) on interior Ethernet LANs
>---0--0---< >---0--0---0--0---<

d. BFD (Medi a | ndependent Link Layer)
#o--H#  H-------- #o B #

e. Link OAM (Medi a Dependent Link Layer)
* * * * * * * * * * *

Legend: >, < MeP o MP # BFD Endpoi nt * Li nk QAM Endpoi nt
Figure 1: OAM Layering in TRILL

Where Bn and RBn (n=1,2,3, ...) denote | EEE 802.1Q bridges and TRILL
RBri dges, respectively.

2.1.1. Relationship to CFM

In the context of a TRILL network, CFM can be used as either a
client-layer OAM or a transport-layer OAM nechani sm

When acting as a client-layer OAM (see Figure 1a), CFM provides fault
managenent capabilities for the user, on an end-to-end basis over the
TRILL network. Edge ports of the TRILL network nmay be visible to CFM
operations through the optional presence of a CFM Mai nt enance
Internmediate Point (MP) in the TRILL Switches' edge Ethernet ports.

When acting as a transport-layer OAM (see Figure 1c), CFM provides

fault managenment functions for the | EEE 802.1Q bridged LANs that may
i nterconnect RBridges. Such bridged LANs can be used as TRILL | evel
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I inks between RBridges. RBridges directly connected to the
i nterveni ng 802.1Q bri dges may host CFM Down Mai nt enance End Points
( MEPS) .

2.1.2. Relationship to BFD

One-hop BFD (see Figure 1d) runs between adjacent RBridges and
provides fast link as well as node failure detection capability
[RFC7175]. Note that TRILL BFD al so provides sone testing of the
TRILL protocol stack and thus sits a |ayer above Link QAM which is
medi a specific. BFD s fast failure detection hel ps support rapid
convergence in TRILL networks. The requirenents for BFD are
different fromthose of the TRILL OAM nechani sns that are the prine
focus of this docunent. Furthernore, BFD does not use the frane
format described in Section 3.1.

TRILL BFD differs from TRILL QAMin two significant ways

1. A TRILL BFD transmtter is always bound to a specific TRILL
out put port.

2. TRILL BFD nessages can be transmtted by the originator out of a
port to a nei ghbor RBridge when the adjacency is in the Detect or
2-Way states as well as when the adjacency is in the Report (Up)
state [ RFC7177].

In contrast, TRILL OAM nessages are typically transnmitted by
appearing to have been received on a TRILL input port (refer to
Section 2.2 for details). |In that case, the output ports on which
TRILL OAM nessages are sent are determined by the TRILL routing
function. The TRILL routing function will only send on |inks that
are in the Report state and have been incorporated into the |oca
vi ew of the canpus topol ogy.

2.1.3. Relationship to Link OAM

Li nk OAM (see Figure le) depends on the nature of the technol ogy used
in the links interconnecting RBridges. For exanple, for Ethernet
links, the OAM described in Cause 57 of [802.3] nmay be used

2.2. TRILL OAMin the RBridge Port Mde

TRILL OAM processing can be represented as a | ayer situated between
the port’s TRILL encapsul ati on/ decapsul ati on function and the TRILL
forwardi ng engi ne function on any RBridge port. TRILL OAMrequires
services of the RBridge forwarding engine and utilizes information

fromthe 1S-1S control plane. Figure 2 below depicts TRILL CAM
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processing in the context of the RBridge Port Md
[RFC6325]. In this figure, double lines represen
franmes and infornmation

This figure shows a conceptual nodel. It is to b
i mpl enentations need not mirror this exact nodel

May 2014

el defined in
t flow of both

e understood that
as long as the

i ntended OQAM requirenents and functionality are preserved.
T e -
| (Fl ow of OAM Messages) RBri dge
| o e e e e e oo o - +
| R +|| Forwardi ng Engine,
| | || IS1S, etc.
| | || Processing of
| Y V TRILL packets
Fommm e e e e e e e e e e e e e e e e e e e e e emeaao o F--- -

| | ...other ports
B S + B S +

UP MEP /\ | TRILL OAM | | TRILL CAM | /\ UP MEP

M P O | Layer | | Layer | () MP

DOM MEP \/ +------mmmm-- + S + \/ DO MEP

| TRILL | | TRILL |
| Encap/ Decap| | Encap/ Decap
B S + B S +
| End- St ation | | End- St ation
| VLAN & | | VLAN & |
|[Priority | |[Priority |
| Processing | | Processi ng
R + R + <-- |SS
| 802. 1/ 802. 3 | | 802. 1/ 802. 3
| Low Level | | Low Level |
| Control | | Control |
| Frame | | Frame
| Processing, | | Processi ng,
| Port/Link | | Port/Link
| Control | | Control
| Logi c | | Logi c |
I + I +
| 802.3PHY | | 802.3PHY |
| (Physi cal | | (Physi cal
| interface) | | interface) |
B S + B S +
| |
Li nk Li nk

Figure 2: TRILL OAMin RBridge Port MNbdel
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Note that the terns "MEP" and "M P" in the above figure are expl ai ned
in detail in Section 2.6 bel ow.

2. 3. Net wor k, Servi ce, and Fl ow OAM

OAM functions in a TRILL network can be conducted at different
granularity. This gives rise to 'Network’, 'Service', and 'Fl ow
OAM listed in order of finer granularity.

Net wor k OAM rnechani sns provi de fault and perfornmance nmanagenent
functions in the context of a "test’ VLAN or fine-grained | abe

[ RFC7172]. The test VLAN can be thought of as a nanagenent or

di agnostics VLAN that extends to all RBridges in a TRILL network. In
order to account for rmultipathing, Network OAM functions al so nake
use of test flows (both unicast and nulticast) to provide coverage of
the various paths in the network

Servi ce OAM nechani sns provide fault and perfornmance nanagenent
functions in the context of the actual VLAN or fine-grained | abel set
for which end-station service is enabled. Test flows are used here,
as well, to provide coverage in the case of nultipathing.

Fl ow OAM nmechani sns provi de the nost fine-grained fault and
perfornmance managenent capabilities, where OAM functions are
perfornmed in the context of end-station flows within VLANs or fine-
grained labels. Wile Flow OAM provi des the nost granul ar control

it clearly poses scalability challenges if attenpted on | arge nunbers
of fl ows.

2.4. Maintenance Donai ns

The concept of Maintenance Donmai ns, or OAM Donmins, is well known in
the industry. |EEE [802.1Q defines the notion of a Miintenance
Domain as a collection of devices (for exanple, network el ements)
that are grouped for adm nistrative and/or managenent purposes.

Mai nt enance Donmi ns usually delineate trust relationships, varying
addr essi ng schenmes, network infrastructure capabilities, etc.

When mapped to TRILL, a Maintenance Domain is defined as a collection
of RBridges in a network for which connectivity faults and
performance degradation are to be managed by a single operator. Al
RBridges in a given Miintenance Donain are, by definition, nanaged by
a single entity (for exanple, an enterprise or a data center

operator, etc.). [RFC6325] defines the operation of TRILL in a
single 1S-1S area, with the assunption that a single operator nmanages
the network. 1In this context, a single (default) Mintenance Domain
is sufficient for TRILL OAM
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However, when considering scenari os where different TRILL networks
need to be interconnected, for exanple, as discussed in [TRI LL-M],
then the introduction of multiple Mintenance Donai ns, and

Mai nt enance Domai n hi erarchi es, becomes useful to nmap and enforce
adm ni strative boundaries. Wen considering nulti-domain scenarios,
the following rules nust be followed: TRILL OAM Donmai ns nust not
partially intersect but nust either be disjoint or nest to forma

hi erarchy (that is, a higher Miintenance Donmain nay conpletely

encl ose a | ower donmin). A Miintenance Donain is typically
identified by a Domain Nane and a Maintenance Level (a nuneric
identifier). |If two domains are nested, the enconpassi ng domai n nust
be assigned a hi gher M ntenance Level nunber than the encl osed
domain. For this reason, the enconpassing domain is comonly
referred to as the 'higher’ domain, and the encl osed domain is
referred to as the "lower’ domain. OAM functions in the | ower domain
are conpletely transparent to the higher domain. Furthernore, QAM
functions in the higher domain only have visibility to the boundary
of the I ower domain (for exanple, an attenpt to trace the path in the
hi gher domain will depict the entire | ower donmain as a single-hop

bet ween the RBridges that constitute the boundary of that | ower
domain). By the sane token, QOAM functions in the higher donain are
transparent to RBridges that are internal to the | ower domain. The
hi erarchi cal nesting of domains is established through operator
configuration of the RBridges.

T IRy +  emeememeaaaaaan + emmemeeeeeeciaaaas +
| | 1 TRLL || | |
| Site 1 +----+Interconnect +----+ Site 2

| TRILL | RB| Network | RB | TRILL |
| (Level 1) +----+ (Level 2) +----+ (Level 1)

| | |
N T +  emeememeeaeaaan + emmemeemeeeeiiaaas +
e End-to-End Domain-------------------- >
<----Site Donmain----> <--|Interconnect --> <----Site Donmin---->

Donmai n

Figure 3: TRILL OAM Mai nt enance Domai ns
2.5. Mintenance Entity and Mui ntenance Entity G oup

TRILL OAM functions are perfornmed in the context of |ogical endpoint
pairs referred to as Maintenance Entities (ME). A Miintenance Entity
defines a relationship between two points in a TRILL network where
OAM functions (for exanple, nonitoring operations) are applied. The
two points that define a Miintenance Entity are known as M nt enance
End Points (MEPs) -- see Section 2.6 below. The set of Maintenance
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End Points that belong to the same Mai ntenance Domain are referred to
as a Mai ntenance Association (MA). On the network path in between
MEPs, there can be zero or nore internedi ate points, called

Mai nt enance I nternmediate Points (MPs). MEPs can be part of nore
than one ME in a given MA

2.6. MEPs and M Ps

OAM capabilities on RBridges can be defined in ternms of | ogical
groupi ngs of functions that can be categorized into two functional
obj ects: Mintenance End Points (MEPs) and Mai ntenance |ntermnedi ate
Points (MPs). The two are collectively referred to as Mi ntenance
Poi nts (IMPs).

MEPs are the active conmponents of TRILL OAM MEPs source TRILL OAM
nmessages periodically or on-demand based on operator configuration
actions. Furthernore, MEPs ensure that TRILL OAM nessages do not

| eak outside a given Miintenance Dormai n, for exanple, out of the
TRILL network and into end stations. MPs, on the other hand, are
internal to a Maintenance Domain. They are the nore passive
conponents of TRILL OAM primarily responsible for forwarding TRILL
OAM nessages and sel ectively responding to a subset of these
nessages.

The following figure shows the MEP and M P placenent for the
Mai nt enance Donai ns depicted in Figure 3 above.

TRILL Site 1 I nt er connect TRILL Site 2
s S S I S S S

| |
| |RBl|--|RB2|--|RB3|--|RB4|--| RB5|--| RB6| --| RB7| --| RB8| |
I S A S S SR S S S S R e S S
| |

o e e e oo B B R o +
O S | e [ - E>
<E------ l----B><E----1------- |----B><E----- l----- E>

Legend E: MEP I: MP

Figure 4: MEPs and M Ps
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A single RBridge may host multiple MEPs of different technol ogies,

for exanple, TRILL OAM MEP(s) and [802.1Q@ MeEP(s). This does not
nmean that the protocol operation is necessarily consolidated into a
single functional entity on those ports. The protocol functions for
each MEP remai n i ndependent and reside in different shinms in the

RBri dge Port Mbdel of Figure 2: the TRILL OAM MEP resides in the
"TRILL OAM Layer" bl ock whereas a CFM MEP resides in the "End-Station
VLAN & Priority Processing" bl ock.

In the nodel of Section 2.2, a single MEP and/or MP per MA can be
instanti ated per RBridge port. A MEP is further qualified with an
adm nistratively set direction (UP or DOANN), as foll ows:

- An UP MEP sends and recei ves OAM nessages through the RBridge
forwardi ng engine. This neans that an UP MEP effectively
communi cates with MEPs on other RBridges through TRILL interfaces
other than the one that the MEP is configured on.

- A DOMN MEP sends and recei ves OAM nessages through the |ink
connected to the interface on which the MEP i s confi gured.

In order to support TRILL OAM functions on sections, as described in
[ RFC6905], while maintaining the sinplicity of a single TRILL OAM
Mai nt enance Donmin, the TRILL OAM | ayer nmay be inpl enented on a
virtual port with no physical layer (Null PHY). |In this case, the
Down MEP function is not supported, since the virtual port does not
attach to a link; as such, a Dowmn MEP on a virtual port would not be
capabl e of sending or receiving OAM nessages.

A TRILL OAM sol ution that confornms to this framework:

- nust support the MP function on TRILL ports (to support Fault
| sol ation).

- rnmust support the UP MEP function on a TRILL virtual port (to
support QOAM functions on sections, as defined in [ RFC6905]).

- may support the UP MEP function on TRILL ports.
- may support the DOAN MEP function on TRILL ports.
2.7. WMaintenance Point Addressing
TRILL OAM functions nust provide the capability to address a specific

Mai nt enance Point or a set of one or nore Maintenance Points in an
MA. To that end, RBridges need to recognize two sets of addresses:
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3.

3.

- I ndividual MP addresses
-  Goup MP addresses

TRILL OAM wi I | support the Shared MP address nodel, where all MPs on
an RBridge share the same | ndividual MP address. |n other words,

TRI LL OAM nessages can be addressed to a specific RBridge but not to
a specific port on an RBridge.

One cannot discern, from observing the external behavior of an

RBri dge, whether TRILL OAM nmessages are actually delivered to a
certain MP or another entity within the RBridge. The Shared MP
address nodel takes advantage of this fact by allowing MPs in
different RBridge ports to share the sane Individual MP address. The
MPs may still be inplemented as residing on different RBridge ports,
and for the nost part, they have distinct identities.

The Group MP addresses enable the OAM nechanismto reach all the MPs
inagiven MA. Certain OAM functions, for exanple, pruned tree
verification, require addressing a subset of the MPs in an MA. G oup
MP addresses are not defined for such subsets. Rather, the OAM
function in question nust use the G oup MP addresses conbined with an
i ndi cation of the scope of the MP subset encoded in the OAM Message
Channel . This prevents an unwi el dy set of responses to G oup M

addr esses.

OAM Fr ane For mat
1. Moti vati on

In order for TRILL OAM nessages to accurately test the data path,

t hese nessages nmust be transparent to transit RBridges. That is, a
TRI LL OAM nessage nust be indistinguishable froma TRILL Data packet
t hrough nornmal transit RBridge processing. Only the target RBridge,
whi ch needs to process the message, should identify and trap the
packet as a control nessage through nornmal processing. Additionally,
met hods must be provided to prevent OAM packets from bei ng
transmtted out as native franes.

The TRILL OAM packet fornat defined bel ow provi des the necessary
flexibility to exercise the data path as closely as possible to
actual data packets.
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Li nk Header . Variable
| |
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| |
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| TRI LL Header Extensions |
. (i f any) . Variable
| |
I S i i DR S
| DA / SA |\
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|
. . /
| |/
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| QAM Et hertype | 2 bytes
B il i S S S S S T S S
OAM Message Channel . Variable
| |
B i i S S S Tk i o
| |
Link Trailer . Variable

T i e e S S
Fi gure 5: QAM Frane For mat

The TRILL Header and the Link Header and Trailer need to be as
simlar as practical to the TRILL Header and the Link Header and
Trailer of the normal TRILL Data packet corresponding to the traffic
that OAMis testing.

The OAM Et hertype demarcates the boundary between the Fl ow Entropy
field and the OAM Message Channel. The OAM Et hertype is expected at
a determnistic offset fromthe TRILL Header, thereby allow ng
applications to clearly identify the beginning of the OAM Message
Channel . Additionally, it facilitates the use of the same OAM frane
structure by different Ethernet technol ogies.
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The Link Trailer is usually a checksum such as the Ethernet Frame
Check Sequence, which is exanined at a low level very early in the
frame input process and automatically generated as part of the | ow
| evel frame output process. |If the checksumfails, the frane is
normal |y discarded with no higher-Ievel processing.

3.2. Determination of Flow Entropy

The Flow Entropy field is a fixed-length field that is populated with
either real packet data or synthetic data that minics the intended
flow It always starts with a destination and source MAC address
area followed by a Data Label area (either a VLAN or fine-grained

| abel ).

For a Layer 2 flow (that is, non-1P) the Flow Entropy field nust
specify the desired Ethernet header, including the MAC destination
and source addresses as well as a VLAN tag or fine-grained |abel.

For a Layer 3 flow, the Flow Entropy field nust specify the desired
Et hernet header, the | P header, and UDP or TCP header fi el ds,
al t hough the Ethernet-I|ayer header fields are also still present.

Not all fields in the Flow Entropy field need to be identical to the
data flow that the OAM nessage is mmcking. The only requirenent is
for the selected flow entropy to follow the same path as the data
flowthat it is mmcking. |In other words, the selected flow entropy
must result in the same ECMP sel ection or nulticast pruning behavior
or other applicable forwarding paradi gm

When perform ng di agnostics on user flows, the OAM nechani sns nust
all ow the network operator to configure the flow entropy paraneters
(for exanmple, Layer 2 and/or 3) on the RBridge fromwhich the

di agnostic operations are to be triggered.

When runni ng OAM functions over test flows, the TRILL OAM may provi de
a mechani sm for discovering the flow entropy paraneters by querying
the RBridges dynamically, or it nay all ow the network operator to
configure the flow entropy paraneters.

3.2.1. Address Learning and Fl ow Entropy

Edge TRILL Switches, like traditional 802.1 bridges, are required to

| earn MAC address associations. Learning is acconplished either by
snoopi ng data packets or through other nethods. The Fl ow Entropy
field of TRILL QAM nessages mnimics real packets and may inpact the
address-1l earning process of the TRILL data plane. TRILL OAMis
required to provide nethods to prevent any |earning of addresses from
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the Flow Entropy field of OAM nessages that would interfere with
normal TRILL operation. This can be done, for exanple, by
suppressi ng/ preventi ng MAC address | earni ng from QAM nessages.

3.3. (OAM Message Channel

The OAM Message Channel provides nethods to communi cate OAM specific
details between RBridges. CFM[802.1Q and [RFC4379] have

i mpl emrent ed OAM nessage channels. It is desirable to select an
appropriate technol ogy and reuse it, instead of redesigning yet
anot her OAM channel. TRILL is a transport |ayer that carries

Et hernet franes, so the TRILL OAM nodel specified earlier is based on
the CFM [802. 1@ nodel. The use of the CFM[802.1Q encoding fornmat
for the OAM Message Channel is one possible choice. [TRILL-0AM
presents a proposal on the use of CFM[802.1Q payload as the OAM
Message Channel .

3.4. ldentification of OAM Messages

RBri dges nust be able to identify OAM nessages that are destined to
them either individually or as a group, so as to properly process
t hose nessages.

TRILL, as defined in [ RFC6325], does not specify a nethod to identify
OAM nessages. The nost reliable nmethod to identify these nessages,

wi t hout inposing restrictions on the Flow Entropy field, involves

nodi fying the definition of the TRILL Header to include an "Alert"
flag. This flag signals that the content of the TRILL packet is a
control nessage as opposed to user data. The use of such a flag
would not be limted to TRILL OAM and may be | everaged by any ot her
TRILL control protocol that requires in-band behavior. The TRILL
Header currently has two reserved bits that are unused. One of those
bits may be used as the Alert flag. |In order to guarantee accurate

i n-band forwardi ng behavi or, RBridges nust not use the Alert flag in
ECVMP hashi ng decisions. Furthernore, to ensure that this flag

remai ns protocol agnostic, TRILL OAM nechani sns nmust not rely solely
on the Alert flag to identify OAM nessages. Rather, these sol utions
must identify OAM nessages based on the conbination of the Alert flag
and the OAM Et hertype.

Since the above mechani smrequires nodification of the TRILL Header,
it is not backward conpatible. TRILL OAM sol utions should provide
alternate nmethods to identify OAM nessages that work on existing
RBri dge i npl enent ati ons, thereby providing backward conpatibility.
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4.

4.

4.

1

1

Faul t Managenent

Section 4.1 bel ow di scusses proactive fault managenent, and
Section 4.2 discusses on-demand fault nanagenent.

Proactive Fault Managenent Functions

Proactive fault nanagenent functions are configured by the network
operator to run periodically without a time bound or are configured
to trigger certain actions upon the occurrence of specific events.

1. Fault Detection (Continuity Check)

Proactive fault detection is performed by periodically nonitoring the
reachability between service endpoints, that is, MEPs in a given M
t hrough the exchange of Continuity Check nmessages. The reachability
bet ween any two arbitrary MEPs may be nonitored for a specified path,
all paths, or any representative path. The fact that TRI LL networks
do not enforce congruence between uni cast and nulticast paths neans
that the proactive fault detection mechani sm nust provi de procedures
to nonitor the unicast paths independently of the nulticast paths.
Furt hernmore, where the network has ECWP, the proactive fault

det ecti on mechani sm nust be capabl e of exercising the equal -cost
pat hs individually.

The set of MEPs exchanging Continuity Check nessages in a given
domain and for a specific nonitored entity (flow, network, or
service) nust use the same transm ssion period. As long as the fault
det ecti on mechani sminvol ves MEPs transmitting periodi c heartbeat
nmessages i ndependently, then this OAM procedure is not affected by
the lack of forward/reverse path symetry in TRILL.

The proactive fault detection function nmust detect the follow ng
types of defects:

- Loss of continuity to one or nore renote MEPs

- Unexpected connectivity between isolated VLANs or fine-grained
| abel s (m smerge)

- Unexpected connectivity to one or nore renote MEPS

- Msmatch of the Continuity Check transm ssion period between NMEPs
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4.1.2. Defect Indication

TRI LL OAM nust support event-driven defect indication upon the
detection of a connectivity defect. Defect indications can be
categorized into two types; these types are discussed in the
foll owi ng subsecti ons.

4.1.2.1. Forward Defect I|ndication

Forward defect indication is used to signal a failure that is
detected by a | ower-layer OAM nechanism A forward defect indication
is transmtted anay fromthe direction of the failure. For exanple
consider a sinple network conprised of four RBridges connected in
series: RBl, RB2, RB3, and RB4. Both RB1 and RB4 are hosting TRILL
OAM MEPs, whereas RB2 and RB3 have MPs. [|f the link between RB2 and
RB3 fails, then RB2 can send a forward defect indication towards RB1
whil e RB3 sends a forward defect indication towards RB4.

Forward defect indication nmay be used for al arm suppressi on and/ or
for the purpose of interworking with other |ayer QAM protocol s.

Al arm suppression is useful when a transport/network-Ievel fault
translates to nultiple service- or flowlevel faults. In such a
scenario, it is enough to alert a network managenent station (NVB) of
the single transport/network-level fault in lieu of flooding that NVS
with a nultitude of Service or Flow granularity al arns.

4.1.2.2. Reverse Defect Indication (RD)

RDI is used to signal that the advertising MEP has detected a | oss-
of -continuity defect. RDI is transmtted in the direction of the
failure. For exanple, consider the same series network as that in
Section 4.1.2.1. |If RBl detects that is has |ost connectivity to RB4
because it is no longer receiving Continuity Check nessages fromthe
MEP on RB4, then RB1 can transnmit an RDI towards RB4 to informthe
latter of the failure. |If the failure is unidirectional (it is
affecting the direction fromRB4 to RB1), then the RDI enables RB4 to
becone aware of the unidirectional connectivity anonaly.

In the presence of equal -cost paths between MEPs, RDI mnmust be able to
identify on which equal -cost path the failure was detected

RDI al | ows singl e-si ded nmanagenent, where the network operator can

exam ne the state of a single MEP and deduce the overall health of a
monitored entity (network, flow, or service).
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4.2. On-Denmand Fault Managenent Functi ons

On-demand fault managenent functions are initiated manually by the
networ k operator either as a one-time occurrence or as an action/test
that continues for a tinme bound period. These functions enable the
operator to run diagnostics to investigate a defect condition

4.2.1. Connectivity Verification

As specified in [ RFC6905], TRILL OAM nust support on-denmand
Connectivity Verification for unicast and nmulticast. The
Connectivity-Verification nechani sm nust provide a neans for
specifying and carrying in the nessages:

- variable-length payl oad/ padding to test MIU-rel ated connectivity
probl ens.

- test nessage formats as defined in [ RFC2544].
4.2.1.1. Unicast

A uni cast Connectivity Verification operation nmust be initiated from
a MEP and may target either a MP or another MEP. For unicast,
Connectivity Verification can be perforned at either Network or Fl ow
granul arity.

Connectivity verification at the Network granularity tests
connectivity between a MEP on a source RBridge and a MP or MEP on a
target RBridge over a test flowin a test VLAN or fine-grained | abel
The operator nust supply the source and target RBridges for the
operation, and the test VLAN flow i nfornmati on uses pre-set val ues or
def aul t s.

Connectivity Verification at the Flow granularity tests connectivity
between a MEP on a source RBridge and a MP or MEP on a target

RBri dge over an operator-specified VLAN or fine-grained |label with
operator-specified fl ow paraneters.

The above functions nmust be supported on sections, as defined in

[ RFC6905]. When Connectivity Verification is triggered over a
section, and the initiating MEP does not coincide with the edge
(ingress) RBridge, the MEP nust use the edge RBridge ni cknane instead
of the local RBridge nicknane on the associated Connectivity
Verification nessages. The operator nust supply the edge RBridge

ni ckname as part of the operation paraneters.
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4,.2.1.2. Milticast

For multicast, the Connectivity Verification function tests al
branches and | eaf nodes of a multi-destination distribution tree for
reachability. This function should include nmechanisnms to prevent
reply storns fromoverwhelnmng the initiating RBridge. This may be
done, for exanple, by staggering the replies through the introduction
of a randomdelay tinmer, with a preset upper bound, on the respondi ng
RBri dge (CFM [802.1Q uses sinilar mechanisms for Linktrace Reply
messages to nmitigate the load on the originating MEP). The upper
bound on the tiner val ue should be selected by the OAM sol ution to be
| ong enough to accommodate |large distribution trees, while allow ng
the Connectivity Verification operation to conclude within a
reasonable time. To further prevent reply storns, Connectivity
Verification operation is initiated froma MEP and nust target MEPs
only. MPs are transparent to multicast Connectivity Verification

Per [ RFC6905], nulticast Connectivity Verification nust provide the
followi ng granularity of operation

A, Un-pruned Tree

- Connectivity Verification for un-pruned nulti-destination
distribution tree. The operator in this case supplies the
tree identifier (root nicknane) and canpus-w de di agnostic
VLAN or fine-grained | abel

B. Pruned Tree

- Connectivity Verification for a VLAN or fine-grain label in a
given nulti-destination distribution tree. The operator in
this case supplies the tree identifier and VLAN or fine-
grai ned | abel

- Connectivity Verification for an IP nmulticast group in a given
nmul ti-destination distribution tree. The operator in this
case supplies: the tree identifier, VLAN or fine-grained
label, and IP (S, G or (*, Q.

4.2. 2. Fault Isolation

TRILL OAM nust support an on-dermand connectivity fault |ocalization
function. This is the capability to trace the path of a flow on a
hop- by-hop (RBridge-by-RBridge) basis to isolate failures. This

i nvol ves the capability to narrow down the locality of a fault to a
particular port, link, or node. The characteristic of
forward/reverse path asynmetry, in TRILL, renders Fault Isolation
into a direction-sensitive operation. That is, given two RBridges, A
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and B, localization of connectivity faults between themrequires
running Fault |solation procedures fromRBridge Ato RBridge B as
well as fromRBridge B to RBridge A. Generally speaking, single-
sided Fault Isolation is not possible in TRILL QAM

Furt hernmore, TRILL OAM shoul d support Fault I|sol ation over
distribution trees for both un-pruned as well as pruned trees. The
former allows the tracing of all active branches of a tree, whereas
the latter allows tracing of the active subset of branches associ ated
with a given fl ow

5. Performance Monitoring

Performance nonitoring functions are optional in TRILL CAM per

[ RFC6905]. These functions can be perforned both proactively and on-
demand. Proactive managenent involves a scheduling function, where
the performance nonitoring probes can be triggered on a recurring
basis. Since the basic performance nonitoring functions involved are
the sane, we nmake no distinction between proactive and on-denand
functions in this section

5. 1. Packet Loss

G ven that TRILL provides inherent support for nultipoint-to-
mul ti point connectivity, then packet |oss cannot be accurately
measured by neans of counting user data packets. This is because
user packets can be delivered to nore RBridges or nore ports than are
necessary (for exanple, due to broadcast, un-pruned nulticast, or
unknown uni cast flooding). As such, a statistical neans of

approxi mati ng packet loss rate is required. This can be achi eved by
sendi ng "synthetic" (TRILL OAM packets that are counted only by
those ports (MEPs) that are required to receive them This provides
a statistical approximation of the nunber of data franes |ost, even
with nultipoint-to-multipoint connectivity. TR LL QAM nechanisns for
synt heti c packet |oss neasurenent should follow the statistica

consi derations specified in [ MEF35], especially with regard to the
vol unme/ frequency of synthetic traffic generation and associ at ed

i mpact on packet |oss count accuracy.

Packet | oss probes must be initiated froma MEP and nust target a
MEP. This function should be supported on sections, as defined in

[ RFC6905]. When packet loss is neasured over a section, and the
initiating MEP does not coincide with the edge (ingress) RBridge, the
MEP nmust use the edge RBridge nicknane instead of the |local RBridge
ni ckname on the associ ated | oss nmeasurenent nessages. The user nust
supply the edge RBridge nicknane as part of the operation paraneters.
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5.

6.

6.

TRI LL OAM nechani sms shoul d support one-way and two-way Packet Loss
Monitoring. In one-way nonitoring, a source RBridge triggers Packet
Loss Mnitoring nessages to a target RBridge, and the latter is
responsible for calculating the loss in the direction fromthe source
RBridge towards the target RBridge. In two-way nonitoring, a source
RBridge triggers Packet Loss Mnitoring nessages to a target RBridge,
and the latter replies to the source with response nessages. The
source RBridge can then nonitor packet loss in both directions
(source to target and target to source).

Packet Del ay

Packet delay is neasured by inserting tinmestanps in TRILL QAM
packets. In order to ensure high accuracy of neasurenent, TRILL OAM
nmust specify the tinmestanp location at fixed offsets within the QAM
packet in order to facilitate hardware-based tinmestanping. Hardware
i npl enent ati ons mnust i nplement the tinmestanping function as close to
the wire as practical in order to maintain high accuracy.

TRI LL OAM nechani sms shoul d support one-way and two-way Packet Del ay
Monitoring. In one-way nonitoring, a source RBridge triggers Packet
Del ay Monitoring nessages to a target RBridge, and the latter is
responsible for calculating the delay in the direction fromthe
source RBridge towards the target RBridge. This requires
synchroni zati on of the clocks between the two RBridges. |n two-way
nmoni toring, a source RBridge triggers Packet Delay Mnitoring
nmessages to a target RBridge, and the latter replies to the source
wi th response nmessages. The source RBridge can then nonitor packet
delay in both directions (source to target and target to source) as
well as the cunulative round-trip delay. In this case as well,
nmonitoring the delay in a single direction requires clock
synchroni zati on between the two RBridges, whereas nonitoring the
round-trip delay does not require clock synchronization. Mechanisnms
for clock synchronization between RBridges are outside the scope of
this docunent.

Operational and Manageability Considerations

1. TRILL OAM Configuration

RBri dges may be configured to enable TRILL OAM functions via the
devi ce Command Line Interface (CLI) or through one of the defined
managenent protocols, such as the Sinple Network Managenent Protoco
(SNMP) [ RFC3410] or the Network Configuration Protocol (NETCONF)

[ RFC6241] .
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In order to nmaintain the plug-and-play characteristics of TRILL, the
nunber of paranmeters that need to be configured on RBridges, in order
to activate TRILL CAM should be kept to a minimum To that end,

TRI LL OAM nechani sms shoul d rely on default val ues and auto-di scovery
mechani sms (for exanple, leveraging | S-1S) where applicable. The
following is a non-exhaustive list of configuration paraneters that
apply to TRILL OAM

6.1.1. Maintenance Donai n Paraneters

- Mai ntenance Donai n Nane
An al phanuneric nane for the Maintenance Donmain. This is an | ETF
[ RFC2579] DisplayString, with the exception that character codes
0-31 (decimal) are not used. The reconmended default value is the
character string "DEFAULT".

- Mai ntenance Domain Level
An integer in the range 0 to 7 indicating the level at which the
Mai nt enance Domain is to be created. Default value is O.

6.1.2. Miintenance Associ ati on Paraneters

- MA Nane

An al phanuneric nanme that uniquely identifies the Mintenance
Association. This is an | ETF [ RFC2579] DisplayString, with the
exception that character codes 0-31 (decimal) are not used. The
reconmended default value is a character string set to the value
of the VLAN or fine-grained | abel as "vl" or "fgl" concatenated
with the VLAN ID or FG ID as an unsigned decimal integer, for
exanpl e, "vl 42",

- List of MEP Identifiers
Alist of the identifiers of the MEPs that belong to the MA. This
is optional and required only if the operator wants to detect
m ssing MEPs as part of the Continuity Check function.

6.1.3. Mintenance Endpoint Paraneters

- MEP ldentifier
An integer, unique over a given M ntenance Associ ation,
identifying a specific MEP. CFM[802.1Q Ilimts this to the range
1 to 8191. This docunent recomends expanding the range from1l to
65535 so that the RBridge nickname can be used as a default val ue.
This will help keep TRILL OAM I owtouch in ternms of configuration
over head.

- Drection
I ndi cates whether this is an UP MEP or DOWN MEP.
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Sa

.1

.1

4.

5.

Associated Interface
Specifies the interface on which the MEP is configured.

MA Cont ext
Speci fies the Miintenance Association to which the MEP bel ongs.

Continuity Check Paraneters (Applicable per MY

Transm ssion Interva
Indicates the interval at which Continuity Check nessages are sent
by a MEP.

Loss Threshol d

I ndi cat es the nunber of consecutive Continuity Check nmessages that
a MEP nust not receive fromany one of the other MEPs in its MA
before indicating either a MEP failure or a network failure.
Recommended default value is 3.

VLAN, Fine-Gained Label, and Fl ow Paraneters
The VLAN or fine-grained |abel and flow paraneters to be used in
the Continuity Check nessages

Hop Count
The hop count to be used in the Continuity Check nessages.

Connectivity Verification Paraneters (Applicable per Operation)

MA cont ext
Speci fies the Miintenance Association in which the Connectivity
Verification operation is to be perforned.

Target RBridge N cknane (unicast), Tree lIdentifier (multicast),
and I P Multicast G oup

For uni cast, the nicknane of the RBridge that is the target of the
Connectivity Verification operation. For nulticast, the target
Tree ldentifier for un-pruned tree verification or the Tree
Identifier and IP nulticast group (S, G or (*, G for pruned tree
verification.

VLAN, Fine-G ained Label, and Fl ow Paraneters
The VLAN or fine-grained | abel and flow paraneters to be used in
the Connectivity Verification nessage.

Qperation Ti meout Val ue

The tineout on the initiating MEP before the Connectivity
Verification operation is declared to have failed. The
recommended default value is 5 seconds.
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.1

6.

Repeat Count
The nunber of Connectivity Verification nessages that nust be
transmitted per operation. The recommended default value is 1

Hop Count
The hop count to be used in the Connectivity Verification
nessages.

Reply Mode
I ndi cat es whether the response to the Connectivity Verification
operation should be sent in-band or out-of-band.

Scope List (Milticast)
List of MEP lIdentifiers that nust respond to the nessage.

Fault Isolation Parameters (Applicable per Operation)

MA Cont ext
Speci fies the Mintenance Association in which the Fault Isolation
operation is to be perforned.

Target RBridge N cknane (unicast), Tree ldentifier (multicast),
and I P Multicast G oup

For uni cast, the nicknane of the RBridge that is the target of the
Fault Isolation operation. For nulticast, the target Tree
Identifier for un-pruned tree tracing or the Tree ldentifier and
IP nmulticast group (S, G or (*, G for pruned tree tracing.

VLAN, Fine-Gained Label, and Fl ow Paraneters
The VLAN or fine-grain label and flow paraneters to be used in the
Fault |solation nessages.

Operation Ti meout Val ue

The tineout on the initiating MEP before the Fault Isolation
operation is declared to have failed. The recommended default
value is 5 seconds.

Hop Count
The hop count to be used in the Fault Isol ation nmessages.

Reply Mode
I ndi cat es whether the response to the Fault |solation operation
shoul d be sent in-band or out-of-band.

Scope List (Milticast)
List of MEP lIdentifiers that nmust respond to the nessage.
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6. 1.

7.

. 8.

Packet Loss Monitoring

MA Cont ext
Speci fies the Miintenance Association in which the Packet Loss
Monitoring operation is to be perforned.

Target RBridge N ckname
The nicknane of the RBridge that is the target of the Packet Loss
Moni t ori ng operati on.

VLAN, Fine-Gained Label, and Fl ow Paraneters
The VLAN or fine-grained | abel and flow paraneters to be used in
the Packet Loss Mbnitoring nessages.

Transmi ssion Rate
The transnission rate at which the Packet Loss Mbnitoring nessages
are to be sent.

Monitoring Interval
The total duration of tine for which a single Packet Loss
Monitoring probe is to continue.

Repeat Count

The nunber of probe operations to be perfornmed. For on-denand
monitoring, this is typically set to 1. For proactive nonitoring,
this may be set to allow for infinite nonitoring.

Hop Count
The hop count to be used in the Packet Loss Mbnitoring nessages.

Mode
I ndi cat es whet her one-way or two-way | oss neasurenent is required.

Packet Delay Mnitoring

MA Cont ext
Speci fies the Mintenance Association in which the Packet Del ay
Moni toring operation is to be perforned

Target RBridge N ckname
The ni cknane of the RBridge that is the target of the Packet Del ay
Moni t ori ng operation.

VLAN, Fine-Gained Label, and Fl ow Paraneters
The VLAN or fine-grained | abel and flow paraneters to be used in
t he Packet Del ay Monitoring nmessages.

Salam et al. I nf or mat i onal [ Page 27]



RFC 7174 TRI LL OAM Fr anewor k May 2014

- Transm ssion Rate
The transmission rate at which the Packet Delay Mnitoring
nessages are to be sent.

- Monitoring Interval
The total duration of tine for which a single Packet Del ay
Monitoring probe is to continue.

-  Repeat Count
The nunber of probe operations to be performed. For on-denmand
monitoring, this is typically set to 1. For proactive nonitoring
this may be set to allow for infinite nonitoring.

- Hop Count
The hop count to be used in the Packet Delay Mnitoring nessages.
- Mbde
I ndi cat es whet her one-way or two-way del ay neasurenent is
required.

6.2. TRILL OAM Notifications
TRI LL OAM nechani sms shoul d trigger notifications to alert operators
to certain conditions. Such conditions include but are not limted
to:
- Faults detected by proactive nmechanisns.
- Reception of event-driven defect indications.
- Logged security incidents pertaining to the OAM Message Channel .
- Protocol errors (for exanple, as caused by nisconfiguration).
Notifications generated by TRILL OAM nechani snms nmay be via SNWP,
Sysl og nessages [ RFC5424], or any other standard nmanagenent protocol
t hat supports asynchronous notifications.

6.3. Collecting Performance Monitoring Metrics
When perform ng the optional TRILL OAM perfornmance nonitoring
functions, two RBridge designations are involved: a source RBridge
and a target RBridge. The source RBridge is the one fromwhich the
performance nonitoring probe is initiated, and the target RBridge is

the destination of the probe. The goal is to nonitor performance
characteristics between the two RBridges. The RBridge fromwhich the
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networ k operator can extract the results of the probe (the
performance nonitoring netrics) depends on whether one-way or two-way
performance nonitoring functions are perforned:

- In the case of one-way performance nonitoring functions, the
metrics will be available at the target RBridge.

- In the case of two-way performance nonitoring functions, all the
metrics will be available at the source RBridge, and a subset will
be available at the target RBridge. More specifically, netrics in
the direction fromsource to target as well as the direction from
target to source will be available at the source RBridge. Metrics
in the direction fromsource to target will be available at the
target RBridge.

7. Security Considerations
TRI LL OAM nust provi de nechani snms for:

- Preventing denial-of-service attacks caused by exploitation of the
OAM Message Channel, where a rogue device may overload the
RBri dges and the network with OAM nessages. This could lead to
interruption of the OAM services and, in the extrenme case, disrupt
networ k connectivity. Mechanisns such as control -plane policing
conbi ned with shaping or rate limting of OAM nessagi hg can be
enpl oyed to nitigate this.

- Optionally authenticating at comunicating endpoints (MeEPs and
M Ps) that an OAM nessage has originated at an appropriate
conmuni cati ng endpoi nt.

- Preventing TRILL OAM packets from | eaki ng outside of the TRILL
network or outside their correspondi ng Mai ntenance Domain. This
can be done by having MEPs inplenment a filtering function based on
t he Mai ntenance Level associated with received OAM packets.

For general TRILL Security Considerations, see [ RFC6325].
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