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| Pv6 Home Networking Architecture Principles
Abstr act

This text describes evol ving networking technol ogy within residential
hone networks with increasing nunbers of devices and a trend towards
i ncreased internal routing. The goal of this document is to define a
general architecture for |Pv6-based hone networking, describing the
associ ated principles, considerations, and requirenents. The text
briefly highlights specific inplications of the introduction of |Pv6
for home networking, discusses the elenents of the architecture, and
suggests how standard | Pv6 nechani sns and addressi ng can be enpl oyed
in honme networking. The architecture describes the need for specific
protocol extensions for certain additional functionality. It is
assuned that the I Pv6 honme network is not actively nanaged and runs
as an | Pv6-only or dual -stack network. There are no recommendati ons
inthis text for the | Pv4 part of the network.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for infornational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Not all docunents
approved by the | ESG are a candi date for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc7368
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1. Introduction

Thi s docunent focuses on evol ving networking technol ogy within
residential home networks with increasing nunbers of devices and a
trend towards increased internal routing, as well as the associ ated
chal l enges with their deploynment and operation. There is a grow ng
trend in hone networking for the proliferation of networking
technol ogy through an increasingly broad range of devices and nedi a.
This evolution in scale and diversity sets requirenents on | ETF
protocols. Sonme of these requirenents relate to the introduction of

| Pv6, while others relate to the introduction of specialised networks
for home autonmation and sensors.

While at the tinme of witing sonme conpl ex honme network topol ogi es
exist, nost are relatively sinple single subnet networks and

ostensi bly operate using just IPv4. VWhile there may be IPv6 traffic
within the network, e.g., for service discovery, the honenet is
provi sioned by the ISP as an | Pv4 network. Such networks al so
typically enploy solutions that should be avoided, such as private

[ RFC1918] addressing with (cascaded) Network Address Translation
(NAT) [RFC3022], or they may require expert assistance to set up

In contrast, emerging | Pv6-capable honme networks are very likely to
have nultiple internal subnets, e.g., to facilitate private and guest
net wor ks, heterogeneous link |layers, and smart grid conponents, and
have enough address space available to allow every device to have a
gl obal ly uni que address. This inplies that internal routing
functionality is required, and that the honenet’s ISP del egates a

| arge enough address block, to allow assignnent of a prefix to each
subnet in the honme network.

It is not practical to expect honme users to configure their networks.
Thus, the assunption of this docunment is that the honenet is as far
as possi bl e sel f-organising and self-configuring, i.e., it should
function w thout proactive managenment by the residential user

The architectural constructs in this docunent are focused on the
probl ens to be solved when introducing IPv6, with an eye towards a
better result than what we have today with IPv4, as well as ainming
for a nore consistent solution that addresses as many of the
identified requirenments as possible. This docunment ains to provide
the basis and guiding principles for how standard | Pv6 nechani sns and
addr essi ng [ RFC2460] [ RFC4291] can be enployed i n home networKki ng,
whil e coexisting with existing | Pv4d mechanisms. I n energing dual -
stack home networks, it is vital that introducing | Pv6 does not
adversely affect |Pv4 operation. W assune that the | Pv4 network
architecture in home networks is what it is and cannot be nodified by
new reconmendations. This docunent does not discuss how | Pv4 hone
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net wor ks provi sion or deliver support for nmultiple subnets. It
shoul d not be assuned that any future new functionality created with
IPv6 in mind will be backward compatible to include | Pv4 support.
Furt her, future depl oynments, or specific subnets within an otherw se
dual - stack home network, may be | Pv6-only, in which case
considerations for IPv4 inpact would not apply.

Thi s docunent proposes a baseline honenet architecture, using
protocol s and inplenentations that are as far as possible proven and
robust. The scope of the document is primarily the network-Iayer
technol ogi es that provide the basic functionality to enable
addressi ng, connectivity, routing, namng, and service discovery.
Wiile it may, for exanple, state that honenet conponents nust be
sinmple to deploy and use, it does not discuss specific user

i nterfaces, nor does it discuss specific physical, wireless, or data-
i nk-1ayer considerations. Likew se, we also do not specify the
whol e design of a honmenet router fromtop to bottom rather, we focus
on the Layer 3 aspects. This neans that Layer 2 is largely out of
scope, we're assuning a data-link layer that supports IPv6 is
present, and we react accordingly. Any |Pv6-over-Foo definitions
occur el sewhere.

[ RFC7084], which has obsol eted [ RFC6204], defines basic requirenments
for Custonmer Edge (CE) routers. The update includes the definition
of requirements for specific transition tools on the CE router
specifically Dual-Stack Lite (DS-Lite) [RFC6333] and | Pv6 Rapid

Depl oyment on | Pv4 Infrastructures (6rd) [RFC5969]. Such detail ed
specification of CE router devices is considered out of scope of this
architecture docunent, and we assune that any required update of the
CE router device specification as a result of adopting this
architecture will be handled as separate and specific updates to

t hese existing docunents. Further, the scope of this text is the

i nternal honenet, and thus specific features on the WAN side of the
CE router are out of scope for this text.

1.1. Term nol ogy and Abbreviations

In this section, we define terni nol ogy and abbrevi ati ons used
t hroughout the text.

o Border: A point, typically resident on a router, between two
networks, e.g., between the nmain internal honenet and a guest
network. This defines a point(s) at which filtering and
forwarding policies for different types of traffic may be applied.

o0 CE router: Custoner Edge router. A border router intended for use

in a honenet. A CE router connects the honenet to a service
provi der networKk.
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0 FQN:. Fully Qualified Domain Nane. A globally unique nane.

0 Cuest network: A part of the home network intended for use by
visitors or guests to the honme(net). Devices on the guest network
may typically not see or be able to use all services in the
hone( net).

0 Homenet: A home network, conprising host and router equipnent,
with one or nore CE routers providing connectivity to a service
provi der network(s).

0 |ISP: Internet Service Provider. An entity that provides access to
the Internet. |In this docunent, a service provider specifically
of fers Internet access using | Pv6 and nay al so offer | Pv4 Internet
access. The service provider can provide such access over a
variety of different transport methods such as DSL, cabl e,
wi rel ess, and ot hers.

0 LLN Low power and Lossy NetworKk.
0 LQDN: Locally Qualified Domain Name. A nane |ocal to the honenet.

0 NAT: Network Address Translation. Typically referring to | Pv4
Net wor k Address Port Transl ation (NAPT) [ RFC3022].

0 NPTv6: |Pv6-to-1Pv6 Network Prefix Translation [ RFC6296].
o PCP: Port Control Protocol [RFC6887].

0 Realm A network delimted by a defined border. A guest network
within a honenet may formone realm

o ’'Sinple Security’: Defined in [ RFC4864] and expanded further in
[ RFC6092] ; describes reconmended perineter security capabilities
for I Pv6 networks.

o ULA: |IPv6 Unique Local Address [RFC4193].
0o VM Virtual Machine.

2. FEffects of 1 Pv6 on Hone Networking
While I Pv6 resenbles IPv4 in many ways, there are sone notable
differences in the way it may typically be deployed. 1t changes
address all ocation principles, making nulti-addressing the norm and
through the vastly increased address space, it allows globally unique

I P addresses to be used for all devices in a home network. This
section presents an overview of sone of the key inplications of the
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i ntroduction of IPv6 for hone networking that are sinultaneously both
promni sing and probl emati c.

2.1. Miltiple Subnets and Routers

Whil e sinple Layer 3 topol ogies involving as few subnets as possible
are preferred in hone networks, the incorporation of dedicated
(routed) subnets renmins necessary for a variety of reasons. For

i nstance, an increasingly common feature in nodern honme routers is
the ability to support both guest and private network subnets.

Li kewi se, there may be a need to separate hone automation or
corporate extension LANs (whereby a hone worker can have their
corporate network extended into the hone using a virtual private
networ k, comonly presented as one port on an Ethernet device) from
the main Internet access network, or different subnets may in genera
be associated with parts of the homenet that have different routing
and security policies. Further, link-layer networking technology is
poi sed to becone nore heterogeneous as networks begin to enpl oy both
tradi tional Ethernet technology and link |ayers designed for Low
power and Lossy Networks (LLNs), such as those used for certain types
of sensor devices. Constraining the flow of certain traffic from

Et hernet links to links of much | ower capacity thus beconmes an

i mportant topic.

The introduction of I Pv6 for home networking nakes it possible for
every honme network to be del egated enough address space fromits ISP
to provision globally unique prefixes for each such subnet in the
hone. VWhile the nunber of addresses in a standard /64 1Pv6 prefix is
practically unlimted, the nunber of prefixes avail able for
assignnent to the honme network is not. As a result, the growh

i nhibitor for the home network shifts fromthe nunber of addresses to
t he nunber of prefixes offered by the provider; this topic is

di scussed in BCP 157 [ RFC6177], which reconmends that "end sites

al ways be able to obtain a reasonabl e anount of address space for
their actual and pl anned usage."

The addition of routing between subnets raises a nunber of issues.
One is a method by which prefixes can be efficiently allocated to
each subnet, wi thout user intervention. Another issue is howto

ext end nmechani snms such as zero-configuration service discovery that
currently only operate within a single subnet using |ink-1oca
traffic. In a typical |IPv4d honme network, there is only one subnet,
so such nechani sms woul d nornal ly operate as expected. For nulti-
subnet |1 Pv6 hone networks, there are two broad choices to enabl e such
protocols to work across the scope of the entire honenet: extend

exi sting protocols to work across that scope or introduce proxies for
exi sting link-layer protocols. This topic is discussed in

Section 3.7.
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2.2. dobal Addressability and Elimnation of NAT

The possibility for direct end-to-end comunication on the |nternet
to be restored by the introduction of IPv6 is, on the one hand, an

i ncredi bl e opportunity for innovation and sinpler network operation
but on the other hand, it is also a concern as it potentially exposes
nodes in the internal networks to recei pt of unwanted and possibly
mal i cious traffic fromthe Internet.

Wth devices and applications able to talk directly to each ot her
when they have globally uni que addresses, there may be an expectation
of inproved host security to conpensate for this. 1t should be noted
that many devices may (for exanple) ship with default settings that
make themreadily vulnerable to conprom se by external attackers if

gl obally accessible, or they may sinply not be robust by design
because it was assuned that either such devices would only be used on
private networks or the devices don’t have the conputing power to
apply the necessary security nmethods. |In addition, the upgrade cycle
for devices (or their firmvare) nay be slow and/or | ack auto-update
nmechani sns.

It is thus inportant to distinguish between addressability and
reachability. Wile IPv6 offers global addressability through the
use of globally unique addresses in the home, whether devices are
gl obally reachable or not would depend on any firewall or filtering
configuration, and not, as is comonly the case with |Pv4, the
presence or use of NAT. In this respect, |IPv6 networks may or may
not have filters applied at their borders to control such traffic,
i.e., at the honenet CE router. [RFC4864] and [ RFC6092] discuss such
filtering and the nerits of 'default allow against 'default deny’
policies for external traffic initiated into a honenet. This topic
is discussed further in Section 3.6. 1.

2.3. Milti-Addressing of Devices

In an I Pv6 network, devices will often acquire nultiple addresses,
typically at least a link-local address and one or nore globally

uni que addresses (GUAs). Wiere a honenet is nultihoned, a device
woul d typically receive a GUA fromw thin the del egated prefix from
each upstream | SP. Devices may al so have an I Pv4 address if the
network i s dual stack, an IPv6 Unique Local Address (ULA) [RFC4193]
(see below), and one or nore | Pv6 privacy addresses [ RFC4941].

It should thus be considered the normfor devices on | Pv6 hone
networks to be nulti-addressed and to need to nake appropriate
address sel ection decisions for the candi date source and destination
address pairs for any given connection. In multihom ng scenari os,
nodes will be configured with one address from each upstream | SP
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prefix. |In such cases, the presence of upstreamingress filtering as
described in BCP 38 [ RFC2827] requires such multi-addressed nodes to
sel ect the correct source address to be used for the correspondi ng
uplink. Default address selection for IPv6 [ RFC6724] provides a
solution for this, but a challenge here is that the node nmay not have
the information it needs to nmake that decision based on addresses
alone. W discuss this challenge in Section 3.2.4.

2.4. Unique Local Addresses (ULAs)

[ RFC4193] defines ULAs for |IPv6 that may be used to address devices
within the scope of a single site. Support for ULAs for |IPv6 CE
routers is described in [RFC7084]. A hone network running | Pv6
shoul d depl oy ULAs al ongside its globally unique prefix(es) to allow
st abl e comuni cati on between devices (on different subnets) w thin
the honenet where that externally allocated globally unique prefix
may change over tinme, e.g., due to renunbering within the
subscriber’s ISP, or where external connectivity nmay be tenporarily
unavail able. A honenet using provider-assigned gl obal addresses is
exposed to its ISP renunbering the network to a nuch | arger degree
t han before whereas, for |Pv4, NAT isolated the user against |SP
renunbering to sone extent.

Wil e setting up a network, there may be a period where it has no
external connectivity, in which case ULAs would be required for

i nter-subnet comunication. |In the case where home autonmation
networ ks are being set up in a new hone/ depl oynent (as early as
during construction of the hone), such networks will likely need to

use their own /48 ULA prefix. Depending upon circunstances beyond
the control of the owner of the honenet, it may be inpossible to
renunber the ULA used by the hone autonmation network so routing

bet ween ULA /48s may be required. Al so, sone devices, particularly
constrai ned devices, may have only a ULA (in addition to a |ink-

I ocal), while others may have both a GUA and a ULA

Note that unlike private | Pv4 space as described in RFC 1918, the use
of ULAs does not inply use of an IPv6 equivalent of a traditiona

| Pv4 NAT [ RFC3022] or of NPTv6 prefix-based NAT [ RFC6296]. Wen an
| Pv6 node in a honmenet has both a ULA and a gl obally unique |Pv6
address, it should only use its ULA address internally and use its
additional globally unique |IPv6 address as a source address for
external comuni cations. This should be the natural behavi our given
support for default address selection for |Pv6 [RFC6724]. By using
such gl obally uni que addresses between hosts and devices in renote
networ ks, the architectural cost and conplexity, particularly to
applications, of NAT or NPTv6 transl ation are avoi ded. As such
neither 1 Pv6 NAT nor NPTv6 is recommended for use in the honenet
architecture. Further, the honenet border router(s) should filter
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packets with ULA source/destination addresses as discussed in
Section 3.4.2.

Devices in a honmenet nay be given only a ULA as a neans to restrict
reachability from outside the honenet. ULAs can be used by default
for devices that, without additional configuration (e.g., via a web
interface), would only offer services to the internal network. For
exanple, a printer mght only accept incom ng connections on a ULA
until configured to be globally reachable, at which point it acquires
a global IPv6 address and nmay be advertised via a gl obal nanme space.

Where both a ULA and a global prefix are in use, the ULA source
address is used to comunicate with ULA destination addresses when
appropriate, i.e., when the ULA source and destination lie within the
/48 ULA prefix(es) known to be used within the same honenet. In
cases where nultiple /48 ULA prefixes are in use within a single
honenet (perhaps because nultiple honenet routers each independently
aut o-generate a /48 ULA prefix and then share prefix/routing
information), utilising a ULA source address and a ULA destination
address fromtwo disjoint internal ULA prefixes is preferable to
usi ng GUAs.

VWil e a honenet shoul d operate correctly with two or nore /48 ULAs
enabl ed, a nmechanismfor the creation and use of a single /48 ULA
prefix is desirable for addressing consistency and policy

enf or cenent .

A counter argunent to using ULAs is that it is undesirable to
aggressively deprecate gl obal prefixes for tenporary |oss of
connectivity, so for a host to lose its gl obal address, there would
have to be a connection breakage | onger than the | ease period, and
even then, deprecating prefixes when there is no connectivity may not
be advisable. However, it is assumed in this architecture that
honenets shoul d support and use ULAs.

2.5. Avoiding Manual Configuration of |IP Addresses

Some | Pv4 hone networ ki ng devi ces expose | Pv4 addresses to users,
e.g., the IPv4 address of a hone IPv4 CE router that nay be
configured via a web interface. 1In potentially conplex future |Pv6
honenets, users should not be expected to enter IPv6 litera

addresses in devices or applications, given their nmuch greater length
and t he apparent randommess of such addresses to a typical hone user.
Thus, even for the sinplest of functions, sinple naning and the
associated (minimal, and ideally zero configuration) discovery of
services are inperative for the easy depl oynent and use of honenet
devi ces and applications.
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2.6. |Pv6-Only Qperation

It is likely that I Pv6-only networking will be deployed first in new
hone networ k depl oynents, often referred to as 'greenfield
scenari os, where there is no existing | Pv4 capability, or perhaps as
one el enent of an otherw se dual -stack network. Running |Pv6-only
adds additional requirenments, e.g., for devices to get configuration
information via | Pv6 transport (not relying on an | Pv4d protocol such
as | Pv4 DHCP) and for devices to be able to initiate conmunications
to external devices that are | Pv4-only.

Sonme specific transition technol ogies that nay be depl oyed by the
honenet’s ISP are discussed in [RFC7084]. |In addition, certain other
functions may be desirable on the CE router, e.g., to access content
in the IPv4 Internet, NAT64 [ RFC6144] and DNS64 [ RFC6145] may be
appl i cabl e.

The wi despread availability of robust solutions to these types of
requirenents will help accelerate the uptake of |Pv6-only honmenets.
The specifics of these are, however, beyond the scope of this
docunent, especially those functions that reside on the CE router

3. Honenet Architecture Principles

The aimof this text is to outline howto construct advanced | Pv6-
based honme networks involving multiple routers and subnets using
standard | Pv6 addressing and protocols [ RFC2460] [ RFC4291] as the
basis. As described in Section 3.1, solutions should as far as
possi bl e reuse existing protocols and m nim se changes to hosts and
routers, but sone new protocols or extensions are likely to be
required. In this section, we present the el enents of the proposed
home networking architecture with discussion of the associated design
principl es.

In general, home network equi prment needs to be able to operate in
networks with a range of different properties and topol ogi es, where
hone users nmay plug conponents together in arbitrary ways and expect
the resulting network to operate. Significant manual configuration
is rarely, if at all, possible or even desirable given the know edge
| evel of typical honme users. Thus, the network should, as far as
possi bl e, be self-configuring, though configuration by advanced users
shoul d not be precl uded.
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The honenet needs to be able to handle or provision at |east the
fol | owi ng:

0 Routing

o Prefix configuration for routers
o Name resolution

0 Service discovery

0 Network security

The renmai nder of this docunment describes the principles by which the
hormenet architecture may deliver these properties.

3.1. Ceneral Principles

There is little that the Internet standards community can do about

t he physical topologies or the need for sone networks to be separated
at the network layer for policy or link-layer conpatibility reasons.
However, there is a lot of flexibility in using |IP addressing and

i nternetwor ki ng mechani snms. This text di scusses how such flexibility
shoul d be used to provide the best user experience and ensure that
the network can evolve with new applications in the future. The
principles described in this text should be foll owed when desi gni ng
honenet protocol solutions.

3.1.1. Reuse Existing Protocols

Exi sting protocols will be used to neet the requirenents of hone
networks. Were necessary, extensions will be nade to those
protocols. When no existing protocol is found to be suitable, a new
or energing protocol may be used. Therefore, it is inportant that no
design or architectural decisions be made that woul d preclude the use
of new or energing protocols.

A general ly conservative approach, giving weight to running (and
avai l abl e) code, is preferable. Were new protocols are required,
evi dence of conmmtnment to inplenmentation by appropriate vendors or
devel opment conmmunities is highly desirable. Protocols used should
be backward conpati bl e and forward conpati bl e where changes are nade
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3.1.2. Mninise Changes to Hosts and Routers

In order to maxi nise the deployability of new honmenets, any

requi renent for changes to hosts and routers should be m nimsed
wher e possi bl e; however, solutions that, for exanple, increnentally
i mprove capability via host or router changes may be acceptable.
There nay be cases where changes are unavoi dable, e.g., to allow a
gi ven honenet routing protocol to be self-configuring or to support
routi ng based on source addresses in addition to destination
addresses (to inprove nultihom ng support, as discussed in

Section 3.2.4).

3.2. Honenet Topol ogy

Thi s section considers honmenet topol ogies and the principles that may
be applied in designing an architecture to support as wi de a range of
such topol ogi es as possi bl e.

3.2.1. Supporting Arbitrary Topol ogi es

There should ideally be no built-in assunptions about the topology in
hone networks, as users are capable of connecting their devices in
“ingenious’ ways. Thus, arbitrary topologies and arbitrary routing
will need to be supported, or at least the failure node for when the
user nakes a nistake should be as robust as possible, e.g.
deactivating a certain part of the infrastructure to allow the rest
to operate. In such cases, the user should ideally have sonme usefu

i ndi cation of the failure node encountered.

There should be no topol ogy scenarios that cause a | oss of
connectivity, except when the user creates a physical island within
the topol ogy. Sone potentially pathol ogical cases that can be
created include bridging ports of a router together; however, this
case can be detected and dealt with by the router. Loops within a
routed topology are in a sense good in that they offer redundancy.
Topol ogi es that include potential bridging | oops can be dangerous but
are al so detectable when a switch | earns the Media Access Control
(MAC) address of one of its interfaces on another or runs a spanning
tree or link-state protocol. It is only topologies with such
potential |oops using sinple repeaters that are truly pathol ogical

The topol ogy of the honenet nmay change over tine, due to the addition
or renoval of equipnent but also due to tenporary failures or
connectivity problems. |In sonme cases, this may lead to, for exanple,
a mul ti honed honenet being split into two isolated honenets or, after
such a fault is remedied, two isolated parts reconfiguring back to a
si ngl e networ k.
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3.2.2. Network Topol ogy Mdels

As hinted above, while the architecture may focus on likely common
topol ogies, it should not preclude any arbitrary topol ogy from being
construct ed.

At the time of witing, nost |Pv4 honme network nodels tend to be
relatively sinple, typically a single NAT router to the ISP and a
single internal subnet but, as discussed earlier, evolution in
network architectures is driving nore conpl ex topol ogies, such as the
separation of guest and private networks. There may al so be sone
cascaded | Pv4 NAT scenarios, which we nention in the next section

For | Pv6 honenets, the network architectures described in [ RFC7084]
shoul d, as a mininmum be supported.

There are a nunber of properties or attributes of a home network that
we can use to describe its topol ogy and operation. The follow ng
properties apply to any | Pv6 hone network:

0 Presence of internal routers. The honenet nay have one or nore
internal routers or may only provide subnetting frominterfaces on
the CE router.

0 Presence of isolated internal subnets. There nmay be isol ated
i nternal subnets, with no direct connectivity between themwithin
the honenet (with each having its own external connectivity).
I sol ati on may be physical or inplenented via | EEE 802.1q VLANS.
The latter is, however, not sonething a typical user would be
expected to configure.

0 Denmarcation of the CE router. The CE router(s) nmay or nmay not be
managed by the ISP. |If the demarcation point is such that the
customer can provide or manage the CE router, its configuration
must be sinple. Both nodels nmust be supported.

Various forns of nmultihonming are likely to becone nore prevalent with
| Pv6 honme networks, where the honenet nmay have two or nore externa

| SP connections, as discussed further below. Thus, the follow ng
properties should al so be considered for such networks:

0 Number of upstream providers. The majority of honme networks today
consist of a single upstream|SP, but it nay becone nore conmon in
the future for there to be nultiple | SPs, whether for resilience
or provision of additional services. Each would offer its own
prefix. Some may or may not provide a default route to the public
I nternet.
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0 Nunber of CE routers. The honenet nay have a single CE router
whi ch nmight be used for one or nore providers, or nultiple CE
routers. The presence of multiple CE routers adds additiona
conmplexity for multihom ng scenarios and protocols |ike PCP that
may need to nmanage connection-oriented state mappings on the same
CE router as used for subsequent traffic flows.

In the followi ng sections, we give sone exanples of the types of
hormenet topol ogies we may see in the future. This is not intended to
be an exhaustive or conplete list but rather an indicative one to
facilitate the discussion in this text.

3.2.2.1. A Single ISP, Single CE Router, and Internal Routers

Figure 1 shows a home network with nmultiple [ocal area networks

These may be needed for reasons relating to different |ink-Iayer
technol ogies in use or for policy reasons, e.g., classic Ethernet in
one subnet and an LLN link-layer technology in another. 1In this
exanple, there is no single router that a priori understands the
entire topology. The topology itself nay also be conplex, and it may
not be possible to assune a pure tree form for instance (because
hone users may plug routers together to formarbitrary topol ogies,

i ncluding those with potential |oops in them
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Figure 1
In this diagram there is one CE router. It has a single uplink
interface. It has three additional interfaces connected to Network

A, Link F, and Network B. The IPv6 Internal Router (IR) has four
interfaces connected to Link F, Network C, Network D, and Network E.
Network B and Network E have been bridged, likely inadvertently.
This could be as a result of connecting a wire between a switch for
Network B and a switch for Network E.
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Any of | ogical Networks A through F might be wired or wreless.
Where nultiple hosts are shown, this m ght be through one or nore
physical ports on the CE router or IPv6 (IR, wireless networks, or
through one or nore Ethernet switches that are Layer 2 only.

3.2.2.2. B Two ISPs, Two CE Routers, and Shared Subnet

S e S e + S e S e + \
| Service | | Service | \
| Provider A | | Provider B | | Service
| Rout er | | Rout er | | Provider
Hom - - Fom e oo - + F - F - + | Network
| | /
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R e i R +--- | Network(s)
| | | | \
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|1 Pv6 Host | |1 Pv6 Host | | 1Pv6 Host| |IPv6 Host | /
| HL | | H2 | | H3 || HA |/
Fom e e - R SRR + Fom e e - R SRR +
Figure 2
Figure 2 illustrates a multihomed honenet nodel, where the custoner

has connectivity via CE router 1 to ISP A and via CE router 2 to ISP
B. This exanple shows one shared subnet where | Pv6 nodes woul d
potentially be nultihomed and receive nultiple IPv6 gl obal prefixes,
one per ISP. This nodel nay al so be conbined with that shown in
Figure 1 to create a nore conplex scenario with nultiple interna
routers. O, the above shared subnet may be split in two, such that
each CE router serves a separate isolated subnet, which is a scenario
seen with sone | Pv4 networks today.
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3.2.2.3. C Two I SPs, One CE Router, and Shared Subnet
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Figure 3
Figure 3 illustrates a nodel where a hone network may have multiple

connections to nmultiple providers or nmultiple |ogical connections to
the sane provider, with shared internal subnets.

3.2.3. Dual -Stack Topol ogi es

For the imediate future, it is expected that nost homenet

depl oynents will be dual -stack I Pv4/1Pv6. In such networks, it is
i mportant not to introduce new | Pv6 capabilities that would cause a
failure if used al ongsi de | Pv4+NAT, given that such dual -stack
honenets will be comonplace for sonme tine. That said, it is
desirable that 1 Pv6 works better than IPv4 in as many scenari os as
possi ble. Further, the honenet architecture nust operate in the
absence of | Pv4.

A general recommendation is to follow the sane topol ogy for |Pv6 as
is used for I Pv4 but not to use NAT. Thus, there should be routed

| Pv6 where an | Pv4 NAT is used, and where there is no NAT, routing or
bridgi ng may be used. Routing may have advantages when conpared to
bridgi ng toget her high- and | ower-speed shared nmedia, and in
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addition, bridging my not be suitable for sone networks, such as ad
hoc nobil e networKks.

In sone cases, |Pv4 honme networks may feature cascaded NATs. End
users are frequently unaware that they have created such networks, as
"honme routers’ and 'honme switches’ are frequently confused. In
addition, there are cases where NAT routers are included within
Virtual Machi ne Hypervisors or where Internet connection-sharing
services have been enabl ed. This docunent applies equally to such

hi dden NAT 'routers’. |Pv6-routed versions of such cases will be
required. W should thus also note that routers in the honenet may
not be separate physical devices; they nay be enbedded wi thin other
devi ces.

3.2.4. Miltihon ng

A homenet may be multihoned to nultiple providers, as the network
nodel s above illustrate. This nmay take a formwhere there are either
multiple isolated networks within the hone or a nore integrated
networ k where the connectivity selection needs to be dynanic

Current practice is typically of the former kind, but the latter is
expected to beconme nore comonpl ace.

In the general honenet architecture, nultihoned hosts should be

mul ti-addressed with a global |Pv6 address fromthe global prefix
del egated from each ISP they communicate with or through. Wen such
mul ti-addressing is in use, hosts need sone way to pick source and
destination address pairs for connections. A host nmay choose a
source address to use by various nethods, nost commonly [ RFC6724].
Applications may of course do different things, and this should not
be precl uded.

For the single CE Router Network Model Cillustrated above,

mul ti homi ng may be of fered by source-based routing at the CE router.
Wth multiple exit routers, as in CE Router Network Mddel B, the
conplexity rises. Gven a packet with a source address on the hone
networ k, the packet nust be routed to the proper egress to avoid
ingress filtering as described in BCP 38 if exiting through the wong
ISP. It is highly desirable that the packet is routed in the nost
efficient manner to the correct exit, though as a m ni mrum requirenment
t he packet should not be dropped.

The honenet architecture should support both the above nodels, i.e.
one or nore CE routers. However, the general nultihomng problemis
broad, and sol utions suggested to date within the | ETF have i ncl uded
conmpl ex architectures for nmonitoring connectivity, traffic

engi neering, identifier-locator separation, connection survivability
across nultihom ng events, and so on. It is thus inportant that the
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honenet architecture should as far as possible ninimse the
conplexity of any nultihonmi ng support.

An exanpl e of such a ’sinpler’ approach has been docunented in

[ RFC7157]. Alternatively, a flooding/routing protocol could
potentially be used to pass information through the honenet, such
that internal routers and ultimately end hosts could | earn per-prefix
configuration information, allow ng better address sel ection
decisions to be made. However, this would inply router and, nost
likely, host changes. Another avenue is to introduce support

t hroughout the homenet for routing that is based on the source as
wel |l as the destination address of each packet. While greatly
improving the "intelligence’ of routing decisions within the honenet,
such an approach would require relatively significant router changes
but avoi d host changes.

As expl ai ned previously, while NPTv6 has been proposed for providing
mul ti hom ng support in networks, its use is not reconmended in the
homenet architecture.

It should be noted that sone nultihom ng scenarios nmay see one
upstream being a "wall ed garden" and thus only appropriate for
connectivity to the services of that provider; an exanple may be a
VPN service that only routes back to the enterprise business network
of a user in the honenet. As per Section 4.2.1 of [RFC3002], we do
not specifically target walled-garden nultihonming as a goal of this
docunent .

The honenet architecture should al so not preclude use of host or
application-oriented tools, e.g., Shinmb [ RFC5533], Multipath TCP
(MPTCP) [ RFC6824], or Happy Eyeballs [RFC6555]. In general, any

i ncrenental inprovenents obtained by host changes shoul d give benefit
for the hosts introducing them but should not be required.

3.2.5. Mbility Support

Devi ces nay be nobile within the honenet. Wile resident on the sane
subnet, their address will remain persistent, but shoul d devices nove
to a different (wireless) subnet, they will acquire a new address in
that subnet. It is desirable that the homenet supports interna
device mobility. To do so, the honenet may either extend the reach
of specific wireless subnets to enable wreless roanm ng across the
hone (availability of a specific subnet across the hone) or support
nmobility protocols to facilitate such roam ng where nultiple subnets
are used.

Chown, et al. I nf or mat i onal [ Page 20]



RFC 7368 | Pv6 Home Networking Cct ober 2014

3.3. A Self-Organising Network

The home network infrastructure should be naturally self-organising
and sel f-configuring under different circunstances relating to the
connectivity status to the Internet, nunber of devices, and physica
topology. At the sane tine, it should be possible for advanced users
to manual |y adjust (override) the current configuration

Wil e a goal of the homenet architecture is for the network to be as
sel f-organi sing as possible, there may be instances where sone manua
configuration is required, e.g., the entry of a cryptographic key to
apply wireless security or to configure a shared routing secret. The
latter nmay be rel evant when considering how to bootstrap a routing
configuration. It is highly desirable that the nunber of such
configurations is mnimsed.

3.3.1. Differentiating Neighbouring Homenets

It is inmportant that self-configuration with ’'unintended devices be
avoi ded. There should be a way for a user to adm nistratively assert
in a sinple way whether or not a device belongs to a given honenet.
The goal is to allow the establishnent of borders, particularly

bet ween two adj acent honenets, and to avoid unauthorised devices from
participating in the honenet. Such an authorisation capability may
need to operate through nmultiple hops in the honenet.

The honenet should thus support a way for a homenet owner to claim
ownership of their devices in a reasonably secure way. This could be
achi eved by a pairing nechani smby, for exanple, pressing buttons

si mul taneously on an authenticated and a new honenet device or by an
enrol | nent process as part of an autononic networking environnent.

Wil e there may be scenarios where one honenet may w sh to
intentionally gain access through another, e.g., to share externa
connectivity costs, such scenarios are not discussed in this
docunent .

3.3.2. Largest Practical Subnets

Today’ s | Pv4 honme networks generally have a single subnet, and early
dual - stack depl oynents have a single congruent |Pv6 subnet, possibly
with sonme bridging functionality. More recently, sone vendors have
started to introduce 'hone’ and 'guest’ functions, which in | Pv6
woul d be inplenented as two subnets.

Future home networks are highly likely to have one or nore interna

routers and thus need nmultiple subnets for the reasons descri bed
earlier. As part of the self-organisation of the network, the
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honenet shoul d subdivide itself into the |argest practical subnets
that can be constructed within the constraints of |ink-Iayer

nmechani snms, bridgi ng, physical connectivity, and policy, and where
appl i cabl e, performance or other criteria. |In such subdivisions, the
| ogi cal topology may not necessarily match the physical topol ogy.
This text does not, however, nake reconmendations on how such
subdi vi sion should occur. It is expected that subsequent docunents
will address this problem

VWhile it may be desirable to naxim se the chance of |ink-1oca
protocol s operating across a honenet by maxinm sing the size of a
subnet, mnulti-subnet honme networks are inevitable, so their support
nust be included.

3.3.3. Handling Varying Link Technol ogi es

Honenets tend to grow organically over nmany years, and a honenet wil |
typically be built over |ink-layer technologies fromdifferent
generations. Current honenets typically use links ranging from1l
Moit/s up to 1 Ghit/s -- a throughput discrepancy of three orders of
magni t ude. W expect this discrepancy to widen further as both high-
speed and | ow power technol ogi es are depl oyed.

Honenet protocols should be designed to deal well with

i nterconnecting links of very different throughputs. In particular
flows local to a link should not be flooded throughout the honenet,
even when sent over nulticast, and, whenever possible, the honenet
protocol s should be able to choose the faster |inks and avoid the
sl ower ones.

Li nks (particularly wireless links) may al so have |imted nunbers of
transmit opportunities (txops), and there is a clear trend driven by
both power and downward conpatibility constraints toward aggregation
of packets into these limted txops while increasing throughput.
Transmit opportunities may be a systenis scarcest resource and,
therefore, also strongly lint actual throughput avail abl e.

3.3.4. Honenet Real ns8 and Borders

The honenet will need to be aware of the extent of its own ’'site’
which will, for exanmple, define the borders for ULA and site scope
nmulticast traffic and may require specific security policies to be
applied. The honenet will have one or nore such borders with
external connectivity providers.

A homenet will nost likely also have internal borders between

internal realnms, e.g., a guest realmor a corporate network extension
realm It is desirable that appropriate borders can be configured to
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deternmi ne, for exanple, the scope of where network prefixes, routing
i nformati on, network traffic, service discovery, and nani ng nay be
shared. The default node internally should be to share everything.

It is expected that a real mwould span at | east an entire subnet, and
thus the borders lie at routers that receive del egated prefixes
within the honenet. It is also desirable, for a richer security
nmodel , that hosts are able to make communi cati on deci sions based on
avai l abl e real m and associated prefix information in the sane way
that routers at real mborders can

A sinpl e honenet nodel nmay just consider three types of real ns and
the borders between them nanely the internal honenet, the ISP, and a
guest network. In this case, the borders will include the border
fromthe honenet to the ISP, the border fromthe guest network to the
I SP, and the border fromthe honenet to the guest network

Regardl ess, it should be possible for additional types of real nms and
borders to be defined, e.g., for sone specific LLN based network,
such as Smart Gid, and for these to be detected automatically and
for an appropriate default policy to be applied as to what type of
traffic/data can flow across such borders.

It is desirable to classify the external border of the hone network
as a unique logical interface separating the hone network froma
service provider network(s). This border interface may be a single
physical interface to a single service provider, nultiple Layer 2
sub-interfaces to a single service provider, or nultiple connections
to a single or multiple providers. This border nakes it possible to
descri be edge operations and interface requirenents across nultiple
functional areas including security, routing, service discovery, and
router discovery.

It should be possible for the honenet user to override any
automatically determ ned borders and the default policies applied
between them the exception being that it may not be possible to
override policies defined by the ISP at the external border

3.3.5. Configuration Information fromthe ISP

In certain cases, it may be useful for the homenet to get certain
configuration information fromits ISP. For exanple, the homenet
DHCP server may request and forward sone options that it gets from
its upstream DHCP server, though the specifics of the options may
vary across deploynments. There is potential conplexity here, of
course, should the honenet be nultihoned.
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3.4. Honenet Addressing

The 1 Pv6 addressing schene used within a honenet nust conformto the
| Pv6 addressing architecture [ RFC4291]. |In this section, we discuss
how t he honenet needs to adapt to the prefixes nmade available to it
by its upstream | SP, such that internal subnets, hosts, and devices
can obtain and configure the necessary addressing information to
oper at e.

3.4.1. Use of |SP-Delegated | Pv6 Prefixes

Di scussion of 1 Pv6 prefix allocation policies is included in

[ RFC6177]. In practice, a honenet may receive an arbitrary |l ength

| Pv6 prefix fromits provider, e.g., /60, /56, or /48. The offered
prefix may be stable or change fromtinme to tinme; it is generally
expected that ISPs will offer relatively stable prefixes to their
residential custonmers. Regardless, the home network needs to be
adaptabl e as far as possible to ISP prefix allocation policies and
assune not hi ng about the stability of the prefix received froman ISP
or the Iength of the prefix that nmay be offered.

However, if, for exanple, only a /64 is offered by the ISP, the
honenet may be severely constrained or even unable to function. BCP
157 [ RFC6177] states the foll ow ng:

A key principle for address managenent is that end sites always be
able to obtain a reasonabl e anount of address space for their
actual and planned usage, and over tinme ranges specified in years
rather than just nonths. 1In practice, that nmeans at |east one
/64, and in nost cases significantly nore. One particular
situation that nmust be avoided is having an end site fee

conpel l ed to use | Pv6-to-1Pv6 Network Address Translation or other
burdensonme address conservation techni ques because it could not
get sufficient address space.

This architecture docunent assunes that the guidance in the quoted
text is being foll owed by | SPs.

There are many problens that would arise froma honenet not being
offered a sufficient prefix size for its needs. Rather than attenpt
to contrive a nethod for a honenet to operate in a constrained nmanner
when faced with insufficient prefixes, such as the use of subnet
prefixes |longer than /64 (which would break statel ess address

aut oconfiguration [ RFC4862]), the use of NPTv6, or falling back to
bridging across potentially very different nedia, it is reconmended
that the receiving router instead enters an error state and issues
appropriate warnings. Sone consideration nmay need to be given to how

Chown, et al. I nf or mat i onal [ Page 24]



RFC 7368 | Pv6 Home Networking Cct ober 2014

such a warning or error state should best be presented to a typica
hone user.

Thus, a honenet CE router should request, for exanple, via DHCP
Prefix Del egati on (DHCP PD) [ RFC3633], that it would like a /48
prefix fromits ISP, i.e., it asks the ISP for the nmaxi num si ze
prefix it nmight expect to be offered, even if in practice it may only
be offered a /56 or /60. For a typical |Pv6 honenet, it is not
reconmended that an ISP offers less than a /60 prefix, and it is
highly preferable that the ISP offers at least a /56. It is expected
that the allocated prefix to the honenet fromany single ISP is a
conti guous, aggregated one. Wiile it nmay be possible for a honenet
CE router to issue nultiple prefix requests to attenpt to obtain
nmul ti pl e del egations, such behaviour is out of scope of this
docunent .

The norm for residential custonmers of large ISPs may be sinmilar to
their single |Pv4 address provision; by default it is likely to
remai n persistent for sone tinme, but changes in the ISP's own

provi sioning systens may |lead to the custoner’s IP (and in the | Pv6
case their prefix pool) changing. It is not expected that 1SPs will
general |y support Provider Independent (Pl) addressing for
residential honenets.

When an | SP does need to restructure, and in doing so renunber its
customer honenets, 'flash’ renunbering is likely to be inposed. This
inmplies a need for the honenet to be able to handl e a sudden
renunbering event that, unlike the process described in [ RFC4192],
woul d be a 'flag day’ event, which means that a graceful renunbering
process noving through a state with two active prefixes in use would
not be possible. Wile renunbering can be viewed as an extended
version of an initial numbering process, the difference between flash
renunbering and an initial 'cold start’ is the need to provide
service continuity.

There nay be cases where | ocal |aw neans sone |SPs are required to
change 1 Pv6 prefixes (current |Pv4 addresses) for privacy reasons for
their custoners. |In such cases, it may be possible to avoid an
instant 'flash’ renunbering and plan a non-flag day renunbering as
per RFC 4192. Simlarly, if an | SP has a pl anned renunbering
process, it may be able to adjust |ease timers, etc., appropriately.

The custonmer may of course al so choose to nove to a new | SP and thus
begin using a new prefix. |In such cases, the custoner should expect
a discontinuity, and not only nmay the prefix change, but potentially
also the prefix length if the new ISP offers a different default size
prefix. The honenet may al so be forced to renunber itself if
significant internal 'replunbing’ is undertaken by the user
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Regardl ess, it's desirable that honenet protocols support rapid
renunbering and that operational processes don’t add unnecessary
conmplexity for the renunbering process. Further, the introduction of
any new homenet protocols should not make any form of renunbering any
nore conplex than it already is.

Finally, the internal operation of the home network should al so not
depend on the availability of the | SP network at any given tine,

ot her than, of course, for connectivity to services or systens off
the hone network. This reinforces the use of ULAs for stable

i nternal comunication and the need for a nam ng and service

di scovery mechani smthat can operate independently within the
horenet .

3.4.2. Stable Internal |P Addresses

The network should by default attenpt to provide |IP-1ayer
connectivity between all internal parts of the honenet as well as to
and fromthe external Internet, subject to the filtering policies or
other policy constraints discussed later in the security section

ULAs should be used within the scope of a honenet to support stable
routi ng and connectivity between subnets and hosts regardl ess of

whet her a gl obally unique | SP-provided prefix is available. 1In the
case of a prolonged external connectivity outage, ULAs allow interna
operations across routed subnets to continue. ULA addresses al so
al | ow constrai ned devices to create permanent rel ationshi ps between

| Pv6 addresses, e.g., froma wall controller to a | anp, where
synbol i ¢ host names woul d require additional non-volatile nenory, and
updati ng gl obal prefixes in sleeping devices nmight also be

probl emati c.

As discussed previously, it would be expected that ULAs woul d
normal |y be used al ongsi de one or nore global prefixes in a honenet,
such that hosts beconme nulti-addressed with both globally unique and
ULA prefixes. ULAs should be used for all devices, not just those

i ntended to only have internal connectivity. Default address

sel ection would then enable ULAs to be preferred for interna
communi cati ons between devices that are using ULA prefixes generated
wi thin the sane honenet.

In cases where ULA prefixes are in use within a honenet but there is
no external |Pv6 connectivity (and thus no GUAs in use),
reconmendati ons ULA-5, L-3, and L-4 in RFC 7084 should be followed to
ensure correct operation, in particular where the honenet may be dua
stack with I Pv4 external connectivity. The use of the Route
Informati on Option described in [RFC4191] provides a nechanismto
adverti se such nore-specific ULA routes
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The use of ULAs should be restricted to the honenet scope through
filtering at the border(s) of the honenet, as nmandated by RFC 7084
requi renent S-2.

Note that in sonme cases, it is possible that nultiple /48 ULA
prefixes may be in use within the sane honenet, e.g., when the
network i s being deployed, perhaps also w thout externa
connectivity. In cases where nultiple ULA /48s are in use, hosts
need to know that each /48 is local to the honenet, e.g., by
inclusion in their |local address selection policy table.

3.4.3. Internal Prefix Delegation

As mentioned above, there are various sources of prefixes. Fromthe
homenet perspective, a single global prefix fromeach ISP should be
received on the border CE router [RFC3633]. Were nultiple CE
routers exist with nmultiple ISP prefix pools, it is expected that
routers within the homenet woul d assign thensel ves prefixes from each
| SP they conmuni cate with/through. As discussed above, a ULA prefix
shoul d be provisioned for stable internal communications or for use
on constrai ned/ LLN net wor ks.

The del egation or availability of a prefix pool to the honenet should
al | ow subsequent internal autononous assignnent of prefixes for use
within the honenet. Such internal assignnment should not assune a
flat or hierarchical nodel, nor should it nmake an assunption about
whet her the assignment of internal prefixes is distributed or
centralised. The assignment mechani sm shoul d provi de reasonabl e
efficiency, so that typical hone network prefix allocation sizes can
acconmodate all the necessary /64 allocations in nost cases, and not
waste prefixes. Further, duplicate assignnent of nultiple /64s to

t he same network should be avoi ded, and the network shoul d behave as
gracefully as possible in the event of prefix exhaustion (though the
options in such cases may be limted).

Where the honme network has nultiple CE routers and these are

del egated prefix pools fromtheir attached | SPs, the internal prefix
assi gnnent woul d be expected to be served by each CE router for each
prefix associated with it. Were ULAs are used, it is preferable
that only one /48 ULA covers the whole honmenet, from which /64s can
be assigned to the subnets. 1In cases where two /48 ULAs are
generated within a honenet, the network should still continue to
function, nmeaning that hosts will need to determ ne that each ULA is
local to the honenet.

Prefix assignnent within the honenet should result in each |ink being

assigned a stable prefix that is persistent across reboots, power
outages, and simlar short-termoutages. The availability of

Chown, et al. I nf or mat i onal [ Page 27]



RFC 7368 | Pv6 Home Networking Cct ober 2014

persi stent prefixes should not depend on the router boot order. The
addition of a new routing device should not affect existing

persi stent prefixes, but persistence may not be expected in the face
of significant ’replunbing of the honmenet. However, assigned ULA
prefixes within the honmenet should remain persistent through an | SP-
driven renunbering event.

Provi si oni ng such persistent prefixes may inply the need for stable
storage on routing devices and al so a nethod for a hone user to
"reset’ the stored prefix should a significant reconfiguration be
required (though ideally the hone user should not be involved at
all).

Thi s docunent nakes no specific recomendati on towards sol utions but
notes that it is very likely that all routing devices participating
in a honenet nust use the sane internal prefix del egati on nethod
This inplies that only one del egati on met hod should be in use.

3.4.4. Coordination of Configuration Infornation

The network elenments will need to be integrated in a way that takes
account of the various lifetines on tinmers that are used on different
el ements, e.g., DHCPv6 PD, router, valid prefix, and preferred prefix
timers.

3.4.5. Privacy

If 1SPs offer relatively stable I Pv6 prefixes to custoners, the
network prefix part of addresses associated with the homenet may not
change over a reasonably |ong period of tine.

The exposure of which traffic is sourced fromthe same honenet is
thus simlar to I Pv4; the single |IPv4d gl obal address seen through use
of 1 Pv4 NAT gives the same hint as the global 1Pv6 prefix seen for
IPv6 traffic.

Wil e | Pv4 NAT nay obfuscate to an external observer which interna
devices traffic is sourced from |Pv6, even with use of privacy
addresses [ RFC4941], adds additional exposure of which traffic is
sourced fromthe sane internal device through use of the sane |Pv6
source address for a period of tine.

3.5. Routing Functionality
Routing functionality is required when there are nultiple routers

depl oyed within the internal home network. This functionality could
be as sinmple as the current "default route is up’ nodel of |Pv4 NAT
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or nore likely, it would involve running an appropriate routing
pr ot ocol

A mechanismis required to discover which router(s) in the honenet is
providing the CE router function. Borders may include but are not
limted to the interface to the upstream|SP, a gateway device to a
separate honme network such as an LLN network, or a gateway to a guest
or private corporate extension network. |n sone cases, there may be
no border present, which may, for exanple, occur before an upstream
connection has been established.

The routing environnent should be self-configuring, as discussed
previously. The honenet self-configuration process and the routing
protocol nust interact in a predictable manner, especially during
startup and reconvergence. The border discovery functionality and
other self-configuration functionality may be integrated into the
routing protocol itself but nay al so be inported via a separate

di scovery mechani sm

It is preferable that configuration information is distributed and
synchroni sed within the honenet by a separate configuration protocol

The honenet routing protocol should be based on a previously depl oyed
protocol that has been shown to be reliable and robust. This does
not preclude the selection of a newer protocol for which a high-

qual ity open source inplenentation becones available. The resulting
code must support |ightweight inplenentations and be suitable for

i ncorporation into consuner devices, where both fixed and tenporary
storage and processing power are at a prenium

At nost, one unicast and one nulticast routing protocol should be in
use at a given tine in a given honenet. In sone sinple topol ogies,
no routing protocol may be needed. |If nobre than one routing protoco
is supported by routers in a given honmenet, then a mechanismis
required to ensure that all routers in that honenet use the sane

pr ot ocol

The honenet architecture is |IPv6-only. In practice, dual-stack
honenets are still likely for the foreseeable future, as described in
Section 3.2.3. \Whilst support for IPv4 and other address families
may therefore be beneficial, it is not an explicit requirement to
carry the routing information in the sanme routing protocol

Multiple types of physical interfaces nmust be accounted for in the
honenet routing topol ogy. Technol ogies such as Ethernet, W-Fi,

Mul tinedia over Coax Alliance (MbCA), etc., nust be capabl e of
coexisting in the same environnent and should be treated as part of
any routed deploynent. The inclusion of physical-Iayer
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characteristics in path conputati on should be considered for
optinmi sing comunication in the honenet.

3.5.1. Unicast Routing within the Honmenet

The role of the unicast routing protocol is to provide good enough
end-to-end connectivity often enough, where good/often enough is
defined by user expectations.

Due to the use of a variety of diverse underlying |Iink technol ogies,
path selection in a honmenet may benefit from being nore refined than
m ni msing hop count. It may also be beneficial for traffic to use
multiple paths to a given destination within the honenet where
avai l abl e rather than just a single best path.

M ni m si ng convergence time should be a goal in any routed
environment. It is reasonable to assune that convergence tinme shoul d
not be significantly | onger than network outages users are accustoned
to should their CE router reboot.

The honenet architecture is agnostic as to the choice of underlying
routing technology, e.g., link state versus Bell man- Ford.

The routing protocol should support the generic use of multiple
custoner Internet connections and the concurrent use of nultiple

del egated prefixes. A routing protocol that can nmake routing
deci si ons based on source and destination addresses is thus highly
desirable, to avoid problens with upstream|SP ingress filtering as
described in BCP 38. Miltihom ng support may al so include | oad

bal ancing to nultiple providers and failover froma prinmary to a
backup |ink when avail able. The protocol should not require upstream
| SP connectivity to be established to continue routing within the
horenet .

The honenet architecture is agnostic on a m ni mum hop count that has
to be supported by the routing protocol. The architecture shoul d,
however, be scal able to other scenarios where honmenet technol ogy nmay
be depl oyed, which rmay include snmall office and snall enterprise
sites. To allow for such cases, it would be desirable that the
architecture is scalable to higher hop counts and to | arger nunbers
of routers than would be typical in a true hone network.

At the time of witing, link-layer networking technology is poised to
becone nore heterogeneous, as networks begin to enpl oy both
traditional Ethernet technology and link |ayers designed for LLNs,
such as those used for certain types of sensor devices.
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Ideally, LLN or other logically separate networks should be able to
exchange routes such that IP traffic may be forwarded anong the
networks via gateway routers that interoperate with both the honenet
and any LLNs. Current hone deploynents use largely different
mechani sms in sensor and basic Internet connectivity networks. |Pv6
virtual machine (VM solutions may al so add additional routing
requirenents.

In this honenet architecture, LLNs and other specialised networks are
consi dered stub areas of the homenet and are thus not expected to act
as a transit for traffic between nore traditional nedia.

3.5.2. Unicast Routing at the Honenet Border

The current practice defined in [ RFC7084] woul d suggest that routing
bet ween the honenet CE router and the service provider router follow
the WAN-si de requirenments nodel in [RFC7084], Section 4 (WAN-side
requirenents), at least in initial deploynents. However,

consi derati on of whether a routing protocol is used between the
honenet CE router and the service provider router is out of scope of
thi s docunent.

3.5.3. Milticast Support

It is desirable that, subject to the capacities of devices on certain
medi a types, nulticast routing is supported across the honenet,
i ncludi ng source-specific multicast (SSM [RFC4607].

[ RFC4291] requires that any boundary of scope 4 or higher (i.e.

adm n-1ocal or higher) be adm nistratively configured. Thus, the
boundary at the honenet-1|SP border nust be administratively
configured, though that may be triggered by an adninistrative
function such as DHCP PD. Oher multicast forwarding policy borders
may al so exist within the honenet, e.g., to/froma guest subnet,
whil st the use of certain link nedia types may al so affect where
specific nmulticast traffic is forwarded or routed.

There nay be different drivers for multicast to be supported across
t he honmenet -- for exanple,

o for honenet-w de service discovery, should a nulticast service
di scovery protocol of scope greater than |link-local be defined

o for multicast-based stream ng or file-sharing applications
Where nulticast is routed across a honenet, an appropriate multicast

routing protocol is required, one that as per the unicast routing
protocol should be self-configuring. As hinted above, it nust be
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possi ble to scope or filter nulticast traffic to avoid it being
fl ooded to network nedi a where devices cannot reasonably support it.

A honmenet may not only use nulticast internally, it may also be a
consumer or provider of external nulticast traffic, where the
honenet’s | SP supports such nulticast operation. This nmay be

val uabl e, for exanple, where live video applications are being
sourced to/fromthe honenet.

The multicast environnent should support the ability for applications
to pick a unique nmulticast group to use.

3.6. Security

The security of an | Pv6 honenet is an inportant consideration. The
nmost notable difference to the |1 Pv4 operational nodel is the renpva
of NAT, the introduction of global addressability of devices, and
thus a need to consider whet her devices should have gl oba
reachability. Regardless, hosts need to be able to operate securely,
end to end where required, and al so be robust agai nst nalicious
traffic directed towards them However, there are other chall enges

i ntroduced, e.g., default filtering policies at the borders between
vari ous honenet real ns.

3.6.1. Addressability vs. Reachability

An | Pv6- based home network architecture should enbrace the
transparent end-to-end communi cati ons nodel as described in

[ RFC2775]. Each device should be globally addressable, and those
addresses nust not be altered in transit. However, security
perineters can be applied to restrict end-to-end comruni cati ons, and
thus while a host may be globally addressable, it nay not be globally
reachabl e.

[ RFCA864] describes a "Sinple Security’ nodel for |IPv6 networks,
whereby stateful perineter filtering can be applied to control the
reachability of devices in a honenet. RFC 4864 states in Section 4.2
that "the use of firewalls...is recommended for those that want
boundary protection in addition to host defences." 1t should be
noted that a 'default deny’ filtering approach would effectively
repl ace the need for 1 Pv4 NAT traversal protocols with a need to use
a signalling protocol to request a firewall hole be opened, e.g., a
protocol such as PCP [RFC6887]. In networks with nmultiple CE
routers, the signalling would need to handl e the cases of flows that
may use one or nore exit routers. CE routers would need to be able
to advertise their existence for such protocols.
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[ RFC6092] expands on RFC 4864, giving a nore detail ed di scussion of

| Pv6 perinmeter security recomendati ons, w thout mandating a 'default
deny’ approach. |Indeed, RFC 6092 does not enforce a particul ar node
of operation, instead stating that CE routers nust provide an easily
sel ected configuration option that permits a 'transparent’ node, thus
ensuring a 'default allow nodel is avail able.

The topic of whether future home networks as described in this
document should have a ’'default deny’ or 'default allow position has
been di scussed at length in various | ETF neetings w t hout any
consensus bei ng reached on which approach is nore appropriate.

Furt her, the choice of which default to apply nmay be situational, and
thus this text nmakes no recommendation on the default setting beyond
what is witten on this topic in RFC 6092. W note in Section 3.6.3
below that the inplicit firewall function of an I Pv4 NAT is
comonpl ace today, and thus future CE routers targeted at hone

net wor ks shoul d continue to support the option of running in ' default
deny node’, whether or not that is the default setting.

3.6.2. Filtering at Borders

It is desirable that there are nechanisns to detect different types
of borders within the honenet, as discussed previously, and further
mechani sns to then apply different types of filtering policies at

t hose borders, e.g., whether naming and service di scovery should pass
a given border. Any such policies should be able to be easily
applied by typical honme users, e.g., to give a user in a guest
network access to nedia services in the home or access to a printer.
Si mpl e mechani sns to apply policy changes, or associations between
devices, will be required

There are cases where full internal connectivity nmay not be
desirable, e.g., in certain utility networking scenarios, or where
filtering is required for policy reasons agai nst a guest network
subnet(s). As a result, sone scenarios/nodels may involve running an
i sol ated subnet(s) with their own CE routers. 1In such cases,
connectivity would only be expected within each isol ated network
(though traffic may potentially pass between themvia externa

provi ders).

LLNs provi de anot her exanpl e of where there may be secure perineters
i nside the honenet. Constrained LLN nodes may i npl enent network key
security but nmay depend on access policies enforced by the LLN border
router.

Consi derations for differentiating nei ghbouring honenets are
di scussed in Section 3.3.1.
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3.6.3. Partial Effectiveness of NAT and Firewal | s

Security by way of obscurity (address translation) or through
firewalls (filtering) is at best only partially effective. The very
poor security track record of honme conputers, honme networking, and
busi ness PC conputers and networking is testinony to this. A
security conproni se behind the firewall of any device exposes al
others, making an entire network that relies on obscurity or a
firewall as vul nerable as the npbst insecure device on the private

si de of the network.

However, given current evidence of honme network products with very
poor default device security, putting a firewall in place does
provi de some |evel of protection. The use of firewalls today,

whet her a good practice or not, is conmon practice, and the
capability to afford protection via a 'default deny’ setting, even if
marginally effective, should not be lost. Thus, while it is highly
desirable that all hosts in a honenet be adequately protected by
built-in security functions, it should al so be assunmed that all CE
routers will continue to support appropriate perineter defence
functions, as per [RFC7084].

3.6.4. Exfiltrati on Concerns

As honenets becone nore conplex, with nore devices, and with service
di scovery potentially enabl ed across the whol e home, there are
potential concerns over the | eakage of information should devices use
di scovery protocols to gather information and report it to equi pnent
vendors or application service providers.

While it is not clear how such exfiltration could be easily avoi ded,
the threat should be recognised, be it froma new pi ece of hardware
or some 'app’ installed on a personal device.

3.6.5. Device Capabilities

In terms of the devices, honenet hosts should inplenent their own
security policies in accordance to their conputing capabilities.

They shoul d have the neans to request transparent comruni cations that
can be initiated to themthrough security filters in the honenet, for
either all ports or specific services. Users should have sinple

nmet hods to associ ate devices to services that they wish to operate
transparently through (CE router) borders.
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3.6.6. ULAs as a Hint of Connection Origin

As noted in Section 3.6, if appropriate filtering is in place on the
CE router(s), as nandated by requirenment S-2 in RFC 7084, a ULA
source address may be taken as an indication of |ocally sourced
traffic. This indication could then be used with security settings
to designate between which nodes a particular application is allowed
to communi cate, provided ULA address space is filtered appropriately
at the boundary of the realm

3.7. Naming and Service Discovery

The honenet requires devices to be able to deternine and use uni que
names by which they can be accessed on the network and that are not
used by ot her devices on the network. Users and devices will need to
be able to discover devices and services avail able on the network
e.g., nedia servers, printers, displays, or specific home automation
devices. Thus, nanming and service discovery nust be supported in the
honenet, and given the nature of typical honme network users, the
service(s) providing this function nust as far as possi bl e support
unnanaged operation

The naming systemw ||l be required to work internally or externally,
whet her the user is within or outside of the honenet, i.e., the user
shoul d be able to refer to devices by nane, and potentially connect

to them wherever they nmay be. The nost natural way to think about

such nani ng and service discovery is to enable it to work across the
entire honenet residence (site), disregarding technical borders such
as subnets but respecting policy borders such as those between guest
and other internal network realns. Renbte access may be desired by

the honenet residents while travelling but also potentially by

manuf acturers or other 'benevolent’ third parties.

3.7.1. Discovering Services

Users will typically perform service discovery through graphical user
interfaces (GQUIs) that allow themto browse services on their network
in an appropriate and intuitive way. Devices may al so need to

di scover other devices, without any user intervention or choice.

Ei ther way, such interfaces are beyond the scope of this docunent,

but the interface should have an appropriate application progranmm ng
interface (APlI) for the discovery to be perforned.

Such interfaces may also typically hide the | ocal domain nane el enent
fromusers, especially where only one nanme space is avail able.
However, as we discuss below, in sone cases the ability to discover
avai | abl e domai ns may be useful .
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We note that current zero-configuration service discovery protocols
are generally aimed at single subnets. There is thus a choice to
make for multi-subnet honenets as to whether such protocols should be
proxi ed or extended to operate across a whole honmenet. |In this
context, that may mean bridging a link-1ocal method, taking care to
avoi d packets entering | ooping paths, or extending the scope of
multicast traffic used for the purpose. It nay nmean that some proxy
or hybrid service is utilised, perhaps co-resident on the CE router
O, it may be that a new approach is preferable, e.g., flooding

i nformati on around the honenet as attributes within the routing
protocol (which could allow per-prefix configuration). However, we
shoul d prefer approaches that are backward conpatible and all ow
current inplenentations to continue to be used. Note that this
docunent does not mandate a particular solution; rather, it expresses
the principles that should be used for a honmenet nami ng and service
di scovery environnent.

One of the primary chall enges facing service discovery today is |ack
of interoperability due to the ever increasing nunber of service

di scovery protocols available. While it is conceivable for consuner
devices to support nultiple discovery protocols, this is clearly not
the nost efficient use of network and conputational resources. One
goal of the honenet architecture should be a path to service

di scovery protocol interoperability through either a standards-based
transl ati on schene, hooks into current protocols to all ow sone form
of communi cati on anong di scovery protocols, extensions to support a
central service repository in the honmenet, or sinply convergence
towards a unified protocol suite.

3.7.2. Assigning Nanmes to Devices

G ven the | arge nunber of devices that nmay be networked in the
future, devices should have a nmeans to generate their own uni que
nanes within a honenet and to detect clashes should they arise, e.g.
where a second device of the sane type/vendor as an existing device
with the same default nanme is deployed or where a new subnet is added
to the honenet that already has a device of the sane nane. It is
expected that a device should have a fixed nane while within the
scope of the homenet.

Users will also want sinple ways to (re)nane devices, again nost
likely through an appropriate and intuitive interface that is beyond
the scope of this docunent. Note that the nane a user assigns to a
device may be a label that is stored on the device as an attribute of
the device, and it nmay be distinct fromthe nanme used in a nane
service, e.g., ’'Study Laser Printer’ as opposed to

printer?2. <sonedomai n>.
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3.7.3. The Honenet Nane Service

The honenet nanme service should support both | ookups and di scovery.
A | ookup woul d operate via a direct query to a known service, while
di scovery may use multicast nmessages or a service where applications
register in order to be found.

It is highly desirable that the honmenet nanme service nust at the very
| east coexist with the Internet name service. There should also be a
bi as towards proven, existing solutions. The strong inplication is
thus that the honenet service is DNS based, or DNS conpatible. There
are nam ng protocols that are designed to be configured and operate
Internet-w de, |ike unicast-based DNS, but also protocols that are
designed for zero-configuration local environments, |ike Milticast
DNS (nDNS) [ RFC6762] .

When DNS is used as the honenet nane service, it typically includes
both a resolving service and an authoritative service. The
authoritative service hosts the honenet-related zone. One approach
when provi si oning such a nanme service, which is designed to
facilitate name resolution fromthe global Internet, is to run an
aut horitative nanme service on the CE router and a secondary

aut horitative name service provided by the ISP or perhaps an externa
third party.

Wiere zero-configuration name services are used, it is desirable that
these can al so coexist with the Internet nanme service. In
particul ar, where the honenet is using a global nanme space, it is
desirabl e that devices have the ability, where desired, to add
entries to that nane space. There should also be a nechanismfor
such entries to be renoved or expired fromthe gl obal nane space.

To protect against attacks such as cache poi soning, where an attacker
is able to insert a bogus DNS entry in the local cache, it is
desirable to support appropriate nane service security nethods,

i ncluding DNS Security Extensions (DNSSEC) [ RFC4033], on both the
authoritative server and the resolver sides. Where DNS is used, the
homenet router or naming service nust not prevent DNSSEC from

oper ati ng.

Whil e this docunent does not specify hardware requirenents, it is
worth noting briefly here that, e.g., in support of DNSSEC
appropriate honenet devices should have good random nunber generation
capability, and future honenet specifications should indicate where
hi gh-qual ity random nunber generators, i.e., with decent entropy, are
needed.
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Finally, the inpact of a change in the CE router nust be consi dered.
It would be desirable to retain any relevant state (configuration)
that was held in the old CE router. This mght inply that state

i nformati on should be distributed in the honenet, to be recoverable
by/to the new CE router, or to the homenet’s ISP or a third-party
externally provided service by sone neans

3.7.4. Nane Spaces

If access to honenet devices is required renotely from anywhere on
the Internet, then at |east one globally uni que nane space is
required, though the use of nultiple nanme spaces should not be
precluded. One approach is that the nanme space(s) used for the
honenet woul d be served authoritatively by the honenet, nost likely
by a server resident on the CE router. Such nanme spaces nay be
acquired by the user or provided/generated by their ISP or an
alternative externally provided service. It is likely that the
default case is that a honenet will use a global donmain provided by
the |1 SP, but advanced users w shing to use a nane space that is

i ndependent of their provider in the longer termshould be able to
acquire and use their own domain nane. For users wanting to use
their own i ndependent donmai n nanes, such services are already
avai | abl e.

Devi ces nay al so be assigned different nanmes in different nane
spaces, e.g., by third parties who nay nmanage systens or devices in
t he honenet on behalf of the resident(s). Renpte nanagenent of the
honenet is out of scope of this docunent.

I f, however, a global nane space is not available, the honenet will
need to pick and use a local nane space, which would only have
nmeani ng within the local honenet (i.e., it would not be used for
renote access to the honenet). The .local nanme space currently has a
speci al nmeaning for certain existing protocols that have |ink-1oca
scope and is thus not appropriate for nulti-subnet hone networks. A
di fferent nane space is thus required for the honenet.

One approach for picking a | ocal nane space is to use an Anbi guous
Local Qualified Domain Name (ALQDN) space, such as .sitelocal (or an
appropriate nane reserved for the purpose). VWhile this is a sinple
approach, there is the potential in principle for devices that are
bookmar ked sonmehow by nane by an application in one honenet to be
confused with a device with the sane nane in another honenet. In
practice, however, the underlying service discovery protocols should
be capabl e of handling noving to a network where a new device is
usi ng the sane nane as a device used previously in another honenet.
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An alternative approach for a | ocal name space would be to use a

Uni que Locally Qualified Domain Nane (ULQDN) space such as

.<Uni queString>. sitelocal. The <UniqueString> could be generated in
a variety of ways, one potentially being based on the I ocal /48 ULA
prefix being used across the honenet. Such a <UniqueString> should
survive a cold restart, i.e., be consistent after a network power-
down, or if a value is not set on startup, the CE router or device
runni ng the name service should generate a default value. It would
be desirable for the honenet user to be able to override the

<Uni queString> with a value of their choice, but that would increase
the Iikelihood of a nanme conflict. Any generated <Uni queString>
shoul d not be predictable; thus, adding a salt/hash function would be
desi rabl e.

In the (likely) event that the homenet is accessible fromoutside the
honenet (using the gl obal nane space), it is vital that the honenet
nane space follow the rules and conventions of the global name space.
In this node of operation, nanes in the honenet (including those
automatically generated by devices) nust be usable as labels in the
gl obal nane space. [RFC5890] describes considerations for

I nternationalizing Domai n Nanes in Applications (1DNA).

Also, with the introduction of new 'dotless’ top-level domains, there
is also potential for anbiguity between, for exanple, a |ocal host
called 'conmputer’ and (if it is registered) a .conputer Generic Top
Level Domain (gTLD). Thus, qualified nanes should al ways be used,
whet her these are exposed to the user or not. The I AB has issued a
statement that explains why dotl ess domai ns shoul d be consi dered
harnful [I|ABdotl ess].

There nay be use cases where different nane spaces nmay be desired for
either different realns in the honenet or segnentation of a single
name space within the honenet. Thus, hierarchical name space
managenent is likely to be required. There should also be nothing to
prevent an individual device(s) from being i ndependently registered
in external nane spaces

It may be the case that if there are two or nore CE routers serving
the home network, if each has a nane space del egated froma different
ISP, there is the potential for devices in the hone to have nultiple
fully qualified names under multiple domains

Where a user is in a renote network wi shing to access devices in
their hone network, there may be a requirenent to consider the donmain
search order presented where multiple associated nane spaces exi st.
This also inplies that a domain di scovery function is desirable.
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It may be the case that not all devices in the honenet are nade
avai l abl e by nanme via an Internet name space, and that a 'split view
(as described in [ RFC6950], Section 4) is preferred for certain

devi ces, whereby devices inside the honenet see different DNS
responses to those outside.

Finally, this docunent nakes no assunption about the presence or
omi ssion of a reverse |ookup service. There is an argunent that it
may be useful for presenting |logging information to users with
meani ngf ul device nanes rather than literal addresses. There are
al so sone services, nost notably enmail mail exchangers, where sone
operators have chosen to require a valid reverse | ookup before
accepting connecti ons.

3.7.5. Independent Operation

Name resolution and service discovery for reachabl e devices nust
continue to function if the |ocal network is disconnected fromthe
global Internet, e.g., a local nedia server should still be available
even if the Internet link is dowm for an extended period. This
inmplies that the |l ocal network should also be able to performa
complete restart in the absence of external connectivity and have

| ocal nam ng and service discovery operate correctly.

As descri bed above, the approach of a local authoritative name
service with a cache would allow | ocal operation for sustained | SP
out ages.

Havi ng an i ndependent |ocal trust anchor is desirable, to support
secure exchanges shoul d external connectivity be unavail abl e.

A change in | SP should not affect |ocal nam ng and service discovery.
However, if the honenet uses a gl obal name space provided by the ISP
then this will obviously have an inpact if the user changes their

net wor k provi der

3.7.6. Considerations for LLNs

In sone parts of the honenet, in particular LLNs or any devices where
battery power is used, devices may be sleeping, in which case a proxy
for such nodes may be required that could respond (for exanple) to
mul ticast service discovery requests. Those sane devices or parts of
the network may have | ess capacity for multicast traffic that nmay be
fl ooded fromother parts of the network. In general, nessage
utilisation should be efficient considering the network technol ogi es
and constrai ned devices that the service may need to operate over.
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There are efforts underway to deternine nam ng and di scovery
solutions for use by the Constrai ned Application Protocol (CoAP)
[RFC7252] in LLN networks. These are outside the scope of this
docunent .

3.7.7. DNS Resol ver Discovery

Aut omati ¢ discovery of a nane service to allow client devices in the
hormenet to resol ve external domains on the Internet is required, and
such di scovery must support clients that may be a nunmber of router
hops away fromthe name service. Sinmlarly, it my be desirable to
convey any DNS donain search list that nmay be in effect for the
homenet .

3.7.8. Devices Roanming to/fromthe Honenet

It is likely that sonme devices that have regi stered names within the
honenet Internet nane space and that are nobile will attach to the
Internet at other l|ocations and acquire an | P address at those

| ocations. Devices may nove between di fferent honenets. |In such
cases, it is desirable that devices may be accessed by the sanme nane
as is used in their hone network.

Solutions to this problemare not discussed in this docunent. They
may i nclude the use of Mbile IPv6 or Dynanmic DNS -- either of which
woul d put additional requirenments on the homenet -- or establishnent
of a (VPN) tunnel to a server in the honme network.

3.8. O her Considerations

This section discusses two other considerations for honme networKking
that the architecture should not preclude but that this text is
neutral towards.

3.8.1. Quality of Service

Support for Quality of Service (QS) in a multi-service honenet nay
be a requirenent, e.g., for a critical system (perhaps health care
related) or for differentiation between different types of traffic
(file sharing, cloud storage, live stream ng, Voice over |IP (VolP)
etc). Different |ink nedia types nmay have different such properties
or capabilities.

However, honenet scenarios should require no new QoS protocols. A
Diffserv [ RFC2475] approach with a small nunmber of predefined traffic
cl asses may generally be sufficient, though at present there is
little experience of QS deploynent in hone networks. It is likely
that QS, or traffic prioritisation, nethods will be required at the
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CE router and potentially around boundari es between different |ink
medi a types (where, for exanple, sone traffic may sinply not be
appropriate for some nedia and need to be dropped to avoid

overl oadi ng the constrai ned nedia).

There nay al so be conpl enentary nechani sns that could be beneficia
to application performance and behavi our in the honenet donmain, such
as ensuring proper buffering algorithms are used as described in

[ Gettysll].

3.8.2. CQOperations and Managenent

In this section, we briefly review sone initial considerations for
operations and managenent in the type of honenet described in this
docunent. It is expected that a separate docunent will define an
appropriate operati ons and managenent framework for such honenets.

As described in this docunent, the honenet should have the genera
goal of being self-organising and self-configuring fromthe network-
| ayer perspective, e.g., prefixes should be able to be assigned to
router interfaces. Further, applications running on devices should
be able to use zero-configuration service discovery protocols to

di scover services of interest to the home user. 1In contrast, a hone
user woul d not be expected, for exanple, to have to assign prefixes
to links or manage the DNS entries for the hone network. Such expert
operation should not be precluded, but it is not the norm

The user may still be required to, or wish to, perform sone
configuration of the network and the devices on it. Exanples m ght
include entering a security key to enable access to their wreless
network or choosing to give a 'friendly nane’ to a device presented
to them through service discovery. Configuration of |ink- and
application-layer services is out of scope of this architectura
principl es docunent but is likely to be required in an operationa
honenet .

Whi |l e not being expected to actively configure the networking

el ements of their honenet, users nay be interested in being able to
view the status of their networks and the devices connected to it, in
whi ch case appropriate network nonitoring protocols will be required
to allowthemto viewtheir network, and its status, e.g., via a web
interface or equivalent. Wile the user nay not understand how the
network operates, it is reasonable to assune they are interested in
under st andi ng what faults or problenms may exist on it. Such
nonitoring may extend to other devices on the network, e.g., storage
devices or web caneras, but such devices are beyond the scope of this
docunent .
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It may also be the case that an ISP, or a third party, night wish to
of fer a renpote managenent service for the honmenet on behal f of the
user, or to be able to assist the user in the event of some problem
they are experiencing, in which case appropriate managenent and

nmoni toring protocols would be required.

Specifying the required protocols to facilitate honenet nanagenent
and nmonitoring is out of scope of this document. As stated above, it
is expected that a separate docunment will be produced to describe the
operations and managenent framework for the types of home networks
presented in this docunent.

As a final point, we note that it is desirable that all network
managenent and nonitoring functions should be avail able over |Pv6
transport, even where the honmenet is dual stack

3.9. Inplenmenting the Architecture on | Pv6

This architecture text encourages reuse of existing protocols. Thus,
t he necessary nechanisns are |largely already part of the | Pv6
protocol set and comon inpl enmentations, though there are some
exceptions.

For autonmatic routing, it is expected that solutions can be found
based on existing protocols. Sone relatively snaller updates are
likely to be required, e.g., a new nechani sm nmay be needed in order
to turn a selected protocol on by default, or a nmechani sm nay be
required to automatically assign prefixes to links within the
honenet .

Some functionality, if required by the architecture, may need nore
significant changes or require devel opnent of new protocols, e.g.
support for nultihoming with multiple exit routers would likely
require extensions to support source and destination address-based
routing within the homenet.

Some protocol changes are, however, required in the architecture,
e.g., for name resolution and service discovery, extensions to

exi sting zero-configuration |ink-1ocal name resolution protocols are
needed to enable themto work across subnets, within the scope of the
home network site.

Sonme of the hardest problens in devel opi ng sol utions for hone
networking | Pv6 architectures include discovering the right borders
where the ’hone’ domain ends and the service provider domain begins,
deci di ng whet her sone of the necessary di scovery nmechani sm extensi ons
shoul d affect only the network infrastructure or also hosts, and the
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6.

6.

1

2.

ability to turn on routing, prefix delegation, and other functions in
a backwar ds-conpati bl e manner.

Concl usi ons

This text defines principles and requirenents for a honenet
architecture. The principles and requirenments docunented here shoul d
be observed by any future texts describing homenet protocols for
routing, prefix managenent, security, naming, or service discovery.

Security Considerations

Security considerations for the honenet architecture are discussed in
Section 3.6 above.

Ref er ences
Nor mat i ve Ref er ences

[ RFC2460] Deering, S. and R Hinden, "Internet Protocol, Version 6
(1 Pv6) Specification", RFC 2460, Decenber 1998,
<http://ww.rfc-editor.org/info/rfc2460>

[ RFC3633] Troan, O and R Drons, "IPv6 Prefix Options for Dynamc
Host Configuration Protocol (DHCP) version 6", RFC 3633,
Decenber 2003, <http://ww. rfc-editor.org/info/rfc3633>

[ RFC4193] Hinden, R and B. Haberman, "Unique Local |Pv6 Uni cast
Addr esses”, RFC 4193, Cctober 2005,
<http://ww.rfc-editor.org/info/rfc4193>

[ RFC4291] Hinden, R and S. Deering, "IP Version 6 Addressing
Architecture", RFC 4291, February 2006,
<http://ww.rfc-editor.org/info/rfc4291>

I nformati ve References

[ RFC1918] Rekhter, Y., Mskowitz, R, Karrenberg, D., Goot, G, and
E. Lear, "Address Allocation for Private Internets", BCP
5, RFC 1918, February 1996,
<http://www.rfc-editor.org/info/rfcl1918>

[ RFC2475] Blake, S., Black, D., Carlson, M, Davies, E, Wang, Z
and W Weiss, "An Architecture for Differentiated
Services", RFC 2475, Decenber 1998,
<http://ww.rfc-editor.org/infol/rfc2475>

Chown, et al. I nf or mat i onal [ Page 44]



RFC 7368

[ RFC2775]

[ RFC2827]

[ RFC3002]

[ RFC3022]

[ RFC4033]

[ RFC4191]

[ RFC4192]

[ RFC4607]

[ RFC4862]

[ RFCA864]

[ RFC4941]

Chown, et al.

| Pv6 Home Networking Cct ober 2014

Carpenter, B., "lInternet Transparency", RFC 2775, February
2000, <http://www.rfc-editor.org/infol/rfc2775>.

Ferguson, P. and D. Senie, "Network Ingress Filtering:

Def eati ng Deni al of Service Attacks which enmploy I P Source
Addr ess Spoofing", BCP 38, RFC 2827, My 2000,
<http://ww.rfc-editor.org/infolrfc2827>.

Mtzel, D, "Overview of 2000 | AB Wrel ess Internetworking
Wor kshop”, RFC 3002, Decenber 2000,
<http://ww. rfc-editor.org/info/rfc3002>.

Srisuresh, P. and K Egevang, "Traditional |IP Network
Address Translator (Traditional NAT)", RFC 3022, January
2001, <http://www. rfc-editor.org/info/rfc3022>.

Arends, R, Austein, R, Larson, M, Mssey, D, and S
Rose, "DNS Security Introduction and Requirenents", RFC
4033, March 2005,
<http://ww.rfc-editor.org/info/rfc4033>.

Draves, R and D. Thaler, "Default Router Preferences and
Mor e- Speci fic Routes”, RFC 4191, Novenber 2005,
<http://ww.rfc-editor.org/info/rfc4191>.

Baker, F., Lear, E., and R Drons, "Procedures for
Renunbering an | Pv6 Network without a Flag Day", RFC 4192,
Sept ember 2005, <http://www. rfc-editor.org/info/rfc4192>.

Hol brook, H. and B. Cain, "Source-Specific Milticast for
I P, RFC 4607, August 2006,
<http://ww.rfc-editor.org/info/rfcd4607>.

Thonson, S., Narten, T., and T. Jinnei, "IPv6 Statel ess
Addr ess Autoconfiguration"”, RFC 4862, Septenber 2007,
<http://ww.rfc-editor.org/info/rfc4862>.

Van de Velde, G, Hain, T., Droms, R, Carpenter, B., and
E. Klein, "Local Network Protection for |IPv6", RFC 4864,
May 2007, <http://ww. rfc-editor.org/info/rfc4864>.

Narten, T., Draves, R, and S. Krishnan, "Privacy
Extensi ons for Statel ess Address Autoconfiguration in
| Pv6", RFC 4941, Septenber 2007,

<http://ww. rfc-editor.org/info/rfc4941>.

I nf or mat i onal [ Page 45]



[ RFC5533]

[ RFC5890]

[ RFC5969]

[ RFC6092]

[ REC6144]

[ RFC6145]

[ RFC6177]

[ RFC6204]

[ RFC6296]

[ RFC6333]

[ RFC6555]

| Pv6 Home Networking Cct ober 2014

Nordrmark, E. and M Bagnul o, "Shin6: Level 3 Miltihom ng
Shim Protocol for |IPv6", RFC 5533, June 2009,
<http://ww. rfc-editor.org/info/rfc5533>.

Klensin, J., "Internationalized Domai n Nanes for
Applications (IDNA): Definitions and Docunent Franework",
RFC 5890, August 2010,
<http://ww.rfc-editor.org/info/rfc5890>.

Townsl ey, W and O Troan, "|IPv6 Rapid Depl oynent on |Pv4
Infrastructures (6rd) -- Protocol Specification”, RFC
5969, August 2010,
<http://ww.rfc-editor.org/info/rfc5969>.

Wodyatt, J., "Reconmended Sinple Security Capabilities in
Cust omer Preni ses Equi pment (CPE) for Providing
Residential |1Pv6 Internet Service", RFC 6092, January
2011, <http://ww.rfc-editor.org/info/rfc6092>,

Baker, F., Li, X, Bao, C., and K. Yin, "Framework for
| Pv4/ 1 Pv6 Translation", RFC 6144, April 2011,
<http://www. rfc-editor.org/info/rfc6144>.

Li, X., Bao, C, and F. Baker, "IP/ICVWP Translation
Al gorithnt, RFC 6145, April 2011,
<http://ww.rfc-editor.org/info/rfc6145>.

Narten, T., Huston, G, and L. Roberts, "IPv6 Address
Assignnent to End Sites", BCP 157, RFC 6177, March 2011,
<http://ww. rfc-editor.org/info/rfc6l77>.

Singh, H., Beebee, W, Donley, C., Stark, B., and O
Troan, "Basic Requirenents for |Pv6 Custoner Edge
Rout ers", RFC 6204, April 2011,

<http://www. rfc-editor.org/info/rfc6204>.

Wasserman, M and F. Baker, "IPv6-to-1Pv6 Network Prefix
Transl ation", RFC 6296, June 2011,
<http://ww. rfc-editor.org/info/rfc6296>.

Durand, A., Droms, R, Wodyatt, J., and Y. Lee, "Dual -
Stack Lite Broadband Depl oynents Fol |l owi ng | Pv4
Exhaustion", RFC 6333, August 2011,
<http://ww.rfc-editor.org/info/rfc6333>.

Wng, D. and A Yourtchenko, "Happy Eyeballs: Success wth

Dual - St ack Hosts", RFC 6555, April 2012,
<http://ww.rfc-editor.org/info/rfc6555>,

I nf or mat i onal [ Page 46]



RFC 7368

[ RFC6724]

[ RFC6762]

[ RFC6824]

[ RFC6887]

[ RFC6950]

[ RFC7084]

[ RFC7157]

[ RFC7252]

| Pv6 Home Networking Cct ober 2014

Thal er, D., Draves, R, Matsunpto, A., and T. Chown,
"Default Address Selection for Internet Protocol Version 6
(I1Pv6)", RFC 6724, Septenber 2012,

<http://www. rfc-editor.org/info/rfc6724>.

Cheshire, S. and M Krochmal, "Milticast DNS', RFC 6762,
February 2013, <http://www. rfc-editor.org/info/rfc6762>.

Ford, A, Raiciu, C, Handley, M, and O Bonaventure,
"TCP Extensions for Multipath Operation with Miltiple
Addr esses", RFC 6824, January 2013,
<http://ww.rfc-editor.org/info/rfc6824>,

Wng, D., Cheshire, S., Boucadair, M, Penno, R, and P.
Sel kirk, "Port Control Protocol (PCP)", RFC 6887, April
2013, <http://ww. rfc-editor.org/info/rfc6887>.

Peterson, J., Kol kman, O., Tschofenig, H, and B. Aboba,
"Architectural Considerations on Application Features in
the DNS", RFC 6950, Cctober 2013,

<http://ww. rfc-editor.org/info/rfc6950>.

Singh, H, Beebee, W, Donley, C., and B. Stark, "Basic
Requirements for | Pv6 Custonmer Edge Routers", RFC 7084,
Novenber 2013, <http://www. rfc-editor.org/info/rfc7084>.

Troan, O, Mles, D, Matsushima, S., kinoto, T., and D.
Wng, "IPve Miltihonmi ng without Network Address

Transl ati on", RFC 7157, March 2014,

<http://ww. rfc-editor.org/info/rfc7157>.

Shel by, Z., Hartke, K., and C. Bornann, "The Constrained
Application Protocol (CoAP)", RFC 7252, June 2014,
<http://ww. rfc-editor.org/info/rfc7252>.

[ 1 ABdot | ess]

[ Gettys11]

Chown,

et al.

IAB, "I AB Statenent: Dotless Domai ns Consi dered Harnful",
February 2013, <http://ww. i ab. org/docunents/
correspondence-reports-docunent s/ 2013- 2/

i ab- st at enent - dot | ess- dommi ns- consi der ed- har nf ul >.

Cettys, J., "Bufferbloat: Dark Buffers in the Internet",
March 2011,
<http://ww.ietf.org/ proceedi ngs/80/slides/tsvarea-1. pdf>.

I nf or mat i onal [ Page 47]



RFC 7368 | Pv6 Home Networking Cct ober 2014

Acknowl edgrent s

The authors would like to thank M kael Abrahansson, Aaner Akhter,
Mark Andrews, Dmitry Ani pko, Ran Atkinson, Fred Baker, Ray Bellis,
Teco Boot, John Brzozowski, Canmeron Byrne, Brian Carpenter, Stuart
Cheshire, Julius Chroboczek, Lorenzo Colitti, Robert Cragie, El wn
Davi es, Ral ph Drons, Lars Eggert, Jim CGettys, O afur Gudnundsson,
Wassi m Haddad, Joel M Hal pern, David Harrington, Lee Howard, Ray
Hunter, Joel Jaeggli, Heather Kirksey, Ted Lenon, Acee Lindem Kerry
Lynn, Daniel Mgault, Erik Nordmark, M chael Richardson, Mttia
Rossi, Barbara Stark, Sander Steffann, Markus Stenberg, Don Sturek,
Andrew Sul | ivan, Dave Taht, Dave Thal er, M chael Thomas, Mark

Townsl ey, JP Vasseur, Curtis Villam zar, Russ Wite, Dan Wng, and
Janmes Whodyatt for their conments and contributions w thin honenet WG
nmeetings and on the W nailing list. An acknow edgnent generally
nmeans that a person’s text made it into the docunment or was hel pful
in clarifying or reinforcing an aspect of the document. It does not
imply that each contributor agrees with every point in the docunent.

Chown, et al. I nf or mat i onal [ Page 48]



RFC 7368 | Pv6 Home Networking Cct ober 2014

Aut hors’ Addr esses

Ti m Chown (editor)

Uni versity of Sout hanpton

Hi ghfield

Sout hanpton, Hanpshire SO17 1BJ
United Ki ngdom

EMai | . tjc@cs. soton. ac. uk

Jari Arkko
Eri csson
Jorvas 02420
Fi nl and

EMai | : jari.arkko@i uha. net

Ander s Br andt

Si gma Desi gns

Emdr upvej 26A, 1
Copenhagen DK-2100
Denmar k

EMai | : anders_brandt @i gnadesi gns. com

Ad e Troan

Cisco Systems, Inc.
Philip Pedersensvei 1
Lysaker, N 1325

Nor way

EMai |l : ot @i sco.com

Jason Wil

Ti re Warner Cable

13820 Sunrise Valley Drive
Her ndon, VA 20171

United States

EMai | : jason.weil @wcabl e. com

Chown, et al. I nf or mat i onal [ Page 49]



