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met hod that objectively conpares performance of the device' s traffic

managenent capabilities and to specify the means to benchmark traffic
managenent with representative application traffic.
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1. Introduction

Traffic managenent (i.e., policing, shaping, etc.) is an increasingly
i mportant conponent when inplementing network Quality of Service

(Q09).

There is currently no framework to benchmark these features, although
sonme standards address specific areas as described in Section 1.1.

Thi s docunent provides a framework to conduct repeatable traffic
managenment benchmar ks for devices and systens in a |ab environnent.

Specifically, this franework defines the nethods to characterize the
capacity of the following traffic nanagenent features in network
devices: classification, policing, queuing/scheduling, and traffic
shapi ng.

Thi s benchmarki ng framework can al so be used as a test procedure to
assist in the tuning of traffic managenent paraneters before service
activation. |In addition to Layer 2/3 (Ethernet/IP) benchmarking,
Layer 4 (TCP) test patterns are proposed by this docunment in order to
nore realistically benchrmark end-user traffic.

1.1. Traffic Managenent Overview

In general, a device with traffic nanagenment capabilities perforns
the follow ng functions:

- Traffic classification: identifies traffic according to various
configuration rules (for exanple, |EEE 802.1Q Virtual LAN (VLAN)
Differentiated Services Code Point (DSCP)) and marks this traffic
internally to the network device. Miltiple external priorities
(DSCP, 802.1p, etc.) can map to the sane priority in the device.

- Traffic policing: linmts the rate of traffic that enters a network
device according to the traffic classification. |If the traffic
exceeds the provisioned limts, the traffic is either dropped or
remarked and forwarded onto the next network device.
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- Traffic scheduling: provides traffic classification within the
networ k device by directing packets to various types of queues and
applies a dispatching algorithmto assign the forwardi ng sequence
of packets.

- Traffic shaping: controls traffic by actively buffering and
snoot hing the output rate in an attenpt to adapt bursty traffic to
the configured linmts.

- Active Queue Managenent (AQVM): involves nonitoring the status of
i nternal queues and proactively dropping (or remarking) packets,
whi ch causes hosts using congestion-aware protocols to "back off"
and in turn alleviate queue congestion [RFC7567]. On the other
hand, classic traffic managenent techni ques reactively drop (or
remark) packets based on queue-full conditions. The benchmarki ng
scenarios for AQM are different and are outside the scope of this
testing franeworKk.

Even though AQMis outside the scope of this framework, it should be
noted that the TCP netrics and TCP test patterns (defined in
Sections 4.2 and 5.2, respectively) could be useful to test new AQV
algorithnms (targeted to alleviate "bufferbloat"). Exanples of these
al gorithnms include Controlled Delay [CoDel] and Proportional Integra
control |l er Enhanced [PIE].

The following diagramis a generic nodel of the traffic managenent
capabilities within a network device. It is not intended to
represent all variations of manufacturer traffic nmanagenent
capabilities, but it provides context for this test framework.

| | | |
| I nterface | | I ngress Actions | | Egress Acti ons| | I nterface

| I ngress | | (classification,| | (scheduling, | | Egr ess

| Queues | | marking, | | shapi ng, | | Queues |
| |-->| policing, or | -->| active queue |-->|

| | | shaping) | | managenent, | | |
| | | | remarking) | | |

Figure 1: Ceneric Traffic Managenent Capabilities of a Network Device

I ngress actions such as classification are defined in [ RFC4689] and

i nclude I P addresses, port nunbers, and DSCP. In ternms of narking,

[ RFC2697] and [ RFC2698] define a Single Rate Three Col or Marker and a
Two Rate Three Col or Marker, respectively.
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The Metro Ethernet Forum (MEF) specifies policing and shaping in
terns of ingress and egress subscriber/provider conditioning
functions as described in MEF 12.2 [MEF-12.2], as well as ingress and
bandwi dth profile attributes as described in MEF 10.3 [ MEF-10. 3] and
MEF 26.1 [ MEF-26.1].

1.2. Lab Configuration and Testing Overvi ew

The foll owi ng di agram shows the | ab setup for the traffic managenent

tests:

RS + F - + Fomm e - + S +
| Transmitting | | | | | | Receiving

| Test Host | | | | | | Test Host |
| [----- | Device|l----> Network |[--->] |
| | | Under | | Delay | | |
| | | Test | | Emul ator | | |
| | <=1 | <=1 <] |
| | | | | | | |
oo + Fomm e + [ T + R +

Figure 2: Lab Setup for Traffic Managenment Tests
As shown in the test diagram the framework supports unidirectiona
and bidirectional traffic nmanagenment tests (where the transnmitting
and receiving roles would be reversed on the return path).

This testing franework describes the tests and nmetrics for each of
the following traffic managenent functions

- Cassification

- Policing

- Queui ng/ schedul i ng

- Shapi ng

The tests are divided into individual and rated capacity tests. The
i ndi vidual tests are intended to benchmark the traffic managenent
functions according to the netrics defined in Section 4. The
capacity tests verify traffic nanagenent functions under the |oad of
many sinul taneous individual tests and their flows.

This involves concurrent testing of multiple interfaces with the

specific traffic managenment function enabl ed, and increasing the |oad
to the capacity limt of each interface
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For exanple, a device is specified to be capable of shaping on all of
its egress ports. The individual test would first be conducted to
benchmark the specified shaping function against the netrics defined
in Section 4. Then, the capacity test would be executed to test the
shapi ng function concurrently on all interfaces and with maxi mum
traffic | oad.

The Network Delay Enmulator (NDE) is required for TCP stateful tests
in order to allow TCP to utilize a TCP wi ndow of significant size in
its control | oop.

Note al so that the NDE SHOULD be passive in nature (e.g., a fiber
spool). This is recommended to elimnate the potential effects that
an active delay elenent (i.e., test inpairnent generator) nmay have on

the test flows. 1In the case where a fiber spool is not practical due
to the desired |l atency, an active NDE MJST be independently verified
to be capabl e of adding the configured delay without [oss. [In other

words, the Device Under Test (DUT) would be renoved and the NDE
performance benchmarked i ndependently.

Note that the NDE SHOULD be used only as enul ated delay. Mbst NDEs
all ow for per-flow delay actions, enulating QoS prioritization. For
this franmework, the NDE s sole purpose is sinply to add delay to all
packets (enulate network latency). So, to benchmark the perfornmance
of the NDE, the maxi nrum offered | oad should be tested agai nst the
following frane sizes: 128, 256, 512, 768, 1024, 1500, and
9600 bytes. The delay accuracy at each of these packet sizes can
then be used to calibrate the range of expected Bandwi dt h- Del ay
Product (BDP) for the TCP stateful tests.
2. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
The followi ng acronyns are used:

AQM Active Queue Managenent

BB: Bottl eneck Bandw dth

BDP: Bandwi dt h- Del ay Product

BSA: Burst Size Achieved

CBS: Commtted Burst Size
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DUT:

EBS:

El R

NDE:
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Committed Information Rate
Devi ce Under Test

Excess Burst Size

Excess Information Rate

Net wor k Del ay Emul at or

Q: Queue Length

QoS
RTT:
SBB:

SBI :

Quality of Service
Round-Trip Tinme
Shaper Burst Bytes

Shaper Burst |nterva

SP. Strict Priority

SR Shaper Rate

SSB: Send Socket Buffer
SUT: System Under Test
Ti: Transm ssion Interva

TTP:

TCP Test Pattern

TTPET: TCP Test Pattern Execution Tine

3. Scope and Coal s

Sept ember 2015

The scope of this work is to develop a franework for benchnarki ng and
testing the traffic managenment capabilities of network devices in the

| ab environnent.

limted to:

Swi tches (including Layer 2/3 devices)

- Routers
- Firewalls
- GCeneral Layer 4-7 appliances (Proxies,

Constantine & Kri shnan

I nf or mat i ona

These network devices may include but are not

WAN Accel erators, etc.)
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Essentially, any network device that perforns traffic managenent as
defined in Section 1.1 can be benchnarked or tested with this
f ramewor k.

The primary goal is to assess the maxi mum forwardi ng perfornmance
deenmed to be within the provisioned traffic linits that a network
devi ce can sustain wi thout dropping or inpairing packets, and w t hout
conprom sing the accuracy of multiple instances of traffic nanagenent
functions. This is the benchmark for conparison between devices.

Wthin this framework, the netrics are defined for each traffic
managenent test but do not include pass/fail criteria, which are not
within the charter of the BMWAG  This framework provides the test

met hods and netrics to conduct repeatable testing, which will provide
the means to conpare neasured performance between DUTs.

As nentioned in Section 1.2, these nethods describe the individua
tests and netrics for several nmanagenent functions. It is also
within scope that this framework will benchmark each function in
terns of overall rated capacity. This involves concurrent testing of
multiple interfaces with the specific traffic managenent function
enabl ed, up to the capacity limt of each interface.

It is not within the scope of this franework to specify the procedure
for testing nultiple configurations of traffic nmanagenent functions
concurrently. The nultitudes of possible conbinations are al nost
unbounded, and the ability to identify functional "break points"
woul d be al nost i npossi bl e.

However, Section 6.4 provides suggestions for sonme profiles of
concurrent functions that would be useful to benchmark. The key
requi renent for any concurrent test function is that tests MJST
produce reliable and repeatable results.

Also, it is not within scope to perform conformance testing. Tests

defined in this franmework benchmark the traffic nmanagenent functions
according to the netrics defined in Section 4 and do not address any
conformance to standards related to traffic managenent.

The current specifications don't specify exact behavior or

i npl enment ati on, and the specifications that do exist (cited in
Section 1.1) allow inplenentations to vary with regard to short-term
rate accuracy and other factors. This is a primary driver for this
framework: to provide an objective neans to conpare vendor traffic
managenent functions.
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Anot her goal is to devise nethods that utilize flows wth congestion-
aware transport (TCP) as part of the traffic load and still produce
repeatable results in the isolated test environment. This franework
will derive stateful test patterns (TCP or application |ayer) that
can al so be used to further benchmark the performance of applicable
traffic managenent techni ques such as queui ng/ scheduling and traffic
shaping. 1In cases where the network device is stateful in nature
(i.e., firewall, etc.), stateful test pattern traffic is inportant to
test, along with stateless UDP traffic in specific test scenarios
(i.e., applications using TCP transport and UDP Vol P, etc.).

As nentioned earlier in this docunent, repeatability of test results
is critical, especially considering the nature of stateful TCP
traffic. To this end, the stateful tests will use TCP test patterns
to emulate applications. This framework al so provides guidelines for
application nodeling and open source tools to achieve the repeatable
stimulus. Finally, TCP nmetrics from[RFC6349] MJST be neasured for
each stateful test and provide the neans to conpare each repeated
test.

Even though this framework targets the testing of TCP applications
(i.e., web, emnil, database, etc.), it could also be applied to the
Stream Control Transm ssion Protocol (SCTP) in ternms of test
patterns. WDbRTC, Signaling System 7 (SS7) signaling, and 3GPP are
SCTP- based applications that could be nbdeled with this franework to
benchmark SCTP's effect on traffic nmanagement perfornmance

Note that at the time of this witing, this franework does not
address tcpcrypt (encrypted TCP) test patterns, although the netrics
defined in Section 4.2 can still be used because the netrics are
based on TCP retransm ssion and RTT neasurenents (versus any of the
payl oad). Thus, if tcpcrypt becones popular, it would be natural for
benchmarkers to consider encrypted TCP patterns and include themin
test cases.
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4. Traffic Benchmarking Metrics

The nmetrics to be nmeasured during the benchmarks are divided into two
(2) sections: packet-layer nmetrics used for the stateless traffic
testing and TCP-layer netrics used for the stateful traffic testing.

4.1. Metrics for Stateless Traffic Tests

Stateless traffic neasurenents require that a sequence nunber and
timestanp be inserted into the payload for |ost-packet analysis.
Del ay analysis may be achieved by insertion of tinestanps directly
into the packets or tinmestanps stored el sewhere (packet captures).
This franmework does not specify the packet fornmat to carry sequence
nurmber or timing information.

However, [RFC4737] and [ RFC4689] provide recommendati ons for sequence
tracking, along with definitions of in-sequence and out - of -order
packets.

The following netrics MUST be neasured during the stateless traffic
benchmar ki ng conponents of the tests:

- Burst Size Achieved (BSA): For the traffic policing and network
queue tests, the tester will be configured to send bursts to test
either the Conmitted Burst Size (CBS) or Excess Burst Size (EBS)
of a policer or the queue/buffer size configured in the DUT. The
BSA netric is a neasure of the actual burst size received at the
egress port of the DUT with no | ost packets. For exanple, the
configured CBS of a DUT is 64 KB, and after the burst test, only a
63 KB burst can be achi eved wi thout packet |loss. Then, 63 KB is
the BSA. Al so, the average Packet Delay Variation (PDV) (see
bel ow) as experienced by the packets sent at the BSA burst size
shoul d be recorded. This netric SHALL be reported in units of
bytes, KB, or MB

- Lost Packets (LP): For all traffic nanagenent tests, the tester
will transmit the test packets into the DUT ingress port, and the
nunber of packets received at the egress port will be neasured.
The di fference between packets transmitted into the ingress port
and received at the egress port is the nunber of |ost packets as
measured at the egress port. These packets nust have uni que
identifiers such that only the test packets are neasured. For
cases where nultiple flows are transmtted fromthe ingress port
to the egress port (e.g., |P conversations), each flow nust have
sequence nunbers within the stream of test packets.
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[ RFC6703] and [ RFC2680] describe the need to establish the tine
threshold to wait before a packet is declared as lost. This
threshold MJUST be reported, with the results reported as an integer
nunber that cannot be negative.

Qut - of - Sequence (OOS): In addition to the LP netric, the test
packets must be nonitored for sequence. [RFC4689] defines the
general function of sequence tracking, as well as definitions for
i n-sequence and out - of -order packets. Qut-of-order packets wll
be counted per [RFC4737]. This metric SHALL be reported as an

i nt eger nunber that cannot be negative.

Packet Delay (PD): The PD netric is the difference between the
timestanp of the received egress port packets and the packets
transmitted into the ingress port, as specified in [RFC1242]. The
transmitting host and receiving host time nust be in tine sync
(achi eved by using NTP, GPS, etc.). This metric SHALL be reported
as a real nunber of seconds, where a negative neasurenent usually
i ndi cates a tinme synchronizati on probl em between test devices.

Packet Delay Variation (PDV): The PDV netric is the variation
between the tinmestanp of the received egress port packets, as
specified in [RFC5481]. Note that per [RFC5481], this PDV is the
vari ation of one-way delay across many packets in the traffic
flow Per the neasurenent formula in [ RFC5481], select the high
percentile of 99% and units of neasure will be a real nunber of
seconds (a negative value is not possible for the PDV and woul d

i ndi cate a measurenent error).

Shaper Rate (SR): The SR represents the average DUT output rate
(bps) over the test interval. The SRis only applicable to the
traffic-shaping tests.

Shaper Burst Bytes (SBB): A traffic shaper will emt packets in
"trains" of different sizes; these franes are emtted "back-to-
back" with respect to the mandatory interframe gap. This netric
characterizes the nethod by which the shaper enits traffic. Sone
shapers transmit |arger bursts per interval, and a burst of

one packet would apply to the | ess common case of a shaper sending
a constant-bitrate stream of single packets. This netric SHALL be
reported in units of bytes, KB, or MB. The SBB netric is only
applicable to the traffic-shaping tests.

Shaper Burst Interval (SBl): The SBlI is the tine between bursts
emitted by the shaper and is neasured at the DUT egress port.
This metric SHALL be reported as a real nunmber of seconds. The
SBl is only applicable to the traffic-shaping tests.

Const antine & Krishnan I nf or mat i onal [ Page 11]



RFC 7640 Traf fic Managenent Benchnarki ng Sept ember 2015

4,2, Metrics for Stateful Traffic Tests

The stateful metrics will be based on [ RFC6349] TCP netrics and MJST
i ncl ude:

- TCP Test Pattern Execution Tine (TTPET): [RFC6349] defined the TCP
Transfer Tine for bulk transfers, which is sinply the neasured
time to transfer bytes across single or concurrent TCP
connections. The TCP test patterns used in traffic managenent
tests will include bulk transfer and interactive applications.

The interactive patterns include instances such as HITP busi ness
applications and database applications. The TTPET will be the
nmeasure of the tinme for a single execution of a TCP Test Pattern
(TTP). Average, minimm and maxi mumtinmes will be measured or
cal cul ated and expressed as a real nunber of seconds.

An exanpl e would be an interactive HITP TTP session that shoul d take
5 seconds on a GgE network with 0.5-millisecond | atency. During ten
(10) executions of this TTP, the TTPET results might be an average of
6.5 seconds, a mninumof 5.0 seconds, and a maxi mum of 7.9 seconds.

- TCP Efficiency: After the execution of the TTP, TCP Efficiency
represents the percentage of bytes that were not retransmitted.

Transmitted Bytes - Retransnitted Bytes
TCP Efficiency %= -----mmmmmmm e X 100
Transmitted Bytes

"Transmitted Bytes" is the total nunber of TCP bytes to be
transmtted, including the original bytes and the retransmtted
bytes. To avoid any misinterpretation that a reordered packet is a
retransmtted packet (as may be the case with packet decode
interpretation), these retransnitted bytes should be recorded from
t he perspective of the sender’s TCP/IP stack

- Buffer Delay: Buffer Delay represents the increase in RIT during a
TCP test versus the baseline DUT RTT (non-congested, inherent
| atency). RITT and the technique to neasure RTT (average versus
baseline) are defined in [RFC6349]. Referencing [RFC6349], the
average RTT is derived fromthe total of all measured RTTs during
the actual test sanpled at every second divided by the test
duration in seconds.
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Total RTTs during transfer
Average RTT during transfer = ------mommmm i
Transfer duration in seconds

Average RTT during transfer - Baseline RTT
Buffer Delay %= ----------mmmmmmi i X 100
Baseline RTT

Note that even though this was not explicitly stated in [RFC6349],
retransmtted packets should not be used in RTT nmeasurenents.

Al'so, the test results should record the average RTT in mlliseconds
across the entire test duration, as well as the nunber of sanples.

5. Tester Capabilities

The testing capabilities of the traffic nanagenent test environnent
are divided into two (2) sections: stateless traffic testing and
stateful traffic testing.

5.1. Stateless Test Traffic CGeneration

The test device MJST be capabl e of generating traffic at up to the
link speed of the DUT. The test device nust be calibrated to verify
that it will not drop any packets. The test device's inherent PD and
PDV nust al so be calibrated and subtracted fromthe PD and PDV
metrics. The test device must support the encapsulation to be
tested, e.g., |EEE 802.1Q VLAN, |EEE 802.1ad Qin-Q Miltiprotoco
Label Switching (MPLS). Also, the test device nust allow control of
the classification techniques defined in [ RFC4689] (e.g., |P address,
DSCP, classification of Type of Service).

The open source tool "iperf" can be used to generate statel ess UDP
traffic and is discussed in Appendix A. Since iperf is a software-
based tool, there will be perfornmance linmitations at higher |ink
speeds (e.g., 1 GgE, 10 GgE). Careful calibration of any test
envi ronnent using iperf is inportant. At higher |ink speeds, using
har dwar e- based packet test equiprment is reconmended.
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5.1.1. Burst Hunt with Stateless Traffic

A central theme for the traffic nanagenent tests is to benchmark the
specified burst paraneter of a traffic managenment function, since
burst paraneters listed in Service Level Agreenents (SLAs) are
specified in bytes. For testing efficiency, including a burst hunt
feature is recommended, as this feature automates the nmanual process
of determining the maxi mum burst size that can be supported by a
traffic managenent function

The burst hunt algorithm should start at the target burst size
(maxi mum bur st size supported by the traffic nmanagenent function) and
will send single bursts until it can determ ne the |argest burst that
can pass without loss. |If the target burst size passes, then the
test is conplete. The "hunt" aspect occurs when the target burst
size is not achieved; the algorithmw |l drop down to a configured

m ni mum burst size and increnentally increase the burst until the
maxi mum bur st supported by the DUT is discovered. The recomended
granularity of the incremental burst size increase is 1 KB.

For a policer function, if the burst size passes, the burst should be
i ncreased by increnments of 1 KBto verify that the policer is truly
configured properly (or enabled at all).

5.2. Stateful Test Pattern Ceneration

The TCP test host will have many of the sane attributes as the TCP
test host defined in [ RFC6349]. The TCP test device may be a

standard conputer or a dedicated conmunications test instrument. In
both cases, it nust be capable of enulating both a client and a
server.

For any test using stateful TCP test traffic, the Network Del ay
Emul at or (the NDE function as shown in the |ab setup diagramin
Section 1.2) nust be used in order to provide a neani ngful BDP. As
di scussed in Section 1.2, the target traffic rate and configured RTT
MUST be verified i ndependently, using just the NDE for all statefu
tests (to ensure that the NDE can add delay w thout inducing any
packet | oss).

The TCP test host MJST be capabl e of generating and receiving
stateful TCP test traffic at the full link speed of the DUT. As a
general rule of thunb, testing TCP throughput at rates greater than
500 Mops nmay require high-performance server hardware or dedicated
har dwar e- based test tools.
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The TCP test host MJST all ow the adjustment of both Send and Receive
Socket Buffer sizes. The Socket Buffers nmust be |arge enough to fil
the BDP for bulk transfer of TCP test application traffic.

Measuring RTT and retransm ssions per connection will generally
require a dedicated comuni cations test instrunent. |In the absence
of dedi cated hardware-based test tools, these neasurenents nmay need
to be conducted with packet capture tools; i.e., conduct TCP

t hroughput tests, and analyze RTT and retransmi ssions in packet

capt ures.

The TCP i npl enentation used by the test host MJST be specified in the
test results (e.g., TCP New Reno, TCP options supported).
Additionally, the test results SHALL provide specific congestion
control algorithmdetails, as per [RFC3148].

Whi | e [ RFC6349] defined the nmeans to conduct throughput tests of TCP
bul k transfers, the traffic nanagenent framework will extend TCP test
execution into interactive TCP application traffic. Exanples include
emai |, HTTP, and business applications. This interactive traffic is
bi directional and can be chatty, nmeaning many turns in traffic
communi cati on during the course of a transaction (versus the
relatively unidirectional flow of bulk transfer applications).

The test device nust not only support bulk TCP transfer application
traffic but MJST al so support chatty traffic. A valid stress test

SHOULD i nclude both traffic types. This is due to the non-uniform
bursty nature of chatty applications versus the relatively uniform
nature of bulk transfers (the bulk transfer snmoothly stabilizes to

equilibrium state under |ossless conditions).

Wiile iperf is an excellent choice for TCP bulk transfer testing, the
"net perf" open source tool provides the ability to control client and
server request/response behavior. The netperf-wapper tool is a

Pyt hon script that runs nultiple simnmultaneous netperf instances and
aggregates the results. Appendi x A provides an overvi ew of

net perf/net perf-wapper, as well as iperf. As with any software-
based tool, the performance nust be qualified to the link speed to be
tested. Hardware-based test equiprment should be considered for
reliable results at higher link speeds (e.g., 1 GgE, 10 G gE)

5.2.1. TCP Test Pattern Definitions

As mentioned in the goals of this franework, techniques are defined
to specify TCP traffic test patterns to benchmark traffic nanagenent
techni que(s) and produce repeatable results. Sone network devices,

such as firewalls, will not process stateless test traffic; this is
anot her reason why stateful TCP test traffic nust be used.
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An application could be fully enmulated up to Layer 7; however, this
framework proposes that stateful TCP test patterns be used in order
to provide granul ar and repeatable control for the benchmarks. The

followi ng diagramillustrates a sinple web-browsing application
(HTTP)
GET URL
Cient  ceem i > Wb
Veb 200 &K 100 ns I
Br owser <--------------------____! Server

Figure 3: Sinple Flow Diagramfor a Wb Application

In this exanple, the Cient Wb Browser (client) requests a URL, and
then the Web Server delivers the web page content to the client
(after a server delay of 100 mlliseconds). This asynchronous
"request/response" behavior is intrinsic to nost TCP-based
applications, such as email (SMIP), file transfers (FTP and Server
Message Bl ock (SMB)), database (SQ.), web applications (SQAP), and
Representational State Transfer (REST). The inpact on the network
el ements is due to the nmultitudes of clients and the variety of
bursty traffic, which stress traffic nmanagenent functions. The
actual erul ation of the specific application protocols is not

requi red, and TCP test patterns can be defined to minic the
application network traffic flows and produce repeatable results.

Appl i cation nodeling techni ques have been proposed in

[ 3GPP2- C_R1002- A], which provides exanples to nodel the behavior of
HTTP, FTP, and Wrel ess Application Protocol (WAP) applications at
the TCP layer. The nodels have been defined with various

mat hemati cal distributions for the request/response bytes and
inter-request gap tines. The nodel definition formats described in
[ 3GPP2- C_R1002-A] are the basis for the guidelines provided in
Appendi x B and are also simlar to formats used by network nodeling
tools. Packet captures can al so be used to characterize application
traffic and specify sonme of the test patterns listed in Appendix B

This franmework does not specify a fixed set of TCP test patterns but
does provide test cases that SHOULD be perforned; see Appendix B
Sonme of these exanples reflect those specified in [ CA-Benchnark],
whi ch suggests traffic mxes for a variety of representative
application profiles. Oher exanples are sinply well-known
application traffic types such as HTTP.
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6. Traffic Benchnarki ng Met hodol ogy

The traffic benchmarki ng nmet hodol ogy uses the test setup from
Section 1.2 and netrics defined in Section 4.

Each test SHOULD conpare the network device's internal statistics
(avail abl e via comand |ine nanagenent interface, SNWP, etc.) to the
measured nmetrics defined in Section 4. This evaluates the accuracy
of the internal traffic nmanagenent counters under individual test
conditions and capacity test conditions as defined in Sections 4.1
and 4.2. This conparison is not intended to conpare real-tine
statistics, but rather the cunulative statistics reported after the
test has conpl eted and device counters have updated (it is conmnon for
device counters to update after an interval of 10 seconds or nore).

From a devi ce configuration standpoint, scheduling and shaping
functionality can be applied to logical ports (e.g., Link Aggregation
(LAG). This would result in the sane scheduling and shaping
configuration applied to all of the menber physical ports. The focus
of this docunment is only on tests at a physical-port |evel

The follow ng sections provide the objective, procedure, netrics, and
reporting format for each test. For all test steps, the foll ow ng
gl obal paraneters nust be specified:

Test Runs (Tr):
The nunber of times the test needs to be run to ensure accurate

and repeatable results. The reconmended value is a m ni num
of 10.

Test Duration (Td):
The duration of a test iteration, expressed in seconds. The
recomended m ni mum val ue i s 60 seconds.

The variability in the test results MIJST be neasured between test
runs, and if the variation is characterized as a significant portion
of the nmeasured val ues, the next step nay be to revise the nethods to
achi eve better consistency.

6.1. Policing Tests

A policer is defined as the entity perfornming the policy function.
The intent of the policing tests is to verify the policer perfornance
(i.e., CIR/CBS and EI R/ EBS paraneters). The tests will verify that
the network device can handle the CIRwith CBS and the EIR with EBS,
and wi |l use back-to-back packet-testing concepts as described in

[ RFC2544] (but adapted to burst size algorithnms and terni nol ogy).

Al so, [MEF-14], [MEF-19], and [ MEF-37] provide sone bases for
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specific conponents of this test. The burst hunt algorithm defined
in Section 5.1.1 can also be used to automate the neasurenent of the
CBS val ue.

The tests are divided into two (2) sections: individual policer tests
and then full-capacity policing tests. It is inportant to benchnark
the basic functionality of the individual policer and then proceed
into the fully rated capacity of the device. This capacity may

i ncl ude the nunmber of policing policies per device and the nunber of
policers simultaneously active across all ports.

6.1.1. Policer Individual Tests

hj ective:
Test a policer as defined by [ RFC4115] or [ MEF-10.3], depending
upon the equiprment’s specification. |In addition to verifying that

the policer allows the specified CBS and EBS bursts to pass, the
policer test MJUST verify that the policer will remark or drop
excess packets, and pass traffic at the specified CBS/ EBS val ues.

Test Summary:
Policing tests should use stateless traffic. Stateful TCP test
traffic will generally be adversely affected by a policer in the
absence of traffic shaping. So, while TCP traffic could be used,
it is nore accurate to benchnark a policer with stateless traffic.

As an exanple of a policer as defined by [ RFC4115], consider a
CBS/ EBS of 64 KB and CIR/ EIR of 100 Mops on a 1 G gE physical |ink
(in color-blind node). A stateless traffic burst of 64 KB would
be sent into the policer at the GgE rate. This equates to an
approximately 0.512-nillisecond burst tine (64 KB at 1 GgE). The
traffic generator nust space these bursts to ensure that the
aggregat e throughput does not exceed the CIR  The Ti between the
bursts would equal CBS * 8 / CIR = 5.12 mlliseconds in this
exanpl e.

Test Metrics:
The metrics defined in Section 4.1 (BSA, LP, OGS, PD, and PDV)
SHALL be neasured at the egress port and recorded.

Pr ocedur e:
1. Configure the DUT policing paraneters for the desired CIR EIR
and CBS/ EBS val ues to be tested.

2. Configure the tester to generate a stateless traffic burst
equal to CBS and an interval equal to Ti (CBSin bits/CR
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3. Conpliant Traffic Test: Generate bursts of CBS + EBS traffic
into the policer ingress port, and neasure the netrics defined
in Section 4.1 (BSA, LP, O0S, PD, and PDV) at the egress port
and across the entire Td (default 60-second duration).

4. Excess Traffic Test: Generate bursts of greater than CBS + EBS
bytes into the policer ingress port, and verify that the
policer only allowed the BSA bytes to exit the egress. The
excess burst MJST be recorded; the reconmended value is
1000 bytes. Additional tests beyond the sinple color-blind
exanpl e m ght include col or-aware node, configurations where
EIRis greater than CI R, etc.

Reporting Fornmat:
The policer individual report MJST contain all results for each
CIR EIR/CBS/EBS test run. A recommended format is as follows:

EE R R R R R R R I R R I I S R R I S

Test Configuration Sumary: Tr, Td
DUT Configuration Summary: CIR EIR CBS, EBS

The results table should contain entries for each test run
as follows (Test #1 to Test #Tr):

- Compliant Traffic Test: BSA, LP, OOCS, PD, and PDV

- Excess Traffic Test: BSA

EIE R R R R I R R I R R I R R R I R I S R I R R S I R R S R

6.1.2. Policer Capacity Tests

hj ecti ve:
The intent of the capacity tests is to verify the policer
performance in a scal ed environnent with nultiple ingress custoner
policers on nultiple physical ports. This test will benchmark the
maxi mum nunber of active policers as specified by the device
manuf act urer.

Test Summary:
The specified policing function capacity is generally expressed in
terms of the nunber of policers active on each individual physica
port as well as the nunmber of unique policer rates that are
utilized. For all of the capacity tests, the benchmarking test
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procedure and reporting fornmat described in Section 6.1.1 for a
single policer MIST be applied to each of the physical-port
policers.

For exanple, a Layer 2 switching device may specify that each of
the 32 physical ports can be policed using a pool of policing
service policies. The device nay carry a single custoner’s
traffic on each physical port, and a single policer is

i nstantiated per physical port. Another possibility is that a
singl e physical port may carry multiple custoners, in which case
many custoner flows would be policed concurrently on an individua
physi cal port (separate policers per customer on an individua
port).

Test Metrics:
The metrics defined in Section 4.1 (BSA, LP, OCS, PD, and PDV)
SHALL be neasured at the egress port and recorded.

The follow ng sections provide the specific test scenarios,
procedures, and reporting formats for each policer capacity test.

6.1.2.1. Maxinum Policers on Single Physical Port
Test Summary:

The first policer capacity test will benchmark a single physica
port, with nmaxi num policers on that physical port.
Assume mul tiple categories of ingress policers at rates
ri, r2, ..., rn. There are nultiple customers on a single
physi cal port. Each custoner could be represented by a
singl e-tagged VLAN, a doubl e-tagged VLAN, a Virtual Private LAN
Service (VPLS) instance, etc. Each customer is mapped to a
different policer. Each of the policers can be of rates
ri, r2, ..., rn.
An exanpl e configuration would be
- Y1l custoners, policer rate rl
- Y2 custoners, policer rate r2

- Y3 custoners, policer rate r3

- Yn custoners, policer rate rn
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Some bandwi dt h on the physical port is dedicated for other traffic
(i.e., other than custoner traffic); this includes network contro
protocol traffic. There is a separate policer for the other
traffic. Typical deploynents have three categories of policers;
there may be sone depl oynents with nore or | ess than three
categories of ingress policers.

Procedure:
1. Configure the DUT policing parameters for the desired CIREIR
and CBS/ EBS val ues for each policer rate (rl-rn) to be tested.

2. Configure the tester to generate a stateless traffic burst
equal to CBS and an interval equal to Ti (CBSin bits/CIR) for
each customer stream (Y1-Yn). The encapsul ation for each
customer nust al so be configured according to the service
tested (VLAN, VPLS, |P mapping, etc.).

3. Conpliant Traffic Test: Generate bursts of CBS + EBS traffic
into the policer ingress port for each custoner traffic stream
and neasure the nmetrics defined in Section 4.1 (BSA, LP, OCS,
PD, and PDV) at the egress port for each stream and across the
entire Td (default 30-second duration).

4. Excess Traffic Test: Generate bursts of greater than CBS + EBS
bytes into the policer ingress port for each custoner traffic
stream and verify that the policer only allowed the BSA bytes
to exit the egress for each stream The excess burst MJST be
recorded; the recommended value is 1000 bytes.

Reporting Fornat:
The policer individual report MJST contain all results for each

CIR EI RFCBS/ EBS test run, per custoner traffic stream A
recomended format is as foll ows:

R R S S b b b S S I I R O S kI R R S I I I I S S R R I S I I O S S S I
Test Configuration Sumary: Tr, Td

Customer Traffic Stream Encapsul ation: Map each streamto VLAN,
VPLS, | P address

DUT Configuration Summary per Custoner Traffic Stream CIR EIR
CBS, EBS
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The results table should contain entries for each test run
as follows (Test #1 to Test #Tr):

- Customer Stream Y1-Yn (see note) Conpliant Traffic Test:
BSA, LP, OCs, PD, and PDV

-  Custoner Stream Y1-Yn (see note) Excess Traffic Test: BSA

R Rk b Sk S R R Rk O S kS S R R S o S o S R I S kb S b b

Note: For each test run, there will be two (2) rows for each
custoner stream the Conpliant Traffic Test result and the Excess
Traffic Test result.

6.1.2.2. Single Policer on All Physical Ports

Test Summary:
The second policer capacity test involves a single policer

function per physical port with all physical ports active. In
this test, there is a single policer per physical port. The
policer can have one of the rates r1, r2, ..., rn. Al of the

physi cal ports in the networking device are active.

Procedure:
The procedure for this test is identical to the procedure |isted
in Section 6.1.1. The configured paraneters nust be reported
per port, and the test report nust include results per neasured
egress port.

6.1.2.3. Maxinmum Policers on All Physical Ports

The third policer capacity test is a conbination of the first and
second capacity tests, i.e., maxi mum policers active per physica
port and all physical ports active.

Procedure:
The procedure for this test is identical to the procedure |isted
in Section 6.1.2.1. The configured paraneters nust be reported
per port, and the test report nmust include per-streamresults per
neasured egress port.
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6.2. Queue/ Schedul er Tests

Queues and traffic scheduling are closely related in that a queue’'s
priority dictates the manner in which the traffic scheduler transnits
packets out of the egress port.

Since device queues/buffers are generally an egress function, this
test framework will discuss testing at the egress (although the
techni que can be applied to ingress-side queues).

Simlar to the policing tests, these tests are divided into two
sections: individual queue/scheduler function tests and then
full-capacity tests.

6.2.1. Queue/ Schedul er Individual Tests

The various types of scheduling techniques include FIFO Strict
Priority (SP) queuing, and Wighted Fair Queuing (WFQ, along with
other variations. This test framework recomends testing with a

nm ni mrum of three techni ques, although benchnmarking ot her

devi ce-scheduling algorithnms is left to the discretion of the tester

6.2.1.1. Testing Queue/ Scheduler with Statel ess Traffic

hj ecti ve:
Verify that the configured queue and schedul i ng techni que can
handl e stateless traffic bursts up to the queue depth.

Test Summary:
A network device queue is nenory based, unlike a policing
function, which is token or credit based. However, the sane
concepts from Section 6.1 can be applied to testing network device
queues.

The device’s network queue should be configured to the desired
size in KB (i.e., Queue Length (Q.)), and then stateless traffic
should be transnmitted to test this Q.

A queue should be able to handle repetitive bursts with the
transm ssi on gaps proportional to the Bottl eneck Bandw dt h (BB)
The transmission gap is referred to here as the transm ssion
interval (Ti). The Ti can be defined for the traffic bursts and
is based on the Q. and BB of the egress interface.

Ti =Q * 8/ BB
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Note that this equation is sinilar to the Ti required for
transmission into a policer (QL = CBS, BB = CIR). Note also that
the burst hunt algorithmdefined in Section 5.1.1 can al so be used
to automate the neasurenent of the queue val ue.

The stateless traffic burst SHALL be transnmitted at the Iink speed
and spaced within the transmission interval (Ti). The netrics
defined in Section 4.1 SHALL be neasured at the egress port and
recorded; the primary intent is to verify the BSA and verify that
no packets are dropped.

The scheduling function nust also be characterized to benchnark
the device's ability to schedul e the queues according to the
priority. An exanple would be two levels of priority that include
SP and FI FO queuing. Under a flow |oad greater than the egress
port speed, the higher-priority packets should be transmitted

wi t hout drops (and also maintain |low | atency), while the | ower-
priority (or best-effort) queue nay be dropped.

Test Metrics:
The metrics defined in Section 4.1 (BSA, LP, OGS, PD, and PDV)
SHALL be neasured at the egress port and recorded.

Procedure:
1. Configure the DUT Q. and schedul ing technique paraneters (FlFQ
SP, etc.).

2. Configure the tester to generate a stateless traffic burst
equal to QL and an interval equal to Ti (Q in bits/BB)

3. Generate bursts of Q. traffic into the DUT, and neasure the
nmetrics defined in Section 4.1 (LP, OOS, PD, and PDV) at the
egress port and across the entire Td (default 30-second
duration).

Reporting Fornat:
The Queue/ Schedul er Statel ess Traffic individual report MJST

contain all results for each Q./BB test run. A recomrended for mat
is as follows:

Rk b Sk b S R R R O Sk Sk S S R SRR ko b R S R ko kS R R R R o

Test Configuration Sumary: Tr, Td

DUT Configuration Summary: Scheduling technique (i.e., FIFO SP
WFQ etc.), BB, and Q.
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The results table should contain entries for each test run
as follows (Test #1 to Test #Tr):

- LP, OOS, PD, and PDV

EE R R R R R R R R R R R R R R I I R I R R I R

6.2.1.2. Testing Queue/Scheduler with Stateful Traffic

hj ecti ve:
Verify that the configured queue and schedul i ng techni que can
handl e stateful traffic bursts up to the queue depth.

Test Background and Sunmary:
To provide a nore realistic benchmark and to test queues in
Layer 4 devices such as firewalls, stateful traffic testing is
recommended for the queue tests. Stateful traffic tests will also
utilize the Network Delay Emul ator (NDE) fromthe network setup
configuration in Section 1.2.

The BDP of the TCP test traffic nust be calibrated to the Q of
the device queue. Referencing [ RFC6349], the BDP is equal to:

BB * RTT / 8 (in bytes)
The NDE nust be configured to an RTT value that is |arge enough to

allow the BDP to be greater than QL. An exanple test scenario is
defined bel ow

- Ingress link = G gE
- Egress link = 100 Mips (BB)
- @ =32 KB

BB and woul d equal 2.56 ns

RTT(min) = Q * 8 /
= 32 KB)

(and t he BDP

In this exanple, one (1) TCP connection with w ndow size / SSB of
32 KB woul d be required to test the @ of 32 KB. This Bulk
Transfer Test can be acconplished using iperf, as described in
Appendi x A
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Two types of TCP tests MJST be perforned: the Bul k Transfer Test
and the Mcro Burst Test Pattern, as documented in Appendi x B
The Bul k Transfer Test only bursts during the TCP Slow Start (or
Congesti on Avoi dance) state, while the Mcro Burst Test Pattern
enul ates application-layer bursting, which may occur any tine
during the TCP connecti on.

O her types of tests SHOULD include the follow ng: sinple web
sites, conplex web sites, business applications, email, and
SMB/ CI FS (Conmon Internet File System) file copy (all of which are
al so docunented in Appendi x B)

Test Metrics:
The test results will be recorded per the stateful nmetrics defined
in Section 4.2 -- primarily the TCP Test Pattern Execution Tine
(TTPET), TCP Efficiency, and Buffer Del ay.

Procedure:
1. Configure the DUT Q. and schedul ing techni que paraneters (FlFQ
SP, etc.).

2. Configure the test generator* with a profile of an emul at ed
application traffic m xture.

- The application mxture MIST be defined in terns of
percentage of the total bandwi dth to be tested.

- The rate of transnission for each application within the
m xture MJST al so be configurable.

* To ensure repeatable results, the test generator MJST be
capabl e of generating precise TCP test patterns for each
application specified.

3. Cenerate application traffic between the ingress (client side)
and egress (server side) ports of the DUT, and neasure the
metrics (TTPET, TCP Efficiency, and Buffer Delay) per
application streamand at the ingress and egress ports (across
the entire Td, default 60-second duration).

A couple of itenms require clarification concerning application
measur enents: an application session nmay be conprised of a single
TCP connection or multiple TCP connecti ons.

If an application session utilizes a single TCP connection, the

application throughput/metrics have a 1-1 relationship to the TCP
connecti on measuremnents.
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If an application session (e.g., an HTTP-based application)
utilizes multiple TCP connections, then all of the TCP connections
are aggregated in the application throughput measurenment/netrics
for that application.

Then, there is the case of nultiple instances of an application
session (i.e., multiple FTPs enulating nmultiple clients). 1In this
situation, the test should neasure/record each FTP application
session i ndependently, tabulating the m nimum maxi nrum and
average for all FTP sessions.

Finally, application throughput neasurenents are based on Layer 4
TCP t hroughput and do not include bytes retransnmtted. The TCP
Efficiency metric MJUST be nmeasured during the test, because it
provi des a neasure of "goodput" during each test.

Reporting Format:
The Queue/ Schedul er Stateful Traffic individual report MJST

contain all results for each traffic scheduler and Q./BB test run
A reconmended format is as foll ows:

EE R R S I I I S R R I R I I I R R I R Ik I I R R S I R I I I R O kR I R R R S I I I I I O
Test Configuration Sumary: Tr, Td

DUT Configuration Sumary: Scheduling technique (i.e., FIFO SP
WFQ etc.), BB, and Q.

Application Mxture and Intensities: These are the percentages
configured for each application type.

The results table should contain entries for each test run, with
m ni mum maxi nrum and average per application session, as follows
(Test #1 to Test #Tr):

- Throughput (bps) and TTPET for each application session

- Bytes In and Bytes Qut for each application session

- TCP Efficiency and Buffer Delay for each application session

EE R R R R R R R R R R R R R R R R R R R I I I
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6. 2.

6.2

6.2

Con

2. Queue/ Schedul er Capacity Tests

hj ecti ve:
The intent of these capacity tests is to benchmark queue/schedul er
performance in a scaled environment with nultiple
queues/ schedul ers active on nultiple egress physical ports. These
tests will benchmark the maxi num nunber of queues and schedul ers
as specified by the device manufacturer. Each priority in the
systemwi ||l nmap to a separate queue.

Test Metrics:
The nmetrics defined in Section 4.1 (BSA, LP, OO0S, PD, and PDV)
SHALL be neasured at the egress port and recorded.

The follow ng sections provide the specific test scenarios,
procedures, and reporting formats for each queue/schedul er capacity
test.

.2.1. Miltiple Queues, Single Port Active

For the first queue/schedul er capacity test, nultiple queues per port
will be tested on a single physical port. |In this case, all of the
queues (typically eight) are active on a single physical port.
Traffic fromnmultiple ingress physical ports is directed to the sane
egress physical port. This will cause oversubscription on the egress
physi cal port.

There are many types of priority schenes and conbi nati ons of
priorities that are managed by the scheduler. The follow ng sections
specify the priority schenes that should be tested.

.2.1.1. Strict Priority on Egress Port

Test Summary:
For this test, SP scheduling on the egress physical port should be
tested, and the benchmarki ng net hodol ogi es specified in
Sections 6.2.1.1 (stateless) and 6.2.1.2 (stateful) (procedure,
metrics, and reporting format) should be applied here. For a
given priority, each ingress physical port should get a fair share
of the egress physical -port bandwi dt h.
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Since this is a capacity test, the configuration and report
results format (see Sections 6.2.1.1 and 6.2.1.2) MJST al so
i ncl ude:

Confi gurati on:
- The nunber of physical ingress ports active during the test

- The classification marking (DSCP, VLAN, etc.) for each physica
i ngress port

- The traffic rate for stateful traffic and the traffic
rate/m xture for stateful traffic for each physica
i ngress port

Report Results:

- For each ingress port traffic stream the achi eved throughput
rate and netrics at the egress port

6.2.2.1.2. Strict Priority + WFQ on Egress Port

Test Summary:
For this test, SP and WFQ shoul d be enabl ed sinul taneously in the
schedul er, but on a single egress port. The benchmarking
net hodol ogi es specified in Sections 6.2.1.1 (statel ess) and
6.2.1.2 (stateful) (procedure, nmetrics, and reporting fornat)
shoul d be applied here. Additionally, the egress port
bandwi dt h- shari ng anong wei ght ed queues shoul d be proportional to
the assigned weights. For a given priority, each ingress physica
port should get a fair share of the egress physical -port
bandwi dt h.

Since this is a capacity test, the configuration and report
results format (see Sections 6.2.1.1 and 6.2.1.2) MIJST al so
i ncl ude:

Confi guration:

- The nunber of physical ingress ports active during the test

- The classification marking (DSCP, VLAN, etc.) for each physica
i ngress port

- The traffic rate for stateful traffic and the traffic

rate/m xture for stateful traffic for each physica
i ngress port
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Report Results:

- For each ingress port traffic stream the achieved throughput
rate and nmetrics at each queue of the egress port queue (both
the SP and WFQ

Exanpl e:

- Egress Port SP Queue: throughput and netrics for ingress
streans 1-n

- Egress Port WFQ throughput and netrics for ingress streans 1-n
6.2.2.2. Single Queue per Port, Al Ports Active

Test Summary:
Traffic frommultiple ingress physical ports is directed to the
sanme egress physical port. This will cause oversubscription on
the egress physical port. Also, the sane anount of traffic is
directed to each egress physical port.

The benchmar ki ng net hodol ogi es specified in Sections 6.2.1.1
(stateless) and 6.2.1.2 (stateful) (procedure, metrics, and
reporting format) should be applied here. Each ingress physica
port should get a fair share of the egress physical -port

bandwi dth. Additionally, each egress physical port should receive
the same anount of traffic

Since this is a capacity test, the configuration and report
results format (see Sections 6.2.1.1 and 6.2.1.2) MJST al so
i ncl ude:

Confi gurati on:

- The nunber of ingress ports active during the test

- The nunber of egress ports active during the test

- The classification marking (DSCP, VLAN, etc.) for each physica
i ngress port

- The traffic rate for stateful traffic and the traffic

rate/m xture for stateful traffic for each physica
i ngress port
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Report Results:

- For each egress port, the achieved throughput rate and netrics
at the egress port queue for each ingress port stream

Exanpl e:

- Egress Port 1. throughput and netrics for ingress streams 1-n

- Egress Port n: throughput and netrics for ingress streams 1-n
6.2.2.3. Miltiple Queues per Port, Al Ports Active

Test Summary:
Traffic frommultiple ingress physical ports is directed to al
queues of each egress physical port. This will cause
oversubscription on the egress physical ports. Also, the sane
anmount of traffic is directed to each egress physical port.

The benchmar ki ng net hodol ogi es specified in Sections 6.2.1.1
(stateless) and 6.2.1.2 (stateful) (procedure, netrics, and
reporting format) should be applied here. For a given priority,
each ingress physical port should get a fair share of the egress
physi cal - port bandwi dth. Additionally, each egress physical port
shoul d receive the sanme anmount of traffic.

Since this is a capacity test, the configuration and report
results format (see Sections 6.2.1.1 and 6.2.1.2) MJST al so
i ncl ude:

Configuration:

- The nunber of physical ingress ports active during the test

- The classification marking (DSCP, VLAN, etc.) for each physica
i ngress port

- The traffic rate for stateful traffic and the traffic
rate/m xture for stateful traffic for each physica
i ngress port

Report Results:

- For each egress port, the achieved throughput rate and netrics
at each egress port queue for each ingress port stream
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Exanpl e:

- Egress Port 1, SP Queue: throughput and netrics for ingress
streans 1-n

- Egress Port 2, WFQ throughput and netrics for ingress
streams 1-n

- Egress Port n, SP Queue: throughput and netrics for ingress
streams 1-n

- Egress Port n, WFQ throughput and netrics for ingress
streams 1-n

6.3. Shaper Tests
Li ke a queue, a traffic shaper is nenory based, but with the added
intelligence of an active traffic scheduler. The same concepts as
those described in Section 6.2 (queue testing) can be applied to
testing a network device shaper.

Again, the tests are divided into two sections: individual shaper
benchnmark tests and then full-capacity shaper benchmark tests.

6.3.1. Shaper Individual Tests

A traffic shaper generally has three (3) conponents that can be
confi gur ed:

- I ngress Queue bytes

- Shaper Rate (SR), bps

- Burst Committed (Bc) and Burst Excess (Be), bytes

The I ngress Queue holds burst traffic, and the shaper then neters
traffic out of the egress port according to the SR and Bc/ Be

paraneters. Shapers generally transmit into policers, so the idea is
for the emtted traffic to conformto the policer’s limts.
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6.3.1.1. Testing Shaper with Stateless Traffic

hj ecti ve:
Test a shaper by transnmitting stateless traffic bursts into the
shaper ingress port and verifying that the egress traffic is
shaped according to the shaper traffic profile.

Test Summary:
The stateless traffic nust be burst into the DUT ingress port and
not exceed the Ingress Queue. The burst can be a single burst or
multiple bursts. If multiple bursts are transmtted, then the
transmission interval (Ti) nust be large enough so that the SRis
not exceeded. An exanple will clarify single-burst and nultiple-
burst test cases.

In this exanple, the shaper’s ingress and egress ports are both
full-duplex G gabit Ethernet. The Ingress Queue is configured to
be 512,000 bytes, the SR = 50 Mips, and both Bc and Be are
configured to be 32,000 bytes. For a single-burst test, the
transmitting test device would burst 512, 000 bytes maxi muminto
the ingress port and then stop transmitting.

If a nultiple-burst test is to be conducted, then the burst bytes
di vided by the transnission interval between the 512, 000- byte
bursts nust not exceed the SR The transmi ssion interval (Ti)
nmust adhere to a fornmula sinmlar to the fornula described in
Section 6.2.1.1 for queues, nanely:

Ti = Ingress Queue * 8 / SR

For the exanple fromthe previous paragraph, the Ti between bursts
must be greater than 82 nilliseconds (512,000 bytes * 8 /

50, 000, 000 bps). This yields an average rate of 50 Mips so that
an | ngress Queue woul d not overfl ow.

Test Metrics:
The metrics defined in Section 4.1 (LP, OOS, PDV, SR, SBB, and
SBlI) SHALL be neasured at the egress port and recorded.

Procedure
1. Configure the DUT shaper ingress Q. and shaper egress rate
paraneters (SR, Bc, Be).

2. Configure the tester to generate a stateless traffic burst
equal to QL and an interval equal to Ti (QL in bits/BB)
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3. Generate bursts of Q. traffic into the DUT, and neasure the
nmetrics defined in Section 4.1 (LP, OOS, PDV, SR, SBB, and SBI)
at the egress port and across the entire Td (default 30-second
duration).

Reporting Fornat:

.1

Qoj

The Shaper Stateless Traffic individual report MJST contain all
results for each Q./SR test run. A recommended fornmat is as
fol | ows:

R Sk bk S bk S b S S Rk S b S bk S S I Sk S
Test Configuration Sumary: Tr, Td
DUT Configuration Summary: Ingress Burst Rate, Q., SR

The results table should contain entries for each test run
as follows (Test #1 to Test #Tr):

- LP, OCs, PDV, SR SBB, and SB

ER R R I S I S I I I R I R R I I R R I I I I R R R S Ik R R R I I O O

2. Testing Shaper with Stateful Traffic

ective:

Test a shaper by transnmitting stateful traffic bursts into the

shaper ingress port and verifying that the egress traffic is
shaped according to the shaper traffic profile.

Test Summary:

To provide a nore realistic benchmark and to test queues in
Layer 4 devices such as firewalls, stateful traffic testing is
al so reconmended for the shaper tests. Stateful traffic tests
will also utilize the Network Delay Emul ator (NDE) fromthe
network setup configuration in Section 1.2.

The BDP of the TCP test traffic nust be cal cul ated as described in
Section 6.2.1.2. To properly stress network buffers and the
traffic-shaping function, the TCP wi ndow size (which is the

m ni mum of the TCP RWND and sender socket) should be greater than
the BDP, which will stress the shaper. BDP factors of 1.1 to 1.5
are recomended, but the values are left to the discretion of the
tester and shoul d be docunent ed.
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The cunul ative TCP wi ndow si zes* (RWND at the receiving end and
CW\D at the transnitting end) equates to the TCP w ndow size* for
each connection, nultiplied by the nunmber of connections.

* As described in Section 3 of [RFC6349], the SSB MJST be | arge
enough to fill the BDP.

For exanple, if the BDP is equal to 256 KB and a connection size
of 64 KB is used for each connection, then it would require four
(4) connections to fill the BDP and 5-6 connections (oversubscribe
the BDP) to stress-test the traffic-shaping function.

Two types of TCP tests MJUST be perforned: the Bul k Transfer Test
and the Mcro Burst Test Pattern, as docunmented in Appendi x B.
The Bul k Transfer Test only bursts during the TCP Slow Start (or
Congesti on Avoi dance) state, while the Mcro Burst Test Pattern
enul ates application-layer bursting, which may occur any tine
during the TCP connecti on.

O her types of tests SHOULD include the follow ng: sinple web

sites, conplex web sites, business applications, email, and
SMB/CIFS file copy (all of which are also docunented in
Appendi x B).

Test Metrics:
The test results will be recorded per the stateful netrics defined
in Section 4.2 -- primarily the TCP Test Pattern Execution Tine
(TTPET), TCP Efficiency, and Buffer Del ay.

Procedure:
1. Configure the DUT shaper ingress Q. and shaper egress rate
paraneters (SR, Bc, Be).

2. Configure the test generator* with a profile of an emul at ed
application traffic m xture.

- The application mxture MIST be defined in terns of
percentage of the total bandwi dth to be tested.

- The rate of transnission for each application within the
m xture MJST al so be configurable.

* To ensure repeatable results, the test generator MJST be

capabl e of generating precise TCP test patterns for each
application specified.
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3. Cenerate application traffic between the ingress (client side)
and egress (server side) ports of the DUT, and nmeasure the
metrics (TTPET, TCP Efficiency, and Buffer Delay) per
application stream and at the ingress and egress ports (across
the entire Td, default 30-second duration).

Reporting Fornat:

6.3. 2.

oj

The Shaper Stateful Traffic individual report MJST contain al
results for each traffic scheduler and Q. /SR test run. A
recommended format is as foll ows:

EE R R R R R R R R R R R R R R R R R R R R R I

Test Configuration Sumary: Tr, Td
DUT Configuration Summary: Ingress Burst Rate, Q., SR

Application Mxture and Intensities: These are the percentages
configured for each application type.

The results table should contain entries for each test run, with
m ni mum maxi nrum and average per application session, as follows
(Test #1 to Test #Tr):

- Throughput (bps) and TTPET for each application session
- Bytes In and Bytes Qut for each application session

- TCP Efficiency and Buffer Delay for each application session

EE R R R R I R I R I R R R I I R I R I R I R I R R I R I I R I R

Shaper Capacity Tests

ective:

The intent of these scalability tests is to verify shaper
performance in a scal ed environnent with shapers active on

mul tiple queues on multiple egress physical ports. These tests
wi | I benchmark the maxi mum nunber of shapers as specified by the
devi ce manufacturer.

The follow ng sections provide the specific test scenarios,
procedures, and reporting formats for each shaper capacity test.
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6.3.2.1. Single Queue Shaped, Al Physical Ports Active

Test Summary:
The first shaper capacity test involves per-port shaping with al
physi cal ports active. Traffic frommultiple ingress physica
ports is directed to the sane egress physical port. This wll
cause oversubscription on the egress physical port. Al so, the
sane anount of traffic is directed to each egress physical port.

The benchmar ki ng net hodol ogi es specified in Sections 6.3.1.1
(stateless) and 6.3.1.2 (stateful) (procedure, metrics, and
reporting format) should be applied here. Since this is a
capacity test, the configuration and report results format (see
Section 6.3.1) MJST al so include:

Confi gurati on:

- The nunber of physical ingress ports active during the test

- The classification marking (DSCP, VLAN, etc.) for each physica
i ngress port

- The traffic rate for stateful traffic and the traffic
rate/m xture for stateful traffic for each physica
i ngress port

- The shaped egress port shaper paraneters (Q., SR, Bc, Be)

Report Results:

- For each active egress port, the achieved throughput rate and
shaper netrics for each ingress port traffic stream

Exanpl e:
- Egress Port 1: throughput and netrics for ingress streans 1-n
- Egress Port n: throughput and netrics for ingress streams 1-n

6.3.2.2. Al Queues Shaped, Single Port Active

Test Summary:

The second shaper capacity test is conducted with all queues
actively shaping on a single physical port. The benchnarking
nmet hodol ogy described in the per-port shaping test
(Section 6.3.2.1) serves as the foundation for this.

Additionally, each of the SP queues on the egress physical port is
configured with a shaper. For the highest-priority queue, the
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maxi mum amount of bandwi dth available is limted by the bandw dth
of the shaper. For the lower-priority queues, the naxi mum anmount
of bandwi dth available is linmted by the bandw dth of the shaper
and traffic in higher-priority queues.

The benchmar ki ng net hodol ogi es specified in Sections 6.3.1.1
(stateless) and 6.3.1.2 (stateful) (procedure, netrics, and
reporting format) should be applied here. Since thisis a
capacity test, the configuration and report results format (see
Section 6.3.1) MJST al so include:

Confi guration:

- The nunber of physical ingress ports active during the test

- The classification marking (DSCP, VLAN, etc.) for each physica
i ngress port

- The traffic rate for stateful traffic and the traffic
rate/m xture for stateful traffic for each physica
i ngress port

- For the active egress port, each of the follow ng shaper queue
parameters: Q., SR, Bc, Be

Report Results:

- For each queue of the active egress port, the achieved
t hroughput rate and shaper netrics for each ingress port
traffic stream

Exanpl e:

- Egress Port High-Priority Queue: throughput and netrics for
i ngress streams 1-n

- Egress Port Lower-Priority Queue: throughput and netrics for
i ngress streanms 1-n
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6.3.2.3. Al Queues Shaped, Al Ports Active

Test Summary:
For the third shaper capacity test (which is a conbination of the
tests listed in Sections 6.3.2.1 and 6.3.2.2), all queues will be
actively shaping and all physical ports active.

The benchmar ki ng net hodol ogi es specified in Sections 6.3.1.1
(stateless) and 6.3.1.2 (stateful) (procedure, netrics, and
reporting format) should be applied here. Since this is a
capacity test, the configuration and report results format (see
Section 6.3.1) MJST al so include:

Confi guration:

- The nunber of physical ingress ports active during the test

- The classification marking (DSCP, VLAN, etc.) for each physica
i ngress port

- The traffic rate for stateful traffic and the traffic
rate/m xture for stateful traffic for each physica
i ngress port

- For each of the active egress ports: shaper port paraneters and
per-queue paraneters (Q., SR Bc, Be)

Report Results:

- For each queue of each active egress port, the achieved
t hroughput rate and shaper netrics for each ingress port
traffic stream

Exanpl e:

- Egress Port 1, High-Priority Queue: throughput and netrics for
i ngress streans 1-n

- Egress Port 1, Lower-Priority Queue: throughput and netrics for
i ngress streanms 1-n

- Egress Port n, High-Priority Queue: throughput and netrics for
i ngress streanms 1-n

- Egress Port n, Lower-Priority Queue: throughput and netrics for
i ngress streans 1-n
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6.4. Concurrent Capacity Load Tests

As nentioned in Section 3 of this docunent, it is inpossible to
specify the various permnutations of concurrent traffic nmanagenent
functions that should be tested in a device for capacity testing.
However, sone profiles are listed below that may be useful for
testing nultiple configurations of traffic managenent functions:

- Policers on ingress and queui ng on egress

- Policers on ingress and shapers on egress (not intended for a flow
to be policed and then shaped; these would be two different flows
tested at the sane tine)

The test procedures and reporting formats from Sections 6.1, 6.2,
and 6.3 may be nodified to accommpdate the capacity test profile.

7. Security Considerations

Docunents of this type do not directly affect the security of the
Internet or of corporate networks as long as benchmarking is not
performed on devices or systenms connected to production networKks.

Furt her, benchmarking is perfornmed on a "black box" basis, relying
sol ely on neasurenents observabl e external to the DUT/ SUT

Speci al capabilities SHOULD NOT exist in the DUT/ SUT specifically for
benchmar ki ng purposes. Any inplications for network security arising
fromthe DUT/ SUT SHOULD be identical in the lab and in production

net wor ks.
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Appendi x A, Open Source Tools for Traffic Managenent Testing

This framework specifies that stateless and stateful behaviors SHOULD
both be tested. Sonme open source tools that can be used to
acconplish many of the tests proposed in this framework are iperf,

net perf (with netperf-wapper), the "uperf" tool, Tmx,
TCP-incast-generator, and D-1 TG (Distributed Internet Traffic
Generator).

i perf can generate UDP-based or TCP-based traffic; a client and
server must both run the iperf software in the same traffic node
The server is set up to listen, and then the test traffic is
controlled fromthe client. Both unidirectional and bidirectiona
concurrent testing are supported.

The UDP node can be used for the stateless traffic testing. The
target bandw dth, packet size, UDP port, and test duration can be
controlled. A report of bytes transnmitted, packets |lost, and del ay
variation is provided by the iperf receiver.

i perf (TCP node), TCP-incast-generator, and D1 TG can be used for
stateful traffic testing to test bulk transfer traffic. The TCP

wi ndow size (which is actually the SSB), number of connecti ons,
packet size, TCP port, and test duration can be controlled. A report
of bytes transmitted and t hroughput achieved is provided by the iperf
sender, while TCP-incast-generator and DI TG provi de even nore
statistics.

netperf is a software application that provides network bandw dth
testing between two hosts on a network. |t supports UN X donain
sockets, TCP, SCTP, and UDP via BSD Sockets. netperf provides a
nunber of predefined tests, e.g., to nmeasure bulk (unidirectional)
data transfer or request/response perfornmance
(http://en.w ki pedia.org/w ki/Netperf). netperf-wapper is a Python
script that runs nultiple sinultaneous netperf instances and
aggregates the results.

uperf uses a description (or nodel) of an application mxture. It
generates the | oad according to the nodel descriptor. wuperf is nore
flexible than netperf in its ability to generate request/response
application behavior within a single TCP connection. The application
nodel descriptor can be based on enpirical data, but at the tine of
this witing, the inport of packet captures is not directly

support ed.
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Trmix is another application traffic enulation tool. It uses packet
captures directly to create the traffic profile. The packet trace is
"reverse conpiled" into a source-level characterization, called a
"connection vector", of each TCP connection present in the trace.
VWhil e nost widely used in ns2 sinulation environnments, Tm x al so runs
on Li nux hosts.

The traffic generation capabilities of these open source tools
facilitate the enulation of the TCP test patterns discussed in
Appendi x B

Appendi x B. Stateful TCP Test Patterns

This framework reconmmends at a mininumthe following TCP test
patterns, since they are representative of real-world application
traffic (Section 5.2.1 describes sone nethods to derive other
application-based TCP test patterns).

- Bulk Transfer: Generate concurrent TCP connecti ons whose aggregate
number of in-flight data bytes would fill the BDP. Guidelines
from[RFC6349] are used to create this TCP traffic pattern

- Mcro Burst: Cenerate precise burst patterns within a single TCP
connection or nultiple TCP connections. The ideais for TCP to
establish equilibriumand then burst application bytes at defined
sizes. The test tool nust allow the burst size and burst tine
interval to be configurable.

- Wb Site Patterns: The HTTP traffic nodel shown in Table 4.1.3-1
of [3GPP2-C R1002-A] denobnstrates a way to devel op these TCP test
patterns. |In summary, the HTTP traffic nodel consists of the
foll owi ng paraneters
- Main object size (Sm
- Enbedded object size (Se)

- Nunber of enbedded objects per page (Nd)
- Cdient processing time (Tcp)

- Server processing tinme (Tsp)
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Web site test patterns are illustrated with the foll owi ng exanpl es:

- Sinple web site: Mmc the request/response and object downl oad
behavi or of a basic web site (small conpany).

- Conplex web site: Mnmic the request/response and obj ect downl oad
behavi or of a conplex web site (eComerce site).

Ref erencing the HTTP traffic nodel paraneters, the follow ng table
was derived (by analysis and experinmentation) for sinple web site and
compl ex web site TCP test patterns

Si nmpl e Conpl ex
Par anet er Wb Site Wb Site
Mai n obj ect Ave. = 10KB Ave. = 300KB
size (SM Mn. = 100B M n. = 50KB
Max. = 500KB  Max. = 2MB
Enbedded obj ect Ave. = 7KB Ave. = 10KB
size (Se) Mn. = 50B Mn. = 100B
Max. = 350KB  Max. = 1MB
Nunber of enbedded Ave. =5 Ave. = 25
obj ects per page (Nd) Mn., =2 Mn. =10
Max. = 10 Max. = 50
Cient processing Ave. = 3s Ave. = 10s
time (Tcp)* Mn. = 1s Mn. = 3s
Max. = 10s Max. = 30s
Server processing Ave. = 5s Ave. = 8s
time (Tsp)* Mn. = 1s Mn. = 2s
Max. = 15s Max. = 30s

* The client and server processing tinme is distributed across the
transm ssion/receipt of all of the nain and enbedded objects.

To be clear, the paraneters in this table are reasonabl e guidelines
for the TCP test pattern traffic generation. The test tool can use
fixed paraneters for sinpler tests and mathenatical distributions for
nore conplex tests. However, the test pattern nust be repeatable to
ensure that the benchrmark results can be reliably conpared.
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- Interactive Patterns: Wile web site patterns are interactive to a
degree, they nmainly emnmul ate the downl oadi ng of web sites of
varying conplexity. Interactive patterns are nore chatty in
nature, since there is a lot of user interaction with the servers.
Exanpl es i ncl ude busi ness applications such as Peopl eSoft and
Oracle, and consuner applications such as Facebook and IM  For
the interactive patterns, the packet capture technique was used to
characterize sone business applications and al so the enail
application.

In summary, an interactive application can be described by the
foll owi ng paraneters:

- dient nessage size (Scm

- Nunber of client nmessages (Nc)
- Server response size (Srs)

- Nunber of server nessages (Ns)
- dient processing time (Tcp)

- Server processing tinme (Tsp)

- File size upload (Su)*

- File size download (Sd)*

* The file size paraneters account for attachments upl oaded or
downl oaded and nmay not be present in all interactive applications.
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Agai n using packet capture as a neans to characterize,
table reflects the guidelines for sinple business applications,
Send/ Recei ve:

Septe

the f

Max.

Ave.
M n.
Max.

Ave.
M n.
Max.

Ave.
M n.
Max.

Ave.
M n.

nmber 2015

ol I owi ng

5s
3s
45s

200B
150B
750B

15

I
a1

40

4s
0. 5s
15s

100KB
20KB
10MB

100KB
20KB

conpl ex busi ness applications, eCommerce, and enil
Si mpl e Compl ex
Busi ness Busi ness
Par anet er Application Application eComrerce*
dient nessage Ave. = 450B Ave. = 2KB Ave. = 1KB
size (Scm Mn. = 100B Mn. = 500B Mn. = 100B
Max. = 1.5KB Max. = 100KB Max. = 50KB
Nunmber of client Ave. = 10 Ave. = 100 Ave. = 20
messages (Nc) Mn. =5 Mn. = 50 Mn. =10
Max. = 25 Max. = 250 Max. = 100
Cient processing Ave. = 10s Ave. = 30s Ave. = 15s
tinme (Tcp)** Mn. = 3s Mn. = 3s Mn. = 5s
Max. = 30s Max. = 60s Max. = 120s
Server response Ave. = 2KB Ave. = 5KB Ave. = 8KB
size (Srs) Mn. =500B Mn. =1KB Mn. = 100B
Max. = 100KB Max. = 1MB  Max. = 50KB
Nunmber of server Ave. = 50 Ave. = 200 Ave. = 100
messages (Ns) Mn. =10 Mn. =25 Mn. =15
Max. = 200 Max. = 1000 Max. = 500
Server processing Ave. = 0.5s Ave. = 1s Ave. = 2s
tinme (Tsp)** Mn. =0.1s Mn. =0.55 Mn. =1s
Max. = 5s Max. = 20s Max. = 10s
File size Ave. = 50KB Ave. = 100KB Ave. = NA
upl oad (Su) Mn. =2KB Mn. = 10KB Mn. = NA
Max. = 200KB Max. = 2MB Max. = N A
File size Ave. = 50KB Ave. = 100KB Ave. = N A
downl oad (Sd) Mn. =2KB Mn. = 10KB Mn. = NA
Max. = 200KB Max. = 2MB Max. = N A

Max.

10MB

* eConmerce used a conbination of packet capture techni ques and
reference traffic flows as described in [ SPECWeb2009].

** The client and server processing time is distributed across the
The cli ent

processing tinme consists mainly of the delay between user
i nteractions (not machi ne processing).

transm ssion/recei pt of all

Constantine & Kri shnan
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Again, the paraneters in this table are the guidelines for the TCP
test pattern traffic generation. The test tool can use fixed
paraneters for sinpler tests and nathematical distributions for nore
compl ex tests. However, the test pattern nmust be repeatable to
ensure that the benchmark results can be reliably conpared.

- SMB/CIFS file copy: Mnic a network file copy, both read and
wite. As opposed to FTP, which is a bulk transfer and is only
flowcontrolled via TCP, SMB/CIFS divides a file into application
bl ocks and utilizes application-Ilevel handshaking in addition to
TCP fl ow control

In summary, an SMB/CIFS file copy can be described by the foll ow ng
paraneters

- dient nmessage size (Scm

- Nunber of client nessages (Nc)
- Server response size (Srs)

- Nunber of server nmessages (Ns)
- Cdient processing tinme (Tcp)

- Server processing time (Tsp)

- Block size (Sb)

The client and server nessages are SMB control nessages. The bl ock
size is the data portion of the file transfer
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Agai n using packet capture as a neans to characterize, the foll ow ng
table reflects the guidelines for SMB/CIFS file copy:

SMB/ Cl FS
Par anet er File Copy
dient nessage Ave. = 450B
size (Scm Mn. = 100B
Max. = 1.5KB
Number of client Ave. = 10
messages (Nc) Mn. =5
Max. = 25
Client processing Ave. = 1ns
time (Tcp) Mn. = 0.5ns
Max. = 2
Server response Ave. = 2KB
size (Srs) M n. = 500B
Max. = 100KB
Number of server Ave. = 10
messages (Ns) Mn. =10
Max. = 200
Server processing Ave. = 1ns
time (Tsp) Mn. = 0.5ns
Max. = 2ms
Bl ock Ave. = NA
size (Sh)* Mn. = 16KB
Max. = 128KB

* Depending upon the tested file size, the block size will be
transferred "n" nunber of tines to conplete the exanple. An
exanple would be a 10 MB file test and 64 KB block size. In
this case, 160 bl ocks would be transferred after the control
channel is opened between the client and server.
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