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Abstr act

Congesti on Exposure (ConEx) is a nechani sm by which senders inform

t he networ k about expected congestion based on congestion feedback
from previous packets in the same flow This docunent describes the
necessary nodifications to use ConEx with the Transm ssion Contro

Pr ot ocol (TCP)

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
conmmunity. This document is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
community. It has received public review and has been approved for
publication by the Internet Engineering Steering G oup (IESG. Not
al |l docunents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it may be obtai ned at
http://ww. rfc-editor.org/info/rfc7786
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1

I ntroduction

Congesti on Exposure (ConEx) is a nechani sm by which senders inform

t he networ k about expected congesti on based on congestion feedback
from previous packets in the same flow ConEx concepts and use cases
are further explained in [ RFC6789]. The abstract ConEx nechanismis
explained in [RFC7713]. This docunent describes the necessary

nodi fications to use ConEx with the Transni ssion Control Protoco
(TCP).

The mar ki ngs for ConEx signaling are defined in the ConEx Destination
Option (CDO for IPv6 [ RFC7837]. Specifically, the use of four flags
is defined: X (ConEx-capable), L (loss experienced), E (ECN
experienced), and C (credit).

ConEx signaling is based on the use of either loss or Explicit
Congestion Notification (ECN) marks [ RFC3168] as congestion

i ndi cation. The sender collects this congestion information based on
exi sting TCP feedback nechanisns fromthe receiver to the sender. No
changes are needed at the receiver side to inplenment ConEx signaling.
Therefore, no additional negotiation is needed to inplenent and use
ConEx at the sender side. This docunent specifies the sender’s
actions that are needed to provide neani ngful ConEx information to

t he network.

Section 2 provides an overvi ew of the nodifications needed for TCP
senders to inplement ConEx. First, congestion information has to be
extracted from TCP's | oss or ECN feedback as described in Section 3.
Section 4 details how to set the CDO marki ng based on this congestion
information. Section 5 discusses the |oss of packets carryi ng ConEx
information. Section 6 discusses the tineliness of the ConEx
feedback signal, given that congestion is a tenporary state.

Thi s docunent describes congestion accounting for TCP with and

wi thout the Sel ective Acknow edgenent (SACK) extension [ RFC2018] (in
Section 3.1). However, ConEx benefits fromthe nore accurate

i nformati on that SACK provi des about the nunber of bytes dropped in
the network, and it is therefore preferable to use the SACK extension
when using TCP with ConEx. The detail ed nmechanismto set the L flag
in response to the | oss-based congestion feedback signal is given in
Section 4. 1.

While loss has to be mininized, ECN can provide nore fine-grained
feedback informati on. ConEx-based traffic measurenent or nanagenent
nmechani snms coul d benefit fromthis. Unfortunately, the current ECN
f eedback nmechani sm does not reflect multiple congestion markings if
they occur within the sane Round-Trip Tinme (RTT). A nore accurate
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f eedback extension to ECN (AccECN) is proposed in a separate docunent
[ ACCURATE], as this is also useful for other nmechani sns.

Congestion accounting for both classic ECN feedback and AccECN
feedback is explained in detail in Section 3.2. Setting the E flag
in response to ECN-based congestion feedback is again detailed in
Section 4.1.

1.1. Requirements Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2. Sender-Side Mdifications

This section gives an overview of actions that need to be taken by a
TCP sender nodified to use ConEx signaling.

In the TCP handshake, a ConEx sender MJST negotiate for SACK and ECN
preferably with AccECN feedback. Therefore, a ConEx sender MJUST al so
i mpl ement SACK and ECN. Depending on the capability of the receiver,
the followi ng operati on nodes exist:

0 SACK-accECN ConEx (SACK and accurate ECN feedback)

0 SACK- ECN- ConEx (SACK and cl assic instead of accurate ECN)

0 accECN- ConEx (no SACK but accurate ECN feedback)

0 ECN ConEx (no SACK and no accurate ECN feedback, but classic ECN)
0 SACK-ConEx (SACK but no ECN at all)

0 Basic-ConEx (neither SACK nor ECN)

A ConEx sender MJST expose all congestion information to the network
according to the congestion information received by ECN or based on
| oss information provided by the TCP feedback | oop. A TCP sender
SHOULD count congestion byte-wi se (rather than packet-w se; see next
paragraph). After any congestion notification, a sender MJST mark
subsequent packets with the appropriate ConEx flag in the | P header
Furt hernmore, a ConEx sender nust send enough credit to cover al

experi enced congestion for the connection so far, as well as the risk
of congestion for the current transnission (see Section 4.2).
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Wth SACK the nunber of |ost payload bytes is known, but not the
nunber of packets carrying these bytes. Wth classic ECN only an

i ndication is given that a marking occurred, but not the exact nunber
of payl oad bytes nor packets. As network congestion is usually byte-
congestion [ RFC7141], the byte-size of a packet marked with a CDO
flag is defined to represent that nunber of bytes of congestion
signaling [ RFC7837]. Therefore, the exact number of bytes should be
taken into account, if available, to nake the ConEx Signal as exact
as possi bl e.

Det ai | ed mechani sns for congestion counting in each operation node
are described in the next section.

3. Counting Congestion

A ConEx TCP sender nmmintains two counters: one that counts congestion
based on the information retrieved by | oss detection, and a second
that accounts for ECN based congestion feedback. These counters hold
t he nunber of outstanding bytes that should be ConEx- Marked with,
respectively, the E flag or the L flag in subsequent packets.

The outstandi ng bytes for congestion indications based on | oss are
mai ntai ned in the Loss Exposure Gauge (LEG), as explained in
Section 3.1.

The out standi ng bytes counted based on ECN feedback information are
mai nt ai ned in the Congesti on Exposure CGauge (CEGQ, as explained in
Section 3. 2.

When t he sender sends a ConEx-capabl e packet with the E or L flag
set, it reduces the respective counter by the byte-size of the
packet. This is explained for both counters in Section 4.1.

Note that all bytes of an I P packet nust be counted in the LEG or CEG
to capture the right nunber of bytes that shoul d be marked.

Therefore, the sender SHOULD take the payl oad and headers into
account, up to and including the IP header. However, in TCP the

i nformation regarding how | arge the headers of a |lost or marked
packet were is usually not available, as only payload data will be
acknow edged.

I f equal -sized packets, or at |least equally distributed packet sizes,
can be assuned, the sender MAY only add and subtract TCP payl oad
bytes. In this case, there should be about the same nunber of ConEx-
Mar ked packets as the original packets that were causing the
congestion. Thus, both contain about the same nunber of header bytes
so they will cancel out. This case is assuned for sinplicity in the
foll owi ng secti ons.
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O herwise, if a sender sends different sized packets (wth unequally
di stributed packet sizes), the sender needs to menorize or estimate
the nunber of lost or ECN marked packets. |f the sender has
sufficient menory avail able, the npbst accurate way to reconstruct the
nunber of lost or marked packets is to renenber the sequence nunber

of all sent but not acknow edged packets. In this case, a sender is
abl e to reconstruct the nunber of packets, and thus the header bytes
that were sent during the last RTT. Oherwise (e.g., if not enough

menory is available), the sender would need to estimte the packet
size. The average packet size can be estimated if the distribution
pattern of packet sizes in the last RTT is known; alternatively, the
m ni mum packet size seen in the last RIT can be used as the nost
conservative estinmate.

If the nunber of newly sent-out packets with the ConEx L or E flag
set is smaller (or larger) than this estimted nunber of |ost/ECN
mar ked packets, the additional header bytes should be added to (or
can be subtracted from the respective gauge

3.1. Loss Detection

This section applies whether or not SACK support is available. The
foll owi ng subsection (Section 3.1.1) handl es the case when SACK is
not avail abl e.

A TCP sender detects |osses and subsequently retransmits the |ost
data. Therefore, the ConEx sender can sinply set the ConEx L flag on
all retransmissions in order to at |east cover the anount of bytes
lost. If this approach is taken, no LEG i s needed.

However, any retransm ssion may be spurious. |n this case, nore
byt es have been marked than necessary. To conpensate for this
effect, a ConEx sender can maintain a |ocal signed counter (the LEG
that indicates the nunber of outstanding bytes to be sent with the
ConEx L flag and al so can becone negative

Using the LEG when a TCP sender decides that a data segnent needs to
be retransnitted, it will increase the LEG by the size of the TCP
payl oad bytes in the retransm ssion (assum ng equal sized segnments
such that the retransmtted packet will have the sane nunber of
header bytes as the original ones):

For each retransm ssion

LEG += payl oad

Note how the LEG is reduced when the ConEx L marking is set as
described in Section 4.
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3.

1

Furt her, to acconmobdate spurious retransm ssions, a ConEx sender
SHOULD nake use of heuristics to detect such spurious retransm ssions
(e.g., F-RTO [RFC5682], DSACK [ RFC3708], and Eifel [RFC3522],

[ RFC4015]), if already available in a given inplenentation. |If no
mechani sm for detecting spurious retransm ssions is available, the
ConEx sender MAY chose to inplenent one of the nechani sns stated
above. However, given the inaccuracy that ConEx nmay have anyway and
the tineliness of ConEx information, a ConEx MAY al so chose not to
conmpensate for spurious retransmission. 1In this case, if spurious
retransm ssi ons occur, the ConEx sender has sinply sent too nmany
ConEx Signals which, e.g., would decrease the congestion allowance in
a ConEx policer unnecessarily.

If a heuristic nmethod is used to detect spurious retransni ssion and
has determned that a certain nunber of packets were retransnitted
erroneously, the ConEx sender subtracts the payl oad size of these TCP
packets from LEG

If a spurious retransnission is detected:
LEG - = payl oad

Note that LEG can become negative if too many L marki ngs have al ready
been sent. This case is further discussed in Section 6.

1. Wthout SACK Support

If multiple |l osses occur within one RTT and SACK is not used, it may
take several RTTs until all lost data is retransmtted. Wth the
schene described above, the ConEx infornmation will be del ayed
considerably, but tineliness is inportant for ConEx. For ConEx, it
is inportant to know how nuch data was lost; it is not inportant to
know what data is lost. During the first RTT after the initial |oss
detection, the anount of received data, and thus al so the anmount of

| ost data, can be estinmated based on the nunber of received ACKs.

Therefore, a ConEx sender can use the following algorithmto
estimated the nunber of lost bytes with an additional delay of one
RTT using an additional Loss Estimation Counter (LEC)

flight_bytes: current flight size in bytes
retransmt_bytes: payload size of the retransm ssion
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At the first retransnission in a congestion event, LEC is set:
LEC = flight_bytes - 3*SMSS

(At this point in the transm ssion, in the worst case,
all packets in flight minus three that triggered the dupACks
coul d have been lost.)

Then, during the first RTT of the congestion event:
For each retransm ssion:
LEG += retransnit_bytes
LEC -= retransnit_bytes

For each ACK:
LEC -= SMSS

After one RIT:
LEG += LEC

(The LEC now estimates the number of outstanding bytes
that shoul d be ConEx L-narked.)

After the first RTT for each follow ng retransni ssions:

if (LEC > 0): LEC -= retransnit_bytes
else if (LEC==0): LEG += retransmt_bytes

if (LEC < 0): LEG += -LEC

(The LEG is not increased for those bytes that were
al ready counted.)

3.2. Explicit Congestion Notification (ECN)

ECN [ RFC3168] is an | P/ TCP nmechani smthat allows network nodes to
mar k packets with the Congestion Experienced (CE) mark instead of
droppi ng them when congesti on occurs.

A receiver m ght support classic ECN, the nore accurate ECN feedback
schene (AccECN), or neither. 1In the case that ECN is not supported
for a connection, of course no ECN marks will occur; thus, the sender
will never set the E flag. Oherw se, a ConEx sender needs to

mai ntain a signed counter, the Congestion Exposure Gauge (CEG, for

t he nunber of outstanding bytes that have to be ConEx-Marked with the
E flag.
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The CEG is increased when ECN information is received froman ECN
capabl e receiver supporting the classic ECN schene or the accurate
ECN f eedback schenme. When the ConEx sender receives an ACK

i ndi cating one or nore segnents were received with a CE mark, CEGis
i ncreased by the appropriate nunber of bytes as described further
bel ow.

Unfortunately, in case of duplicate acknow edgenents, the nunber of
new y acknow edged bytes will be zero even though (CE-narked) data

has been received. Therefore, we increase the CEG by DeliveredDat a,
as defined bel ow

Del i veredDat a = acked_bytes + SACK di ff + (is_dup)*1SMsS -
(is_after_dup)*num dup* 1SM5S

Del i veredDat a covers the nunmber of bytes that has been newy
delivered to the receiver. Therefore, on each arrival of an ACK,
DeliveredData will be increased by the newly acknow edged bytes
(acked_bytes) as indicated by the current ACK, relative to all past
ACKs. The formnul a depends on whether SACK is available: if SACK is
not avail able, SACK diff is always zero, whereas if ACK i nformation
is available, is _dup and is_after_dup are always zero.

Wth SACK, DeliveredData is increased by the nunber of bytes provided
by (new) SACK information (SACK diff). Note that if |ess

unacknow edged bytes are announced in the new SACK i nformati on than
in the previous ACK, SACK diff can be negative. |In this case, data
is newy acknow edged (in acked_bytes) that was previously

accunul ated into DeliveredData, based on SACK i nfornmation.

O herwi se without SACK, DeliveredData is increased by 1 Sender

Maxi mum Segnent Size (SMBS) on duplicate acknow edgenents because
dupl i cate acknow edgenents do not acknow edge any new data (and
acked_bytes will be zero). For the subsequent partial or full ACK,
acked_bytes cover all newy acknow edged bytes including those

al ready accounted for with the recei pt of any duplicate

acknow edgenent. Therefore, DeliveredData is reduced by one SMSS for
each precedi ng duplicate ACK. Consequently, is dup is one if the
current ACK is a duplicated ACK wi thout SACK, and zero otherw se.
is_after_dup is only one for the next full or partial ACK after a
nunber of duplicated ACKs wi thout SACK and num dup counts the nunber
of duplicated ACKs in a row (which usually is 3 or nore).

Wth classic ECN, one congestion-nmarked packet causes continuous
congestion feedback for a whole round trip, thus hiding the arrival
of any further congestion-nmarked packets during that round trip. A
nore accurate ECN feedback schenme (AccECN) is needed to ensure that
feedback properly reflects the extent of congestion marking. The two
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cases, with and without a receiver capable of AcckECN, are discussed
in the followi ng sections.

3.2.1. Accurate ECN Feedback

Wth a nore accurate ECN feedback scheme (AccECN) that is supported
by the receiver, either the nunber of nmarked packets or the nunber of
mar ked bytes will be fed back fromthe receiver to the sender and,
therefore is known at the sender side. |In the latter case, the CEG
can be increased directly by the nunber of narked bytes. O herw se
if Dis assuned to be the nunber of nmarks, the gauge (CEG wll be
conservatively increased by one SMSS for each marking or, at the

maxi mum the nunber of newly acknow edged byt es:

CEG += mi n(SMsSS*D, DeliveredDat a)
3.2.2. dassic ECN Support

Wth classic ECN, as soon as a CE mark is seen at the receiver side,
it will feed this infornmation back to the sender by setting the Echo
Congestion Experienced (ECE) flag in the TCP header of subsequent
ACKs. Once the sender receives the first ECE of a congestion
notification, it sets the Congesti on Wndow Reduced (CAR) flag in the
TCP header once. When this packet with the CAR flag in the TCP
header arrives at the receiver side acknow edging its first ECE

f eedback, the receiver stops setting the ECE fl ag.

If the ConEx sender fully confornms to the semantics of ECN signaling
as defined by [ RFC3168], it will receive one full RTT of ACKs wth
the ECE flag set whenever at |east one CE mark was received by the
receiver. As the sender cannot estinate how nmany packets have
actually been CE-narked during this RTT, the nobst conservative
assunption MAY be taken, nanmely assunming that all packets were

mar ked. This can be achi eved by increasing the CEG by DeliveredData
for each ACK with the ECE fl ag:

CEG += Del i ver edDat a

Optionally, a ConEx sender could inplenent the follow ng technique
(that does not conformto [RFC3168]), called "advanced conpatibility
nmode", to considerably inprove its estimte of the nunber of ECN
mar ked packet s:

To extract nmore than one ECE indication per RTT, a ConEx sender could
set the CWR flag continuously to force the receiver to signal only
one ECE per CE mark. Unfortunately, the use of delayed ACKs

[ RFC5681] (which is common) will prevent feedback of every CE nmark;

if a CWR confirnmation is received before the ECE can be sent out on
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the next ACK, ECN feedback information could get |ost (depending on
the actual receiver inplenmentation). Thus, a sender SHOULD set CWR
only on those data segnents that will presunably trigger a (del ayed)
ACK. The sender would need an additional control |loop to estimate
whi ch data segments will trigger an ACK in order to extract nore
tinely congestion notifications. Still, the CEG SHOULD be increased
by DeliveredData, as one or nore CE-narked packets could be

acknow edged by one del ayed ACK

4. Setting the ConEx Fl ags

By setting the X flag, a packet is nmarked as ConEx-capable. Al
packets carrying payl oad MIST be narked with the X flag set,
including retransmssions. Only if no congestion feedback
information is (currently) available, SHOULD the X flag be zero
(e.g., for control packets on a connection that has not sent any user
data for sonme tinme and, therefore is sending only pure ACKs that are
not carrying any payl oad).

4.1. Setting the E or the L Flag

As described in Section 3.1, the sender needs to maintain a CEG
counter and might also maintain a LEG counter. If no LEGis used
all retransmission will be marked with the L flag.

Further, as long as the LEG or CEG counter is positive, the sender
mar ks each ConEx-capabl e packet with L or E respectively, and
decreases the LEG or CEG counter by the TCP payl oad bytes carried in
the mar ked packet (assuming headers are not being counted because
packet sizes are regular). No natter how small the value of LEG or
CEG if the value is positive the sender MJUST NOT defer packet
mar ki ng; this ensures that ConEx Signals are tinmely. Therefore, the
val ue of LEG and CEG will commonly be negati ve.

If both the LEG and CEG are positive, the sender MJST nmark each
ConEx- capabl e packet with both L and E. If a credit signal is also
pendi ng (see the next section), the C flag can be set as well.

4.2. Setting the Credit Flag

The ConEx abstract nechani sm[RFC7713] requires that sufficient
credit MJST be signaled in advance to cover the expected congestion
during the feedback del ay of one RTT.

To nmonitor the credit state at the audit, a ConEx sender needs to
maintain a Credit State Counter (CSC) in bytes. |If congestion
occurs, credits will be consunmed and the CSC is reduced by the nunber
of bytes that were lost or estinmated to be ECN-marked. If the risk

Kuehl ewi nd & Schef f enegger Experi ment al [ Page 11]



RFC 7786 TCP Modi fications for ConEx May 2016
of congestion was estinmated wongly, and thus too few credits were
sent, the CSC becones zero but cannot go negative

To be sure that the credit state in the audit never reaches zero, the
nunber of credits should al ways equal the nunber of bytes in flight

as all packets could potentially get |lost or congestion-narked. In
this case, a ConEx sender also nonitors the nunber of bytes in flight
F. |If F ever becones larger than the CSC, the ConEx sender sets the

C flag on each ConEx-capabl e packet and increases the CSC by the
payl oad size of each marked packet until the CSCis no less than F
again. However, a ConEx sender m ght also be | ess conservative and
send fewer credits if it, e.g., assunes that the congestion wll be
low on a certain path based on previ ous experience.

Recall that the CSC will be decreased whenever congestion occurs;
therefore the CSC will need to be repl enished as soon as the CSC
drops below F. Also recall that the sender can set the Cflag on a
ConEx- capabl e packet whether or not the E or L flags are al so set.

In TCP Slow Start, the congestion wi ndow m ght grow nuch |arger than
during the rest of the transmi ssion. Likely, a sender could consider
sending fewer than F credits but risking being penalized by an audit
function. However, the credits should at |east cover the increase in
sending rate. G ven the exponential increase as inplenented in the
TCP Slow Start algorithm which neans that the sending rate doubles
every RTT, a ConEx sender should at |east cover half the nunber of
packets in flight by credits.

Note that the nunber of |osses or markings within one RTT does not
depend solely on the sender’s actions. In general, the behavior of
the cross traffic, whether Active Queue Managenment (AQM is used and
how it is paraneterized influence how many packets m ght be dropped
or marked. As long as any AQM encountered is not overly aggressive
wi th ECN marking, sending half the flight size as credits should be
sufficient whether congestion is signaled by |oss or ECN

To maintain half of the packets in flight as credits, half of the
packet of the initial w ndow nust also be CGnarked. In Slow Start
mar ki ng, every fourth packet introduces the correct anmount of credit
as can be seen in Figure 1.
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in flight credits

RTT1L |------ XC----- >| 1 1
[------ ) S >| 2 1
[------ XC----- >| 3 2

I I
RTT2 |------ X-mmmmm - >| 3 2
[------ Xo-mmm-- >| 4 2
[------ Xemmmm-- >| 4 2
[------ XC----- >| 5 3
[------ ) SRR >| 5 3
[~===-- Xommmm-- >| 6 3

| |
RTT3 |------ Xemmmmm - >| 6 3
[------ XC----- >| 7 4
[------ ) O >| 7 4
[------ ) G >| 8 4
|------ ), S >| 8 4
[------ XC----- >| 9 5
[------ Xemmmmm - >| 9 5
[------ X------- >| 10 5
[------ ), U >| 10 5
[------ XC----- >| 11 6
|------ ), S >| 11 6
12 6

Figure 1: Credits in Slow Start (with an initial

It is possible that a TCP flow will

wi thout relevant flow state due to, e.g.

limtations. Therefore, the sender
resend credits. A ConEx sender mnight

wi ndow of 3)

encounter an audit function

rerouting or menory

needs to detect this case and
reset the credit counter CSC to

zero if losses occur in subsequent RTTs (assuming that the sending
rate was correctly reduced based on the received congestion signa
and using a conservatively large RTT estinmation).

Thi s section proposes a concrete algorithmfor determ ning how nuch
credit to signal (with a separate approach used for Slow Start).
However, experimentation in credit setting algorithnms is expected and
of ConEx is to reflect the "cost" of the
ri sk of causing congestion on those that contribute nost to it.

Thus, experinmentation is encouraged to inprove or naintain
performance while reducing the risk of causing congestion and,
therefore potentially reducing the need to signal so

encouraged. The wi der goa
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5. Loss of ConEx I|nfornation

Packets carrying ConEx Signals could be discarded thenselves. This
will be a second order problem(e.g., if the | oss probability is

0.1% the probability of losing a ConEx L signal will be 0.1%of 0.1%
= 0.01%. Further, the penalty an audit induces should be
proportional to the msnmatch of expected ConEx narks and observed
congestion, therefore the audit mght only slightly increase the |oss
level of this flow Therefore, an inplementer MAY choose to ignore
this problem accepting instead the risk that an audit function mi ght
wrongly penalize a flow

Nonet hel ess, a ConEx sender is responsible for always signaling
sufficient congestion feedback, and therefore SHOULD renmenber which
packet was nmarked with either the L, the E, or the Cflag. |If one of
these packets is detected as |ost, the sender SHOULD i ncrease the
respecti ve gauge(s), LEG or CEG by the number of |ost payl oad bytes
in addition to increasing LEG for the |oss.

6. Tineliness of the ConEx Signals

ConEx Signals will only be useful to a network node within a tinme
del ay of about one RTT after the congestion occurred. To avoid
further delays, a ConEx sender SHOULD send the ConEx signaling on the
next avail abl e packet.

Any or all of the ConkEx flags can be used in the sane packet, which
all ows del ays to be minimzed when nultiple signals are pending. The
need to set nultiple ConEx flags at the same tinme can occur if, e.g,
an ACK is received by the sender that sinultaneously indicates that
at |l east one ECN nark was received, and that one or nore segnents
were lost. This may happen during excessive congestion, if the
queues overflow even though ECN was used and currently all forwarded
packets are marked, while others have to be dropped. Another case
when this mght happen is when ACKs are | ost, so that a subsequent
ACK carries sunmary informati on not previously available to the
sender.

If a flow beconmes application-linmted, there could be insufficient
bytes to send to reduce the gauges to zero or below. In such cases,
the sender cannot help but delay ConEx Signals. Nonetheless, as |ong
as the sender is narking all outgoing packets, an audit function is
unlikely to penalize ConEx-Marked packets. Therefore, no nmatter how
| ong a gauge has been positive, a sender MJUST NOT reduce the gauge by
nore than the ConEx- Marked bytes it has sent.
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If the CEG or LEG counter is negative, the respective counter MAY be
reset to zero within one RTT after it was decreased the last tinme, or
one RTT after recovery if no further congestion occurred.

7. Open Areas for Experinentation

Al'l proposed nechanisns in this document are experinental, and
therefore further |arge-scale experinmentation on the Internet is
required to evaluate if the signaling provided by these mechanisnms is
accurate and tinmely enough to produce value for ConEx-based (traffic
managenent or other) mechani sns.

The current ConEx specifications assune that congestion is counted in
t he nunber of bytes (including the IP header that directly

encapsul ates the CDO and everything that the | P header encapsul ates)
[ RFC7837]. This decision was taken because nobst network devices

t oday experience byte-congestion where the nmenory is filled exactly
with the nunber of bytes a packet carries [RFC7141]. However, there
are also devices that nay allocate a certain anount of nenory per
packet, no nmatter how | arge a packet is. These devices get congested
based on the nunber of packets in their menory and therefore, in this
case, congestion is deternined by the nunber of packets that have
been | ost or marked. Furthernore, a transport-Ilayer endpoint such as
a TCP sender or receiver, mght not know the exact nunber of bytes
that a | ower layer was carrying. Therefore, a TCP endpoint may only
be able to estinmate the exact nunber of congested bytes (assuning
that all |ower-1layer headers have the sane length). |If this
estimation is sufficient to work with, the ConEx Signal needs to be
further evaluated in tests on the Internet together with different
audi tor inplenentations.

Further, the proposed marking schemes in this document are designed
under the assunption that all TCP packets of a ConEx-capable flow are
of equal size or that flows have a constant mean packet size over a

rather small tine frame, like one RTT or less. |n nost
i npl enentations, this assunption mght be taken as well and is
probably true for nost of the traffic flows. |If this proposed schene

is used, it is necessary to evaluate how nuch accuracy degrades if
this precondition is not net. Evaluating with real traffic from
different applications is especially inportant in making the decision
regardi ng whet her the proposed schenmes are sufficient or whether a
nore conpl ex schene i s needed.

In this context, the proposed schene to set credit markings in Slow
Start runs the risk of providing an insufficient nunber of markings,
whi ch can cause an audit function to penalize this flow Both the
proposed credit schene for Slow Start as well as the schene in
Congesti on Avoi dance nust be eval uated together with one or nore
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specific inplenentations of a ConEx auditor to ensure that both
algorithnms, in the sender and in the auditor, work properly together
with a lowrisk of false positives (which would | ead to penalization
of an honest sender). However, if a sender is wongly assuned to
cheat, the penalization of the audit should be adequate and shoul d
al | ow an honest sender using a congestion control schene that is
commonly used today to recover quickly.

Anot her open issue is the accuracy of the ECN feedback signal. At
the tine of this docunent’s publication, there is no AccECN nechani sm
specified yet, and further AccECN will also take sone tine to be

wi dely deployed. This docunent proposes an advanced conpatibility
node for classic ECN. The proposed nechani sm can provide nore
accurate feedback by utilizing the way classic ECN is specified but
has a higher risk of losing information. To figure out how high this
risk is in a real deploynent scenario, further experinmenta

eval uation is needed. The follow ng argunent is intended to prove
that suppressing repetitions of ECE, however, is still safe against
possi bl e congestion col |l apse due to | ost congestion feedback and
shoul d be further proven in experinentation:

Repetition of ECE in classic ECNis intended to ensure reliable
delivery of congestion feedback. However, w th advanced
conpatibility node, it is possible to niss congestion notifications.
This can happen in sone inplenentations if delayed acknow edgenents
are used. Further, an ACK containing ECE can sinply get lost. |If
only a few CE narks are received within one congestion event (e.g.
only one), the | oss of one acknow edgenent due to (heavy) congestion
on the reverse path can prevent that any congestion notification is
recei ved by the sender

However, if |oss of feedback exacerbates congestion on the forward
path, nore forward packets will be CE-marked, increasing the

i kelihood that feedback fromat |east one CE will get through per
RTT. As long as one ECE reaches the sender per RIT, the sender’s
congestion response will be the sane as if CWR were not continuous.
The only way that heavy congestion on the forward path coul d be

conpl etely hidden would be if all ACKs on the reverse path were |ost.
If total ACK | oss persisted, the sender would tinme out and do a
congestion response anyway. Therefore, the problem seens confined to
potential suppression of a congestion response during |ight
congesti on.

Furthernmore, even if loss of all ECN feedback | eads to no congestion
response, the worst that could happen would be | oss instead of ECN
si gnal ed congestion on the forward path. G ven that conpatibility
node does not affect | oss feedback, there would be no risk of
congestion col | apse.
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8.

Security Considerations

General ConEx security considerations are covered extensively in the
ConEx abstract mechani sm[RFC7713]. This section covers TCP-specific
concerns that may occur with the addition of ConEx to TCP (while not
di scussing generally well-known attacks against TCP). It is assuned
that any altering of ConEx information can be detected by protection
nmechanisnms in the |P layer and is, therefore, not discussed here but
in [RFC7837]. Further, [RFC7837] describes how to use ConEx to
mtigate flooding attacks by using preferential drop where the use of
ConEx can even increase security.

The ConEx nodifications to TCP provide no nechanismfor a receiver to
force a sender not to use ConEx. A receiver can degrade the accuracy
of ConEx by clainming that it does not support SACK, AccECN, or ECN
but the sender will never have to turn ConkEx off. Further, the

recei ver cannot force the sender to have to mark ConEx nore
conservatively, in order to cover the risk of any inaccuracy.

Instead, it is always the sender’s choice to either mark very
conservatively, which ensures that the audit always sees enough
mar ki ngs to not penalize the flow, or estimate the needed nunber of
mar ki ngs nmore tightly. This second case can lead to inaccurate
mar ki ng, and therefore increases the likelihood of |oss at an audit
function that will only harmthe receiver itself.

Assuming the sender is limted in some way by a congestion all owance
or quota, a receiver could spoof nore | oss or ECN congestion feedback
than it actually experiences, in an attenpt to nmake the sender draw
down its allowance faster than necessary. However, over-declaring
congestion sinply nmakes the sender slow down. |If the receiver is
interested in the content, it will not want to harmits own

per f or mance.

However, if the receiver is solely interested in making the sender
draw down its allowance, the net effect will depend on the sender’s
congestion control algorithmas permanently adding nore and nore
addi ti onal congestion would cause the sender to nore and nore reduce
its sending rate. Therefore, a receiver can only maintain a certain
congestion level that is corresponding to a certain sending rate.
Wth NewReno [ RFC6582], doubling congestion feedback causes the
sender to reduce its sending rate such that it would only consune
sqrt(2) = 1.4 times nore congestion allowance. However, to inprove
scal ing, congestion control algorithns are tending towards | ess
responsi ve algorithns |ike Cubic or Conmpound TCP, and ultimately to
linear algorithns |ike Data Center TCP (DCTCP) [DCTCP] that aimto
mai ntai n the sane congestion | evel independent of the current sending
rate and al ways reduce its sending window if the signal ed congestion
feedback is higher. |In each case, if the receiver doubl es congestion
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feedback, it causes the sender to respectively consune nore all owance
by a factor of 1.2, 1.15, or 1, where 1 inplies the attack has becone
completely ineffective as no further congestion allowance is consuned
but the flow will decrease its sending rate to a m ni mum i nst ead.
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