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Abst r act

Prot ocol | ndependent Milticast - Sparse Mdde (PIMSM uses a
Rendezvous Point (RP) and shared trees to forward nulticast packets
fromnew sources. Once Last-Hop Routers (LHRs) receive packets from
a new source, they may join the Shortest Path Tree (SPT) for the
source for optimal forwarding. This docunent defines a new mechani sm
that provides a way to support PIM SMw t hout the need for PIM
registers, RPs, or shared trees. Milticast source information is

fl ooded throughout the nulticast donmain using a new generic PIM

Fl oodi ng Mechanism (PFM. This allows LHRs to | earn about new
sources w thout receiving initial data packets.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exami nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
community. This docunent is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
community. 1t has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l docunents approved by the | ESG are candi dates for any |evel of
Internet Standard; see Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
https://wwv. rfc-editor.org/info/rfc8364.
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1

I ntroduction

Prot ocol | ndependent Milticast - Sparse Mdde (PIMSM [RFC7761] uses
a Rendezvous Point (RP) and shared trees to forward nulticast packets
to Last-Hop Routers (LHRs). After the first packet is received by an
LHR, the source of the nmulticast streamis |earned and the Shortest
Path Tree (SPT) can be joined. This docunent defines a new nechani sm
that provides a way to support PIM SMw t hout the need for PIM
registers, RPs, or shared trees. Milticast source information is

fl ooded throughout the multicast domain using a new generic PIM

fl oodi ng mechanism By renoving the need for RPs and shared trees,
the PI M SM procedures are sinplified, thus inproving router
operations and nmanagenent, and neki ng the protocol nore robust.

Al so, the data packets are only sent on the SPTs, providing optimal

f or war di ng.

Thi s mechani sm has sone simlarities to Protocol |ndependent

Multicast - Dense Mbde (PIMDM with its State-Refresh signaling

[ RFC3973], except that there is no initial flooding of data packets
for new sources. It provides the traffic efficiency of PIMSM while
being as easy to deploy as PIMDM The downside is that it cannot
provide forwarding of initial packets froma new source, see

Section 4.4. PIMDMis very different fromPIMSM it’s not as
mature, it is categorized as Experinmental not an Internet Standard,
and there are only a few inplenentations of it. The solution in this
docunent consists of a |ightweight source discovery mechani smon top
of the Source-Specific Miulticast (SSM [RFC4607] parts of PIMSM It
is feasible to inplenent only a subset of PIMSMto provide SSM
support and, in addition, inplenment the nechanismin this docunment to
of fer a source discovery nechani smfor applications that do not
provide their own source discovery.

Thi s docunent defines a generic flooding mechani smfor distributing

i nformati on throughout a PIMdomain. While the forwarding rules are
largely simlar to the Bootstrap Router (BSR) nechani sm [ RFC5059],
any router can originate infornmation; this allows for flooding of any
kind of information. Each nmessage contains one or nore pieces of

i nformati on encoded as TLVs. This docunent defines one TLV used for
distributing informati on about active nulticast sources. her
docunents may define additional TLVs.

Note that this docunment is an Experinental RFC. While the flooding
mechanismis largely sinilar to BSR, there are sone concerns about
scale as there can be nultiple routers distributing information, and
potentially a larger amount of data that needs to be processed and
stored. Distributing knowl edge of active sources in this way is new,
there are some concerns, mainly regarding potentially |large amounts
of source states that need to be distributed. Wile there has been
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1

1

sonme testing in the field, we need to | earn nore about the forwarding
ef ficiency, both the anpbunt of processing per router, propagation

del ay, and the anmount of state that can be distributed. 1In

particul ar, how many active sources one can support w thout consuning
too many resources. There are also paraneters, see Section 5, that
can be tuned regarding how frequently information is distributed. It
is not clear what paranmeters are useful for different types of

net wor ks.

1. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "NOT RECOMMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB174] when, and only when, they appear in all
capitals, as shown here.

2. Term nol ogy

RP: Rendezvous Poi nt

BSR  Bootstrap Router

RPF: Reverse Path Forwarding

SPT: Shortest Path Tree

FHR: First-Hop Router, directly connected to the source

LHR: Last-Hop Router, directly connected to the receiver

PFM Pl M Fl oodi ng Mechani sm

PFM SD:  PFM Sour ce Di scovery

SG Mapping: Milticast source group (SG mapping
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2.

Testing and Depl oynent Experiences

A prototype of this specification has been inplenented, and there has
been sone limted testing in the field. The prototype was tested in
a network with | owbandw dth radio |inks. The network has frequent

t opol ogy changes, including frequent link or router failures.

Previ ously existing mechanisnms were tested (for exanple, PIMSM and

Pl M DM) .

Wth PIMSM the existing RP election nmechanisnms were found to be too
slow Wth PIMDM issues were observed with new multicast sources
starving | ow bandwi dth |inks even when there were no receivers; in
sonme cases, so much so that there was no bandwidth left for prune
nessages.

For the PFM SD prototype tests, all routers were configured to send
PFM SD for the directly connected source and to cache received
announcenents. Applications such as SIP with nulticast subscriber
di scovery, multicast voice conferencing, position tracking, and NTP
were successfully tested. The tests went quite well. Packets were
rerouted as needed; there was no unnecessary forwardi ng of packets.
Ease of configuration was seen as a plus.

A CGeneric PI M Fl oodi ng Mechani sm

The Bootstrap Router (BSR) nechani sm[ RFC5059] is a commonly used
nmechani smfor distributing dynamic Goup-to-RP mappings in PIM It
is responsible for flooding information about such mappi ngs

t hroughout a PIM domain so that all routers in the domain can have
the sane information. BSR, as defined, is only able to distribute
Group-to-RP nappings. This docunent defines a nore generic nmechani sm
that can flood any kind of information. Adninistrative boundaries,
see Section 3.2, may be configured to limt to which parts of a
network the information is fl ooded.

The forwarding rules are identical to BSR except that one can
control whether routers should forward unsupported data types. For
sonme types of information, it is quite useful that it can be
distributed without all routers having to support the particular
type, while there may al so be types where it is necessary for every
single router to support it. The mechani smincludes an origi nator
address that is used for RPF checking to restrict the flooding and
prevent | oops, just like BSR Like BSR, nessages are forwarded hop-
by-hop; the nessages are link-local, and each router will process and
resend the nessages. Note that there is no equivalent to the BSR

el ection nechanisny there can be nultiple originators. This

mechani smis naned the PI M Fl oodi ng Mechani sm ( PFM .
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3.1. PFM Message For mat

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| PIM Ver| Type |N Reserved | Checksum |
B s S S i i i ks a ks st S S S S S S
| Ori gi nat or Address (Encoded- Uni cast fornmat)

R R R R e e s o S e R S S S S S S e e e e e
| T Type 1 | Length 1 |
B T e o i S I i i S S N iy St S I S S
Val ue 1

| Type n | Length n
B I e e e e m T S i T S i S S e e R e
Val ue n

| |
| |
| : |
R R R R e e s o S e R S S S S S S e e e e e
| |
| |
| T |
+- -+
| |
| |
| : |
B T e o i S I i i S S N iy St S I S S
Pl M Versi on, Reserved, and Checksum As specified in [ RFC7761].
Type: PIM Message Type. Value 12 for a PFM nessage.

[NJo-Forward bit: Wen set, this bit neans that the PFM nessage is
not to be forwarded. This bit is defined to prevent Bootstrap
message forwarding in [ RFC5059].

Oiginator Address: The address of the router that originated the
message. This can be any address assigned to the originating
router, but it MJST be routable in the domain to allow successfu
forwarding. The format for this address is given in the Encoded-
Uni cast address in [ RFC7761].

[T]ransitive bit: Each TLV in the nessage includes a bit called the
"Transitive" bit that controls whether the TLV is forwarded by
routers that do not support the given type. See Section 3.4.2.

Type 1..n: A nessage contains one or nore TLVs, in this case n TLVs.

The Type specifies what kind of information is in the Value. The
Type range is fromO to 32767 (15 bits).
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3.

3.

2.

3.

Length 1..n: The length of the Value field in octets.

Value 1..n: The value associated with the type and of the specified
| engt h.

Admi ni strative Boundaries

PFM nessages are generally forwarded hop-by-hop to all PIMrouters.
However, sinilar to BSR, one nay configure adninistrative boundaries
tolimt the information to certain domains or parts of the network
| mpl enent ati ons MUST have a way of defining a set of interfaces on a
router as admnistrative boundaries for all PFM nessages or
optionally, for certain TLVs, allowing for different boundaries for
different TLVs. Usually, one wants boundaries to be bidirectional
but an inplenentati on MAY al so provi de unidirectional boundaries
When forwardi ng a message, a router MJST NOT send it out on an
interface that is an outgoing boundary, including a bidirectiona
boundary, for all PFM nessages. |If an interface is an outgoing
boundary for certain TLVs, the nessage MJUST NOT be sent out on the
interface if it is a boundary for all the TLVs in the nessage.

O herwi se, the router MJST renove all the boundary TLVs fromthe
nmessage and send the nmessage with the remaining TLVs. Al so, when
receiving a PFM message on an interface, the message MJST be
discarded if the interface is an incom ng boundary, including a

bi directi onal boundary, for all PFM nessages. |If the interface is an
i nconmi ng boundary for certain TLVs, the router MJST ignore al
boundary TLVs. If all the TLVs in the nessage are boundary TLVs,
then the nmessage is effectively ignored. Note that when forwarding
an incom ng nessage, the boundary is applied before forwarding. |If
the message was discarded or all the TLVs were ignored, then no
message is forwarded. Wen a nessage is forwarded, it MJST NOT
contain any TLVs for which the inconming interface is an inconing or
bi di rectional boundary.

Originati ng PFM Messages

A router originates a PFM nessage when it needs to distribute

i nformati on using a PFM nessage to other routers in the network.

When a nmessage is originated depends on what information is
distributed. For instance, this docunent defines a TLV to distribute
i nformati on about active sources. Wien a router has a new active
source, a PFM nessage should be sent as soon as possible. Hence, a
PFM nessage shoul d be sent every tine there is a new active source.
However, the TLV al so contains a holdtine and PFM nessages need to be
sent periodically. Generally speaking, a PFM nessage would typically
be sent when there is a |local state change, causing information to be
distributed with the PFMto change. Also, sone information nmay need
to be sent periodically. These nessages are called "triggered" and
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"periodic" nmessages, respectively. Each TLV definition will need to
define when a triggered PFM nessage needs to be origi nated, whether
or not to send periodic nmessages, and how frequently to send them

A router MJST NOT originate nore than Max_PFM Message_ Rat e nessages
per minute. This docunent does not nandate how this should be

i mpl enent ed; sone possi ble ways could be having a nmininal tinme

bet ween each nmessage, counting the nunber of nessages originated and
resetting the count every minute, or using a |eaky bucket algorithm
One benefit of using a | eaky bucket algorithmis that it can handle
bursts better. The default value of Max_PFM Message Rate is 6. The
val ue MUST be configurable. Depending on the network, one may want
to use a larger value of Max_PFM Message Rate to favor propagation of
new i nformation, but with a | arge nunber of routers and many updates,
the total number of nessages mi ght becone too large and require too
much processing.

There MUST be a m ni num of M n_PFM Message Gap milliseconds between
each originated nmessage. The default value of Mn_PFM Message Gap is
1000 (1 second). The value MJUST be configurable.

Unl ess ot herwi se specified by the TLV definitions, there is no

rel ati onship between different TLVs, and an inpl enentati on can choose
whet her to conbine TLVs in one nessage or across separate nessages.
It is RECOWENDED to conbine nultiple TLVs in one nessage to reduce
t he nunber of nessages, but it is also RECOWENDED t hat the nmessage
be small enough to avoid fragnmentation at the I[P layer. Wen a
triggered PFM nessage needs to be sent due to a state change, a
router MAY send a nessage containing only the information that
changed. |If there are many changes occurring at about the sane tine,
it might be possible to conbine nmultiple changes in one nessage. In
the case where periodic nessages are al so needed, an inplenentation
MAY i nclude periodic PFMinformation in a triggered PFM  For
exanple, if sone information needs to be sent every 60 seconds and a
triggered PFM nessage i s about to be sent 20 seconds before the next
peri odi ¢ PFM nessage was schedul ed, the triggered PFM nessage ni ght

i nclude the periodic informati on and the next periodic PFM nessage
can then be schedul ed 60 seconds after that rather than 20 seconds

| ater.

When a router originates a PFM nessage, it puts one of its own
addresses in the originator field. An inplenentation MJST allow an
adm nistrator to configure which address is used. For a nessage to
be received by all routers in a domain, all the routers need to have
a route for this address due to the RPF-based forwarding. Hence, an
adm ni strator needs to be careful about which address to choose.
When this is not configured, an inplenentation MIST NOT use a |ink-
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| ocal address. It is RECOMMENDED to use an address of a virtua
interface such that the originator can renmain unchanged and routable
i ndependent of which physical interfaces or |inks may go down.

The No-Forward bit MJST NOT be set, except for the case when a router
receives a PIMHello froma new neighbor or a PIMHello with a new
Ceneration lIdentifier (GenlD), defined in [RFC7761], is received from
an existing neighbor. |In that case, an inplenentation MAY send PFM
nmessages containing relevant information so that the nei ghbor can

qui ckly get the correct state. The definition of the different PFM
message TLVs needs to specify what, if anything, needs to be sent in
this case. |If such a PFM nessage is sent, the No-Forward bit MJST be
set, and the nessage nust be sent within 60 seconds after the

nei ghbor state change. The processing rules for PFM nessages wil |
ensure that any other neighbors on the same link ignore the nessage.
Thi s behavior (and the choice of 60 seconds) is simlar to what is
defined for the No-Forward bit in [RFC5059].

3.4. Processing PFM Messages

A router that receives a PFM nessage MUST performthe initial checks
specified here. |If the checks fail, the nmessage MJST be dropped. An
error MAY be | ogged; otherw se, the message MJST be dropped silently.
If the checks pass, the contents are processed according to the
processing rules of the included TLVs.

3.4.1. Initial Checks

In order to do further processing, a nessage MJST neet the follow ng
requirenents. The nessage MJUST be froma directly connected PIM

nei ghbor and the destination address MJST be ALL-PlI M ROUTERS. Al so
the interface MUST NOT be an incomni ng, nor a bidirectional

adm ni strative boundary for PFM nessages, see Section 3.2. |f the
No- Forward bit is not set, the nessage MJUST be fromthe RPF nei ghbor
of the originator address. |If the No-Forward bit is set, this

system the router doing these checks, MJST have enabled the PIM
protocol within the |ast 60 seconds. See Section 3.3 for details.
I n pseudocode, the algorithmis as follows:
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if ((DirectlyConnected(PFM src_ip_address) == FALSE) OR
(PFM src_ip_address is not a Pl M neighbor) OR
(PFM dst _i p_address != ALL-PI M ROUTERS) OR
(I'ncomng interface is adm n boundary for PFM) {
drop the nessage silently, optionally log error

}
if (PFMno_forward bit == 0) {
if (PFMsrc_ip _address !=
RPF_nei ghbor (PFM ori gi nator _i p_address)) {
drop the nessage silently, optionally log error.

} else if (nore than 60 seconds el apsed since PIMenabled)) {
drop the nessage silently, optionally log error
}

Note that "src_ip_address" is the source address in the I P header of
the PFM nessage. "Originator” is the originator field inside the PFM
message and is the router that originated the nessage. Wen the
message i s forwarded hop-by-hop, the originator address never

changes, while the source address will be an address belonging to the
router that |ast forwarded the nessage.

.2. Processing and Forwardi ng of PFM Messages

When the nessage is received, the initial checks above nust be
performed. |If it passes the checks, then for each included TLV,
perform processing according to the specification for that TLV.

After processing, the nmessage is forwarded. Sone TLVs nmay be onitted
or nodified in the forwarded nmessage. This depends on adninistrative
boundari es (see Section 3.2), the type specification, and the setting
of the Transitive bit for the TLV. |If a router supports the type,
then the TLV is forwarded with no changes unl ess otherw se specified
by the type specification. A router not supporting the given type
MUST include the TLV in the forwarded nessage if and only if the
Transitive bit is set. Wether or not a router supports the type,
the value of the Transitive bit MJST be preserved if the TLV is
included in the forwarded nessage. The nessage is forwarded out of
all interfaces with PI M neighbors (including the interface it was
received on). As specified in Section 3.2, if an interface is an

out goi ng boundary for any TLVs, the message MJUST NOT be sent out on
the interface if it is an outgoing boundary for all the TLVs in the
message. O herwi se, the router MJST renbve any out goi ng boundary
TLVs of the interface fromthe nessage and send the nessage out that
interface with the remaining TLVs.
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4.

Di stributing SG Mappi ngs

The generic PFM defined in the previous section can be used for

di stributing SG mappi ngs about active nulticast sources throughout a
PI M domain. A Goup Source Holdtine (GSH) TLV is defined for this
pur pose.

.1. Goup Source Holdtime TLV

0 1 2 3

01234567890123456789012345678901
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| 1] Type = 1 | Length |
B Lt r s i i i o o T s ks S R S
| G oup Address (Encoded- G oup format) |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Src Count | Src Hol dtime |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Src Address 1 (Encoded- Unicast fornat) |
B Lt r s i i i o o T s ks S R S
| Src Address 2 (Encoded- Uni cast fornmat) |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| |
|+- B s S S i i i s a s ST S S S S S S +-L—
| Src Address m ( Encoded- Uni cast fornmat) |
R R R R e e s o S e R S S S S S S e e e e e

1: The Transitive bit is set to 1. This nmeans that this type wll
be forwarded even if a router does not support it. See
Section 3.4.2.

Type: This TLV has type 1.

Length: The length of the value in octets.

Group Address: The group that sources are to be announced for. The
format for this address is given in the Encoded-Goup format in
[ RFC7761] .

Src Count: The nunber of source addresses that are included.

Src Holdtinme: The holdtine (in seconds) for the included source(s).

Src Address: The source address for the correspondi ng group. The

format for these addresses is given in the Encoded- Uni cast address
in [ RFC7761].
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4.2. Oiginating Goup Source Holdtine TLVs

A PFM nessage MAY contain one or nore Group Source Holdtinme (GSH)
TLVs. This is used to flood information about active multicast
sources. Each FHR that is directly connected to an active nulticast
source origi nates PFM nessages contai ning GSH TLVs. How a nulticast
router discovers the source of the nmulticast packet, and when it
considers itself the FHR follows the sane procedures as the

regi stering process described in [RFC7761]. Wen an FHR has deci ded
that a register needs to be sent per [RFC7761], the SGis not
registered via the PIM SMregi ster procedures, but the SG mapping is
included in a GSH TLV in a PFM nessage. Note that only the SG
mapping is distributed in the nessage: not the entire packet as would
have been done with a PIMregister

The PFM nessages containing the GSH TLV are sent periodically for as
long as the nulticast source is active, simlar to how Pl Mregisters
are sent periodically. This neans that as long as the source is
active, it is included in a PFM nessage ori gi nated every
Group_Source_Hol dtine_Period seconds, within the general PFMtim ng
requi renents in Section 3.3. The default val ue of

G oup_Source_Hol dtine_Period is 60. The value MIST be confi gurable.
The holdtinme for the source MIST be set to either zero or
Group_Source Hol dtine_Holdtime. The value of the
Group_Source_Hol dti me_Hol dti me paraneter MJST be | arger than
Group_Source Holdtinme Period. It is RECOMENDED to be 3.5 tinmes the
Group_Source_Hol dtime_Period. The default value is 210 (seconds).
The val ue MUST be configurable. A source MAY be announced with a
hol dtinme of zero to indicate that the source is no |onger active.

If an inplenmentation supports originating GSH TLVs with different

hol dtimes for different sources, it can (if needed) send multiple
TLVs with the same group address. Due to the format, all the sources
in the same TLV have the sanme hol dti ne.

When a new source is detected, an inplenentation MAY send a PFM
message containing just that particular source. However, it MAY al so
i nclude informati on about other sources that were just detected,
sources that are schedul ed for periodic announcenent |ater, or other
types of information. See Section 3.3 for details. Note that when a
new source is detected, one should trigger the sending of a PFM
nmessage as soon as possible; whereas if a source becones inactive,
there is no reason to trigger a nessage. There is no urgency in
removing state for inactive sources. Note that the nessage tinmng
requirenents in Section 3.3 apply. This neans that one cannot al ways
send a triggered nessage i medi ately when a new source is detected

In order to neet the timng requirenments, the sending of the message
may have to be delayed for a small anobunt of tine.
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When a new PI M nei ghbor is detected or an existing nei ghbor changes
Genl D, an inplementation MAY send a triggered PFM nessage contai ni ng
GSH TLVs for any SG nmappings it has | earned by receiving PFM GSH TLVs
as well as any active directly connected sources. See Section 3.3
for further details.

4.3. Processing GSH TLVs

A router that receives a PFM nessage containing GSH TLVs MJST parse
the GSH TLVs and store each of themas SG mappings with an Expiry
Timer started with the advertised holdtine, that is, unless the

i mpl enent ation specifically does not support GSH TLVs, the router is
configured to ignore GSH TLVs in general, or it is configured to
ignore GSH TLVs for certain sources or groups. |n particular, an

adm ni strator mght configure a router not to process GSH TLVs if the
router is known never to have any directly connected receivers.

For each group that has directly connected receivers, this router
SHOULD send PIM (S, G joins for all the SG nappings advertised in the
message for the group. Cenerally, joins are sent, but there could
be, for instance, an adnministrative policy liniting which sources and
groups to join. The SG mappings are kept alive for as long as the
Expiry Timer for the source is running. Once the Expiry Tinmer
expires, a PIMrouter MAY send a PIM (S, G prune to renove itself
fromthe tree. However, when this happens, there should be no nore
packets sent by the source, so it may be desirable to allow the state
to tine out rather than sending a prune.

Note that a holdtine of zero has a special meaning. It is to be
treated as if the source just expired, and then the state should be
removed. Source information MUST NOT be renoved due to the source
being omtted in a nessage. For instance, if there are a large
nunber of sources for a group, there nmay be nultiple PFM nessages,
each message containing a different list of sources for the group

4.4, The First Packets and Bursty Sources

The PIMregister procedure is designed to deliver nulticast packets
to the RP in the absence of an SPT fromthe RP to the source. The
regi ster packets received on the RP are decapsul ated and forwarded
down the shared tree to the LHRs. As soon as an SPT is built,
mul ti cast packets would flow natively over the SPT to the RP or LHR
and the regi ster process would stop. The PIMregister process
ensures packet delivery until an SPT is in place reaching the FHR

If the packets were not unicast encapsulated to the RP, they would be
dropped by the FHR until the SPT is set up. This functionality is

i nportant for applications where the initial packet(s) must be
received for the application to work correctly. Another reason would
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be for bursty sources. |f the application sends out a nulticast
packet every 4 minutes (or longer), the SPT is torn down (typically
after 3:30 minutes of inactivity) before the next packet is forwarded
down the tree. This will prevent mnulticast packets from ever being
forwarded. A well-behaved application should be able to deal with
packet loss since IPis a best-effort-based packet delivery system
But inreality, this is not always the case

Wth the procedures defined in this docunent, the packet(s) received
by the FHR will be dropped until the LHR has | earned about the source
and the SPT is built. For bursty sources or applications sensitive
for the delivery of the first packet, that neans this solution would
not be very applicable. This solution is nostly useful for
applications that don't have a strong dependency on the initial

packet (s) and have a fairly constant data rate, like video
distribution, for exanple. For applications with strong dependency
on the initial packet(s), using BID R PIM][RFC5015] or SSM [ RFC4607]
is recomended. The protocol operations are nuch sinpler conpared to
PIMSM they will cause less churn in the network. Both guarantee
best-effort delivery for the initial packet(s).

4.5. Resiliency to Network Partitioning

In a Pl M SM depl oynent where the network beconmes partitioned due to
link or node failure, it is possible that the RP beconmes unreachabl e
to a certain part of the network. New sources that becone active in
that partition will not be able to register to the RP and receivers
within that partition will not be able to receive the traffic.

I deally, having a candidate RP in each partition is desirable, but
which routers will forma partitioned network i s sonething unknown in
advance. In order to be fully resilient, each router in the network
may end up being a candidate RP. This would increase the operationa
conpl exity of the network.

The solution described in this docunent does not suffer fromthat
problem |If a network becones partitioned and new sources becone
active, the receivers in that partition will receive the SG nmappi ngs
and join the source tree. Each partition works independently of the
other partitions and will continue to have access to sources within
that partition. Once the network has heal ed, the periodic flooding
of SG mappi ngs ensures that they are reflooded into the other
partitions and then other receivers can join the newy | earned

sour ces.
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5.

Confi gurabl e Paraneters

Thi s docunent contains a nunber of configurable paraneters. These
paraneters are formally defined in Sections 3.3 and 4.2, but they are
repeated here for ease of reference. These paraneters all have
default values as noted bel ow.

Max_PFM Message Rate: The maxi mum nunber of PFM nessages a router is
allowed to originate per nminute; see Section 3.3 for details. The
default value is 6.

M n_PFM Message Gap: The m ni num anount of tine between each PFM
message originated by a router in mlliseconds; see Section 3.3
for details. The default is 1000.

G oup_Source_Hol dti nme_Period: The announcenent period for G oup
Source Holdtime TLVS in seconds; see Section 4.2 for details. The
default value is 60.

Group_Source_Hol dtine_Holdtime: The holdtine for G oup Source
Hol dtime TLVs in seconds; see Section 4.2 for details. The
default value is 210.

Security Considerations

For general PIM nessage security, see [RFC7761]. PFM nessages MJST
only be accepted froma PIM neighbor, but as discussed in [ RFC7761],
any router can beconme a PI M nei ghbor by sending a Hell o nessage. To
control fromwhere to accept PFM packets, one can limt on which
interfaces PIMis enabled. Also, one can configure interfaces as
adm ni strative boundaries for PFM nessages, see Section 3.2. The

i mplications of forged PFM nessages depend on which TLVs they
contain. Docunents defining new TLVs will need to discuss the
security considerations for the specific TLVs. In general though
the PFM nessages are flooded within the network; by forging a |large
nunber of PFM nessages, one might stress all the routers in the

net wor k.

If an attacker can forge PFM nessages, then such nmessages nmay contain
arbitrary GSH TLVs. An issue here is that an attacker mi ght send
such TLVs for a huge anobunt of sources, potentially causing every
router in the network to store huge anounts of source state. Al so,

if there is receiver interest for the groups specified in the GSH
TLVs, routers with directly connected receivers will build SPTs for

t he announced sources, even if the sources are not actually active.
Bui I di ng such trees will consunme additional resources on routers that
the trees pass through

W j nands, et al. Experi ment al [ Page 15]



RFC 8364 PFM and SD March 2018

PIM SM | ink-1ocal nessages can be authenticated using | Psec, see
Section 6.3 of [RFC7761] and [ RFC5796]. Since PFM nessages are |ink-
| ocal nmessages sent hop-by-hop, a link-l1ocal PFM nessage can be

aut henti cated using |IPsec such that a router can verify that a
message was sent by a trusted nei ghbor and has not been nodifi ed.
However, to verify that a received nessage contains correct

i nformati on announced by the originator specified in the nessage, one
will have to trust every router on the path fromthe originator and
that each router has authenticated the received nessage.

7. | ANA Consi der ations

This docunent registers a new Pl M nessage type for the PIM Fl oodi ng
Mechani sm (PFM with the name "PIM Fl oodi ng Mechanisn' in the "PIM
Message Types" registry with the value of 12.

| ANA has al so created a registry for PFM TLVs call ed "PI M Fl oodi ng
Mechani sm Message Types". Assignnents for the registry are to be

made according to the policy "I ETF Review' as defined in [ RFC8126].
The initial content of the registry is as foll ows:

Type Nare Ref er ence
0 Reserved [ RFC8364]
1 Source Group Holdtinme [RFC8364]
2- 32767 Unassi gned
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