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1.

1.

1.

1.

2.

I ntroduction

The Interface to the Routing System (I2RS) [ RFC7921] provides read
and wite access to the information and state within the routing
process that exists inside the routing elenments; this is achieved via
prot ocol nmessage exchange between |I2RS clients and | 2RS agents
associated with the routing system One of the functions of I2RS is
to read and wite data of the Routing Information Base (Rl B).
[12RS-REQS] introduces a set of RIB use cases. The RIB information
nmodel is defined in [ RFC8430].

This docunent defines a YANG data nodel [RFC7950] [ RFC6991] for the
RIB that satisfies the RIB use cases and aligns with the RIB
i nfornmati on nodel .

1. Requirenments Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB174] when, and only when, they appear in all
capitals, as shown here.

2. Definitions and Abbreviations

RI B: Routing Information Base

FI B: Forwardi ng I nformation Base

RPC. Renote Procedure Call

IM Information Mbdel. An abstract nodel of a conceptual donain,
whi ch is independent of a specific inplenmentation or data
representation.

3. Tree Diagrans

Tree diagrans used in this docunment follow the notation defined in
[ RFC8340] .

Model Structure

The following figure shows an overview of the structure tree of the
ietf-i2rs-rib nmodule. To give a whole view of the structure tree,
sone details of the tree are onmitted. The relevant details are

i ntroduced in the subsequent subsections.
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nodul e: ietf-i2rs-rib

Wang,

+--rw routing-instance
+--rw name string
+-rwinterface-list* [nane]
| +--rwname if:interface-ref

+--rw router-id? yang: dot t ed- quad
+--rw | ookup-limt? uint8
+--rwrib-list* [nane]

+--rw name string

+--rw address-fanm |y address-fam | y-definition

+--rw ip-rpf-check? bool ean
+--rw route-list* [route-index]

+--rw mat ch
| +--rw (route-type)?
+--:(ipvd)

+--: (i pve)

+--:(mac-route)

|

|

|

|

| +--:(npl s-route)
|

|

|

| +--:(interface-route)
|

--rw next hop

+--rw route-index ui nt 64

Sept ember 2018

+

| +--rw nexthop-id? ui nt 32

| +--rw sharing-flag? bool ean

| +--rw (nexthop-type)?

| +- -: (next hop- base)

| | ...

| +--: (next hop- chai n) {nexthop-chain}?

| | ...

| +--:(nexthop-replicate) {nexthop-replicate}?

| | ...

| +--: (next hop-protection) {nexthop-protection}?
| | ...

| +- -: (next hop-1 oad- bal ance) {nexthop-I| oad- bal ance}?
| c

+--rw rout e-status

| ...

+--rw route-attributes

| ...

+--rw route-vendor-attributes

+--rw next hop-list* [nexthop-nmenber-id]
+--rw next hop- nenber-id uint32

et al. St andards Track
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rpcs:
+---X rib-add
| +---winput

| | +---w name string

| | +---w address-famly address-fam | y-definition

| | +---wip-rpf-check? bool ean

| +--ro output

| +--ro result bool ean

| +--ro reason? string

+---X rib-delete

| +---winput

| | +---wnanme string

| +--ro output

| +--ro result bool ean

| +--ro reason? string

+---X route-add

| +---winput

| | +---wreturn-failure-detail? bool ean

| | +---wrib-nane string

| | +---wroutes

| ] +---wroute-list* [route-index]

||

| +

|

|

|

|

|

|

ro out put

+--ro0 success-count ui nt 32
+--ro failed-count ui nt 32

+--ro failure-detai
+--ro fail ed-routes* [route-index]
+--ro0 route-index uint32
+--ro0 error-code? uint32
+---X route-del ete
+---w i nput
+---wreturn-failure-detail ? bool ean
+---w rib-nane string
+---w routes
+---wroute-list* [route-index]

ro out put

+--ro0 success-count ui nt 32
+--ro failed-count ui nt 32

+--ro failure-detai
+--ro fail ed-routes* [route-index]

+--ro route-index uint32

+--ro error-code? uint32
+---X route-update
| +---winput
| | +---wreturn-failure-detail? bool ean
| | +---wrib-nane string
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+---w (mat ch-options)?
+--:(match-route-prefix)
| ...

+--:(match-route-attributes)

+--:(match-route-vendor-attributes) {...}?

+--;tﬁatch-nexth0p)

|
|
|
|
|
|
|
|
| C
| +--ro output
| +--ro0 success-count uint32
| +--ro failed-count uint32
| +--ro failure-detai
| +--ro failed-routes* [route-index]
| +--ro route-index uint32
| +--ro0 error-code? uint32
+---x nh-add
| +---winput
| | +---wrib-nane string
| | +---w nexthop-id? ui nt 32
| | +---wsharing-flag? bool ean
| | +---w (nexthop-type)?
| +- -: (next hop- base)
|| ...
| +--: (next hop-chai n) {nexthop-chain}?
|| I
| | +--:(nexthop-replicate) {nexthop-replicate}?
|| I
| +--: (next hop-protection) {nexthop-protection}?
|| ...
| +--: (next hop-1 oad- bal ance) {nexthop-I| oad-bal ance}?
| ] C.
| +--ro output
| +--ro result bool ean
| +--ro0 reason? string
| +--ro nexthop-id? ui nt 32
+---X nh-del ete
---w input
+---w rib-nane string
+---w next hop-id? ui nt 32
+---w sharing-fl ag? bool ean

+---w (nexthop-type)?
+- -: (next hop- base)
| ...
+--: (next hop- chai n) {nexthop-chain}?
| ...
+--:(nexthop-replicate) {nexthop-replicate}?

D e ——
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| +--: (next hop- protection) {nexthop-protection}?
| | ...
| +- -: (next hop-1 oad- bal ance) {nexthop-I| oad-bal ance}?
| C
+--r0 out put

+--ro result bool ean

+--ro0 reason? string
cations:

-n next hop-resol ution-status-change
+--ro nexthop

| +--ro nexthop-id? ui nt 32
| +--ro sharing-flag? bool ean
| +--ro (nexthop-type)?

| +- - (next hop- base)

| | ...
| +--: (next hop-chai n) {nexthop-chain}?

| | ...

| +--:(nexthop-replicate) {nexthop-replicate}?
| | ...
| +--: (next hop-protection) {nexthop-protection}?
|

|

|

+--;thexthop-load-balance) { next hop- | oad- bal ance}?

+--ro nexthop-state nexthop-state-definition
-n route-change

+--ro rib-nane string
+--ro address-fanily address-fani |l y-definition
+--ro0 route-index ui nt 64

+--ro match
| +--ro (route-type)?
+--:(ipvd)

|

| | ...

| +--: (i pv6)

| | ...

| +--:(mpl s-route)
| | ...

| +--:(nmac-route)
|

|

|

+--:(interface-route)

+--ro route-installed-state route-installed-state-definition

+--ro route-state route-state-definition
+--ro route-change-reasons* [route-change-reason]
+--ro route-change-reason rout e- change-reason-definition

Figure 1: Overview of 12RS RIB Mbdule Structure
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2.

2.

1

2.

RI B Capability

RI B capability negotiation is very inportant because not all of the
hardware will be able to support all kinds of nexthops, and there
mght be a limtation on how many | evels of |ookup can be practically
perforned. Therefore, a RIB data nodel needs to specify a way for an
external entity to |learn about the functional capabilities of a

net wor k devi ce

At the same tinme, nexthop chains can be used to specify multiple
headers over a packet before that particul ar packet is forwarded.

Not every network device will be able to support all kinds of nexthop
chains along with the arbitrary nunber of headers that are chai ned
together. The RIB data npdel needs a way to expose the nexthop

chai ning capability supported by a given network device.

This nobdul e uses the feature and if-feature statenents to achi eve
above capability advertisenent.

Routing Instance and RIB

A routing instance, in the context of the RIB information nodel, is a
collection of RIBs, interfaces, and routing protocol parameters. A
routing instance creates a logical slice of the router and can all ow
multiple different logical slices, across a set of routers, to
communi cate with each other. The routing protocol paraneters contro
the information available in the RiIBs. Mre details about a routing
i nstance can be found in Section 2.2 of [RFC8430].

For a routing instance, there can be nultiple RIBs. Therefore, this
nodel uses "list" to express the RIBs. The structure tree is shown
bel ow.

+--rw routing-instance
+--rw nane string
+-rwinterface-list* [nane]
| +--rwname if:interface-ref

+--rwrouter-id? yang: dot t ed- quad
+--rw | ookup-limt? ui nt8
+--rwrib-list* [nane]
+--rw nane string
+--rw address-fam ly address-fam | y-definition

+--rw ip-rpf-check? bool ean
+--rw route-list* [route-index]
/1l refer to Section 2.3

Figure 2: Routing Instance Structure
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2.3. Route
Aroute is essentially a match condition and an action follow ng that
mat ch. The match condition specifies the kind of route (e.g., |Pv4,
MPLS, Media Access Control (MAC), Interface, etc.) and the set of
fields to natch on.

A route MJST contain the ROUTE_PREFERENCE attribute (see Section 2.3
of [ RFC8430]).

In addition, a route MJST associate with the foll owi ng status
attributes in responses to a RIB writing/readi ng operation:

0 Active: Indicates whether a route has at |east one fully resol ved
nexthop and is therefore eligible for installation in the FIB.

o Installed: Indicates whether the route got installed in the FIB.

0 Reason: Indicates the specific reason that caused the failure,
e.g., "Not authorized".

In addition, a route can be associated with one or nore optional
route-attributes (e.g., route-vendor-attributes).

A RIB wll have a nunber of routes, so the routes are expressed as a
list under a specific RIB. Each RIB has its own route |ist.

Wang, et al. St andards Track [ Page 9]
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+--rw route-list* [route-index]
+--rw route-index ui nt 64
+--rw mat ch
| +--rw (route-type)?
+--:(ipvd)
| +--rwipv4d
+--rw (i p-route-nmatch-type)?
+--: (dest-i pv4- address)
| ...
+--:(src-ipv4-address)

+--:(interface-route)

-rw next hop
...(refer to Section 2.4)

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
+-
|

Figure 3: Routes Structure

Wang, et al. St andards Track

+--;tdest-src—ipv4-address)

|

|

|

|

|

|

|

+--: (i pv6)

| +--rwipve

| +--rw (ip-route-match-type)?

| +--:(dest-ipv6-address)

| | ...

| +--:(src-ipv6-address)

| | ...

| +--:(dest-src-ipv6-address)
| e

+--:(mpl s-route)

| +--rw npls-1abel ui nt 32
+--:(mac-route)

| +--rw nmac-address ui nt 32

+--rwinterface-identifier if:interface-ref

Sept ember 2018
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2.4. Nexthop
A nexthop represents an object resulting froma route | ookup. As
illustrated in Figure 4 of [RFC8430], to support various use cases
(e.g., |oad-balancing, protection, multicast, or a conbination of
thenm), the nexthop is nodeled as a nultilevel structure and supports
recursion. The first level of the nexthop includes the follow ng
four types:

0 Base: The "base" nexthop is the foundation of all other nexthop
types. It includes the follow ng basic nexthops:

*  nexthop-id

* | Pv4 address

* | Pv6 address

* egress-interface

* egress-interface with | Pv4 address
* egress-interface with I Pv6 address
* egress-interface with MAC address
* | ogical -tunne

* tunnel - encapsul ation

* tunnel - decapsul ation

* rib-name

0o Chain: The "chain" nexthop provides a way to performnultiple
operations on a packet by logically conbining them

0 Load-Bal ance: The "l oad-bal ance" nexthop is designed for a | oad-
bal ance case where it normally will have nultiple weighted
next hops.

o Protection: The "protection" nexthop is designed for a protection
scenario where it nornmally will have primary and standby nexthop

0 Replicate: The "replicate" nexthop is designed for multiple
destinations forwarding.

Wang, et al. St andards Track [ Page 11]
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The structure tree of nexthop is shown in the follow ng figures.

+--rw next hop

+--TW
+--TW
+-- T W
+- -
|
+- -
|
|
|

+- -
|
|
|
+- -
|
|
|
|
+- -

next hop-i d? ui nt 32
sharing-fl ag? bool ean
(next hop-type) ?
: (next hop- base)
...(refer to Figure 5)
: (next hop-chai n) {nexthop-chain}?
+--rw next hop-chain
+--rw next hop-1list* [nexthop-nmenber-id]
+- -rw next hop- nmenber-id uint32
:(nexthop-replicate) {nexthop-replicate}?
+--rw next hop-replicate
+--rw next hop-list* [nexthop-menber-id]
+--rw next hop- nenber-id uint32
. (next hop-protection) {nexthop-protection}?
+--rw next hop-protection
+--rw next hop-1list* [nexthop-nenber-id]
+--rw next hop-nenber-id uint32
+--rw next hop- pref erence next hop-preferen
: (next hop- | oad- bal ance) {next hop-I| oad-bal ance}?
+--rw next hop-1b
+--rw next hop-1list* [nexthop-nenber-id]
+--rw next hop- nenber-id uint32
+--rw next hop- | b-wei ght next hop-1 b-wei ght

Fi gure 4: Nexthop Structure

Figure 5 (as shown below) is a subtree of nexthop. It’'s
next hop base node and shows the structure of the "base"

+- -
|
|
|
|
|
|
|
|
|
|
|
|
|
|

Wang,

oo T W
+- -

+- -

+- -

+- -

|
+- -
|
|
|

et al.

: (next hop- base)
+--rw next hop- base

(next hop- base-type) ?

: (speci al - next hop)

+--rw speci al ? speci al - next hop-definition

: (egress-interface-nexthop)

+--rw outgoing-interface if:interface-ref

: (i pv4- addr ess- next hop)

+--rw i pv4- address inet:ipv4-address

: (i pv6- addr ess- next hop)

+--rw i pv6- address inet:ipv6-address

:(egress-interface-ipv4-nexthop)

+--rw egress-interface-ipv4-address
+--rw outgoing-interface if:interface-ref
+--rw i pv4- address i net:ipv4-address

St andards Track

ce-definition

-definition

under the
next hop.
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:(egress-interface-ipv6-nexthop)
+--rw egress-interface-ipv6-address
+--rw outgoing-interface if:interface-ref
+--rw i pv6-address i net:ipv6-address
: (egress-interface-mac- next hop)
+--rw egress-interface-nac-address
+--rw outgoing-interface if:interface-ref
+--rw i eee- mac- addr ess yang: mac- addr ess
: (tunnel - encapsul ati on- next hop) {nexthop-tunnel}?
+--rw tunnel - encapsul ati on
+--rw (tunnel -type) ?
+--:(ipvd) {ipva-tunnel}?
+--rw i pv4- header
+--rw src-ipv4-address inet:ipv4-address
+--rw dest-i pv4-address inet:ipv4-address

+--rw protocol uint8
+--rwttl? ui nt 8
+--rw dscp? uint8

--:(ipve) {ipv6-tunnel}?
+--rw i pv6- header
+--rw src-ipve-address inet:ipv6-address
+--rw dest-i pv6-address inet:ipv6-address
+--rw next - header uint8
+--rwtraffic-class? uint8
+--rw flowl abel ?
i net:ipv6-flowl abel
+--rw hop-limt? ui nt 8
--:(npls) {npls-tunnel}?
+--rw npl s- header
+--rw | abel -operati ons* [ abel -oper-id]
+--rw | abel -oper-id uint32
+--rw (| abel -actions)?
+--: (1 abel - push)
| +--rw | abel-push
+--rw | abel ui nt 32
+--rw s-bit? bool ean

|
|
| +--rw tc-value? uint8
| +--rwttl-value? uint8
+--: (1 abel - swap)
+--rw | abel - swap
+--rw out - | abel ui nt 32
+--rwttl-action?
ttl-action-definition
--:(gre) {gre-tunnel}?
+--rw gre-header
+--rw (dest-address-type)?

+- -
|
|
|
+- -
|
|
|
+- -
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

-+ +- "+
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| +--:(ipv4)
| | +--rwipvd-dest inet:ipv4-address
| +--:(ipv6)

+--rw protocol -type uintl16
+--rw key? ui nt 64
--:(nvgre) {nvgre-tunnel}?
+--rw nvgre- header

+--rw (nvgre-type)?
+--:(ipvd)
| +--rw src-ipv4-address inet:ipv4-address

+--rw dest-i pv4-address inet:ipv4-address

I
|
| | +--rw i pv6-dest inet:ipv6-address
I
I

I

| +--rw protocol uint8
| +-rwttl? uint8
| +--rw dscp? uint8
+--:(ipv6)

+--rw dest-i pv6-address inet:ipv6-address
+- -rw next - header ui nt 8
+--rwtraffic-class? ui nt 8

+--rw fl ow | abel ?

|

|

|

|

|

I

| +--rw src-ipv6-address inet:ipv6-address
|

|

|

|

| i net:ipv6-flowl abel
|

+--rw hop-limt? uint8
+--rw virtual -subnet-id uint32
+--rw flowid? ui nt 8

+--:(vxlan) {vxlan-tunnel}?
+--rw vxl an- header
+--rw (vxl an-type)?
|  +--:(ipvd)
| +--rw src-ipv4-address inet:ipv4-address
+--rw dest-i pv4-address inet:ipv4-address

I

| +--rw protocol uint8
| +-rwttl? uint8
| +--rw dscp? uint8
+--:(ipv6)

I

I

I

I

I

| +--rw src-i pv6-address inet:ipv6-address
| +--rw dest-i pv6-address inet:ipv6-address
I

I

I

I

+--rw next - header ui nt 8

+--rwtraffic-class? ui nt8

+--rw flowlabel ? inet:ipv6-flowl abel

+--rw hop-limt? uint8
+--rw vxl an-i dentifier ui nt 32

+--rw tunnel -decapsul ati on
+--rw (tunnel -type) ?

+--: (tunnel -decapsul ati on- next hop) {nexthop-tunnel}?
I
I
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+--:(ipvd) {ipva-tunnel}?

| +--rwipvd-decapsul ation

| +--rw i pv4- decapsul ation

| tunnel - decapsul ati on-action-definition

| +-rwttl-action? ttl-action-definition

+--:(ipve) {ipv6-tunnel}?

| +--rwipv6-decapsul ation

| +--rw i pv6- decapsul ation

| tunnel - decapsul ati on-action-definition

| +--rw hop-linit-action?

| hop-limt-action-definition

+--:(nmpls) {npls-tunnel}?

+--rw | abel - pop

+--rw | abel - pop nmpl s-1 abel -action-definition
+--rwttl-action? ttl-action-definition

+-—-—+-- -

--:(l ogical -tunnel - next hop) {nexthop-tunnel}?
+--rw | ogi cal - tunnel
+--rw tunnel -type tunnel -type-definition
+--rw tunnel -name string
--:(rib-nane- next hop)
+--rw rib-nanme? string
--:(nexthop-identifier)
+--rw next hop-ref next hop- r ef

Fi gure 5: Nexthop Base Structure
2.5. RPC Qperations

Thi s nmodul e defines the foll owi ng RPC operations:

O rib-add: Add a RIBto a routing instance. The follow ng are
passed as the input paraneters: the nane of the RIB, the address
famly of the RIB, and (optionally) whether the RPF check is
enabled. The output is the result of the add operation

* true - success

* false - failed (when failed, the I 2RS agent may return the
specific reason that caused the failure)
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Wang,

rib-delete: Delete a RIB froma routing instance. Wen a RIBis
deleted, all routes installed in the RRB will be deleted. A rib-
nane is passed as the input paranmeter. The output is the result
of the del ete operation

* true - success

* false - failed (when failed, the |2RS agent may return the
specific reason that caused the failure)

route-add: Add a route or a set of routes to a RIB. The follow ng
are passed as the input paraneters: the nane of the RIB, the route
prefix(es), the route-attributes, the route-vendor-attributes, the
next hop, and the "whether to return failure details" indication
Before calling the route-add rpc, it is required to call the nh-
add rpc to create and/or return the nexthop identifier. However,
in situations when the nexthop already exists and the nexthop-id
is known, this action is not expected. The output is a

conbi nation of the route operation states while querying the
appropriate node in the data tree, which includes:

* success-count: the nunber of routes that were successfully
added;

* failed-count: the nunber of the routes that failed to be added;

and,
* failure-detail: this shows the specific routes that failed to
be added.

route-delete: Delete a route or a set of routes froma RIB. The
followi ng are passed as the input paranmeters: the name of the RIB,
the route prefix(es), and the "whether to return failure details"
i ndi cation. The output is a conbination of route operation
states, which includes:

* success-count: the nunber of routes that were successfully
del et ed;

* failed-count: the nunber of the routes that failed to be
del et ed; and,

* failure-detail: this shows the specific routes that failed to
be del et ed.
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0 route-update: Update a route or a set of routes. The follow ng
are passed as the input paraneters: the nane of the RIB, the route
prefix(es), the route-attributes, the route-vendor-attributes, or
the nexthop. The match conditions can be either route prefix(es),
route-attributes, route-vendor-attributes, or nexthops. The
update actions include the follow ng: update the nexthops, update
the route-attributes, and update the route-vendor-attributes. The
output is a conbination of the route operation states, which
i ncl udes:

* success-count: the nunber of routes that were successfully
updat ed;

* failed-count: the nunber of the routes that failed to be
updat ed; and,

* failure-detail: this shows the specific routes that failed to
be updat ed.

0 nh-add: Add a nexthop to a RIB. The follow ng are passed as the
i nput paraneters: the name of the RIB and the nexthop. The
network node is required to allocate a nexthop identifier to the
next hop. The outputs include the result of the nexthop add
operation.

* true - success (when success, a nexthop identifier will be
returned to the I2RS client)

* false - failed (when failed, the I2RS agent may return the
specific reason that caused the failure)

0 nh-delete: Delete a nexthop froma RIB. The follow ng are passed
as the input paraneters: the name of the RIB and a nexthop or
next hop identifier. The output is the result of the delete
operati on:

* true - success

* false - failed (when failed, the | 2RS agent may return the
specific reason that caused the failure)

Wang, et al. St andards Track [ Page 17]



RFC 8431 Rl B Dat a Model Sept ember 2018

The structure tree of rpcs is shown in follow ng figure.

rpcs:
+---X rib-add
| +---winput
| | +---wrib-nane string
| | +---w address-fanily address-fam | y-definition
| | +---wip-rpf-check? bool ean
| +--ro output
| +--ro result uint32
| +--ro0 reason? string
+---X rib-delete
| +---winput
| | +---wrib-name string
| +--ro output
| +--ro result uint32
| +--ro0 reason? string
+---X route-add
+---w i nput
| +---wreturn-failure-detail? bool ean
+---w rib-nane string
+---w routes
+---wroute-list* [route-index]

--ro out put

+--ro0 success-count ui nt 32
+--ro failed-count ui nt 32

+--ro failure-detai
+--ro fail ed-routes* [route-index]
+--ro route-index uint32
+--ro error-code? uint32
+---X route-del ete
+---w i nput
+---wreturn-failure-detail ? bool ean
+---w rib-nane string
+---w routes
+---wroute-list* [route-index]

--ro out put
+--r0 success-count ui nt 32
+--ro fail ed-count ui nt 32

+--ro failure-detai
+--ro fail ed-routes* [route-index]
+--ro route-index uint32
+--ro error-code? uint32
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+---X
| +--
||
||
||
||
||
||
||
||
||
||
||
| +--
I
I
I
I
I
I
+---X
|-
||
||
||
||
||
| +--
I
I
I
+---X
+- -
I
I
I
I
I
+- -
et al.
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rout e- updat e
-w i nput

+---wreturn-failure-detail ?

+---w rib-nane
+---w (mat ch-options)?
+--:(match-route-prefix)

+——;tﬁatch—nexthop)

ro out put

+--ro0 success-count uint32
+--ro fail ed-count uint32
+--ro failure-detai

bool ean
string

+--:(match-route-attributes)

+--:(match-route-vendor-attributes) {...}?

+--ro fail ed-routes* [route-index]
+--ro route-index uint32
+--ro error-code? uint32

nh- add

-w i nput

+---w rib-nane

+- - -w next hop-i d?
+---w sharing-flag?
+---w (nexthop-type)?

ro out put
+--ro result ui nt 32
+--ro reason? string

+--ro nexthop-id? ui nt 32
nh-del ete

-w i nput

+---w rib-nane
+---w next hop-id?

+---w sharing-flag?

+---w (nexthop-type)?

ro out put

+--ro result uint32

+--ro0 reason? string

Fi gure 6: RPCs

string
ui nt 32
bool ean

string
ui nt 32
bool ean

Structure
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2.6. Notifications
Asynchronous notifications are sent by the R B manager of a network
device to an external entity when some event triggers on the network
device. An inplenentation of this R B data nodel MJST support
sendi ng two ki nds of asynchronous notifications.
1. Route change notification

o Installed (indicates whether the route got installed in the FIB)

0 Active (indicates whether a route has at |east one fully resol ved
nexthop and is therefore eligible for installation in the FIB)

0 Reason (e.g., "Not authorized")

2. Nexthop resolution status notification

Next hops can be fully resolved or unresol ved.

A resol ved next hop has an adequate |evel of information to send the
out goi ng packet towards the destination by forwarding it on an
interface to a directly connected nei ghbor

An unresol ved nexthop is sonething that requires the R B nmanager to
determine the final resolved nexthop. |In one exanple, a nexthop
could be an IP address. The RI B nmanager would resolve how to reach
that | P address, e.g., by checking if that particular |IP address is
reachabl e by regular I P forwarding, by an MPLS tunnel, or by both.
If the RIB nmanager cannot resolve the nexthop, then the nexthop
remai ns in an unresolved state and is NOT a suitable candidate for
installation in the FIB

An inplenentation of this RIB data nodel MJST support sending route-
change notifications whenever a route transitions between the

foll owi ng states:

o fromthe active state to the inactive state

o fromthe inactive state to the active state

o fromthe installed state to the uninstalled state

o fromthe uninstalled state to the installed state

A single notification MAY be used when a route transitions from
inactive/uninstalled to active/installed or in the other direction
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The structure tree of notifications is shown in the follow ng figure.

notifications:

+---n nexthop-resol ution-stat us-change
+--ro nexthop
| +--ro nexthop-id ui nt 32
| +--ro sharing-flag bool ean
| +--ro (nexthop-type)?
| +- -: (next hop- base)
| | ...
| +- - : (next hop-chai n) {nexthop-chain}?
| | ...
| +--:(nexthop-replicate) {nexthop-replicate}?
| | ...
| +--: (next hop-protection) {nexthop-protection}?
I
I
I

+—-;khexthop-load—balance) { next hop- | oad- bal ance}?

+--ro0 nexthop-state nexthop-state-definition

+---n route-change
+--ro rib-nane string
+--ro address-famly address-fam | y-definition
+--ro route-index ui nt 64

+--ro match

| +--ro (route-type)?
+--: (i pvd)
I

+--;kIpv6)

+--:(mac-route)

I

I

I

| e

| +--:(npls-route)
I

I

| .

| +--:(interface-route)
I

+--ro route-installed-state route-install ed-state-definition
+--ro route-state route-state-definition
+--ro route-change-reason rout e- change-reason-definition

Figure 7: Notifications Structure
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3.  YANG Modul e

Thi s YANG nodul e references [ RFC2784], [RFC7348], [RFC7637], and
[ RFC8344] .

<CODE BEGA NS> file "ietf-i2rs-rib@018-09-13. yang"

nodul e ietf-i2rs-rib {
yang-version 1.1;
nanespace "urn:ietf:paranms:xm:ns:yang:ietf-i2rs-rib";
prefix iir;

inmport ietf-inet-types {
prefix inet;
reference "RFC 6991";

}
inmport ietf-interfaces {
prefix if;
reference "RFC 8344";
}
i mport ietf-yang-types {
prefix yang;
ref erence "RFC 6991";
}

organi zati on

"I ETF I 2RS (Interface to Routing Systen) Wrking G oup";
cont act

"WG Web: <https://datatracker.ietf.org/wg/i2rs/>
WG List: <mailto:i2rs@etf.org>

Edi t or: Li xi ng Wang
<mai lto:wang_little_star @ina.cone

Edi t or: Mach( Guoyi ) Chen
<mai | t o: mach. chen@uawei . con»

Edi t or: Anmit Dass
<mai | t 0: dass. anmit @mai | . conp

Edi t or : Har i har an Anant hakri shnan
<mailto: hari @etflix.conr

Edi t or: Sri ganesh Kini
<mai | t 0: sri ganeshki ni @mail . cone

Edi t or: Ni ti n Bahadur
<mai | to: ni ti n_bahadur @ahoo. conr";
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description
"This nodul e defines a YANG data nodel for
Routing Information Base (RIB) that aligns
with the 2RS RIB i nfornati on nodel

Copyright (c) 2018 | ETF Trust and the persons
identified as authors of the code. All rights reserved.

Redi stribution and use in source and binary forms, with or

wi thout nodification, is permtted pursuant to, and subject
to the license terns contained in, the Sinplified BSD License
set forth in Section 4.c of the |ETF Trust’s Legal Provisions
Rel ating to | ETF Docunents
(http://trustee.ietf.org/license-info).

This version of this YANG nodule is part of RFC 8341; see
the RFC itself for full |egal notices.";

revision 2018-09-13 {
description
"initial revision";
reference "RFC 8431";
}

/[ Feat ures

feature nexthop-tunnel {
description
"This feature neans that a node supports
tunnel nexthop capability."

}

feature next hop-chain {
description
"This feature neans that a node supports
chai n nexthop capability.";

}

feature nexthop-protection {
description
"This feature neans that a node supports
protection nexthop capability.";

}

feature nexthop-replicate {
description
"This feature neans that a node supports
replicate nexthop capability.";
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}

f eat ure next hop-| oad- bal ance {
description
"This feature neans that a node supports
| oad- bal ance nexthop capability.";

}

feature ipv4-tunnel {
description
"This feature neans that a node supports
| Pv4 tunnel encapsul ation capability.";

}

feature ipv6-tunnel {
description
"This feature neans that a node supports
| Pv6 tunnel encapsul ation capability.";

}

feature npls-tunnel {
description
"This feature neans that a node supports
MPLS tunnel encapsul ation capability."”

}

feature vxlan-tunnel {
description
"This feature neans that a node supports
Virtual eXtensible Local Area Network
(VXLAN) tunnel encapsul ation capability.
ref erence "RFC 7348"

}

feature gre-tunnel {
description
"This feature neans that a node supports
GRE tunnel encapsul ation capability."”
reference "RFC 2784";

}

feature nvgre-tunnel {
description
"This feature neans that a node supports
Networ k Virtualization Using GRE ( NVGRE)
tunnel encapsul ation capability."
reference "RFC 7637";

}

et al. St andards Track

Sept ember 2018

[ Page 24]



RFC 8431 RI B Data Mdel

Wang,

feature route-vendor-attributes {
description
"This feature neans that a node supports
route vendor attributes."

}

/lldentities and Type Definitions

identity npls-1label-action {
description
"Base identity fromwhich all MPLS | abe
operations are derived.

The MPLS | abel stack operations include:
push - to add a new | abel to a | abel stack

pop - to pop the top label froma |abel stack
swap - to exchange the top | abel of a | abe

stack with a new | abel ";

}

identity |abel -push {
base npl s-1 abel -acti on;
description
"MPLS | abel stack operation: push.”
}

identity |abel-pop {
base npl s-1 abel -acti on;
description
"MPLS | abel stack operation: pop."
}

identity |abel -swap {
base npl s-1 abel -acti on;
description
"MPLS | abel stack operation: swap.";
}

typedef npls-1abel-action-definition {
type identityref {
base npl s-1 abel -acti on;
}

description
"MPLS | abel action definition."
}

identity tunnel -decapsul ation-action {
description

et al. St andards Track
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"Base identity fromwhich all tunnel decapsul ation
actions are derived.

Tunnel decapsul ation actions include

i pv4-decapsul ation (to decapsul ate an | Pv4 tunnel)

i pv6-decapsul ation (to decapsul ate an | Pv6 tunnel)";

}

identity ipv4-decapsul ation {
base tunnel - decapsul ati on-acti on;
description
"I Pv4 tunnel decapsul ation.”

}

identity ipv6-decapsul ation {
base tunnel - decapsul ati on-acti on;
description
"I Pv6 tunnel decapsul ation.”

}

typedef tunnel -decapsul ati on-action-definition {
type identityref {
base tunnel - decapsul ati on-acti on;
}
description
"Tunnel decapsul ation definition."

}

identity ttl-action {
description
"Base identity fromwhich all TTL
actions are derived.";

}

identity no-action {
base ttl-action;
description
"Do nothing regarding the TTL."

}

identity copy-to-inner {
base ttl-action;
description
"Copy the TTL of the outer header
to the inner header.";

}

identity decrease-and-copy-to-inner {
base ttl-action;
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description
"Decrease TTL by one and copy the TTL
to the inner header.";

}

i dentity decrease-and-copy-to-next {
base ttl-action;
description
"Decrease TTL by one and copy the TTL
to the next header; for exanple, when
MPLS | abel swappi ng, decrease the TTL
of the in_label and copy it to the
out | abel . ";

}

typedef ttl-action-definition {
type identityref {
base ttl-action;
}

description
"TTL action definition.";
}

identity hop-limt-action {
description
"Base identity fromwhich all hop limt
actions are derived.";

}

identity hop-limt-no-action {
base hop-linit-action;
description
"Do nothing regarding the hop limt.";
}

identity hop-limt-copy-to-inner {
base hop-linit-action;
description
"Copy the hop limt of the outer header
to the inner header.";

}
typedef hop-linit-action-definition {
type identityref {
base hop-linit-action;
}

description
"IPv6 hop limt action definition."
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}

identity special -nexthop {
description
"Base identity from which all special
next hops are derived."

}

identity discard {
base speci al - next hop;
description
"This indicates that the network
devi ce should drop the packet and
increnment a drop counter."

}

identity discard-with-error {
base speci al - next hop;
description
"This indicates that the network
devi ce shoul d drop the packet,
increnment a drop counter, and send
back an appropriate error nessage
(like ICWP error).";

}

identity receive {
base speci al - next hop;
description
"This indicates that the traffic is
destined for the network device, e.g.
protocol packets or Operations,
Admi ni stration, and Mai ntenance (QAM packets.
Al'l locally destined traffic SHOULD be
throttled to avoid a denial -of -service
attack on the router’s control plane. An
optional rate-limter can be specified
to indicate howto throttle traffic
destined for the control plane."

}

identity cos-val ue {
base speci al - next hop;
description
"Cos-val ue speci al nexthop."
}

t ypedef speci al - next hop-definition {
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type identityref {
base speci al - next hop;
}

description
"Speci al nexthop definition.";
}

identity ip-route-match-type {
description
"Base identity fromwhich all route
mat ch types are derived
The route match type coul d be:
mat ch source, or
mat ch destination, or
mat ch source and destination."

}

identity match-ip-src {
base i p-route-match-type
description
"Source route match type.";
}

identity match-ip-dest {
base i p-route-match-type
description
"Destination route match type"
}

identity match-ip-src-dest {
base i p-route-match-type
description
"Source and Destination route nmatch type"
}

typedef ip-route-match-type-definition {
type identityref {
base i p-route-match-type
}

description
"IP route match type definition."”;
}

identity address-famly {
description
"Base identity fromwhich all R B
address fanm lies are derived.";
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identity ipv4-address-fanily {
base address-fanily
description
"IPv4 RIB address famly.";
}

identity ipv6-address-fanily {
base address-fanily
description
"IPv6 RIB address fanmily."
}

identity npls-address-fanily {
base address-fanily
description
"MPLS RIB address fanmily."
}

identity ieee-nmac-address-famly {
base address-fanily
description
"MAC RIB address famly."
}

typedef address-family-definition {
type identityref {
base address-fanily
}
description
"RIB address fam |y definition."
}

identity route-type {
description

"Base identity fromwhich all route types

are derived.";

}

identity ipv4d-route {
base route-type
description
"I Pv4d route type.";
}

identity ipv6-route {
base route-type
description
"I Pv6 route type.";
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}

identity npls-route {
base route-type
description
"MPLS route type."
}

identity ieee-mac {
base route-type
description
"MAC route type.";
}

identity interface {
base route-type
description
"Interface route type."
}

typedef route-type-definition {
type identityref {
base route-type
}

description
"Route type definition."
}

identity tunnel -type {
description
"Base identity fromwhich all tunne
types are derived.";

identity ipv4-tunnel {
base tunnel -type;
description
"I Pv4 tunnel type";
}

identity ipv6-tunnel {
base tunnel -type;
description
"I Pv6 tunnel type";
}

identity npls-tunnel {
base tunnel -type;
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description
"MPLS tunnel type"
}

identity gre-tunnel {
base tunnel -type;
description
"GRE tunnel type";
}

identity vxlan-tunnel {
base tunnel -type;
description
"VXLAN tunnel type";
}

identity nvgre-tunnel {
base tunnel -type;
description
"NVGRE tunnel type"
}

typedef tunnel-type-definition {
type identityref {
base tunnel -type;
}

description
"Tunnel type definition."
}

identity route-state {
description
"Base identity fromwhich all route
states are derived.";

}

identity active {
base route-state;
description
"Active state.";
}

identity inactive {
base route-state;
description
"l nactive state.";
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typedef route-state-definition {
type identityref {
base route-state;
}
description
"Route state definition."
}

identity nexthop-state {
description
"Base identity from which all nexthop
states are derived.";

}

identity resolved {
base next hop- st at e;
description
"Resol ved nexthop state.”
}

identity unresol ved {
base next hop- st at e;
description
"Unresol ved next hop state.”

}

typedef nexthop-state-definition {
type identityref {
base next hop- st at e;
}
description
"Next hop state definition."
}

identity route-installed-state {
description
"Base identity fromwhich all route
installed states are derived."

}

identity uninstalled {
base route-install ed-state;
description
"Uninstalled state.";

}

identity installed {
base route-install ed-state;
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description
"Installed state.";
}

typedef route-installed-state-definition {
type identityref {
base route-install ed-state;
}

description
"Route installed state definition.";
}

/1 Rout e Change Reason ldentities

identity route-change-reason {
description
"Base identity fromwhich all route change
reasons are derived.";

}

identity | ower-route-preference {
base rout e-change-reason;
description
"This route was installed in the FIB because it had
a lower route preference value (and thus was nore
preferred) than the route it replaced."”

}

identity higher-route-preference {
base rout e-change-reason;
description
"This route was uninstalled fromthe FIB because it had
a higher route preference value (and thus was | ess
preferred) than the route that replaced it.";

}

identity resol ved- next hop {
base route-change-reason;
description
"This route was nmade active because at |east
one of its nexthops was resolved."

}

i dentity unresol ved- next hop {
base rout e-change-reason;
description
"This route was nmade inactive because all of
its nexthops are unresolved.";
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}

typedef route-change-reason-definition {
type identityref {
base rout e-change-reason;
}

description
"Rout e change reason definition."
}

t ypedef nexthop-preference-definition {
type uint8 {
range "1..99";
}

description
"Next hop-preference is used for protection schenes.
It is an integer value between 1 and 99. Lower
val ues are preferred. To download N
nexthops to the FIB, the N nexthops with the | owest
val ue are selected. |If there are nmore than N
next hops that have the same preference, an
i npl ementation of the I2RS client should select N
next hops and downl oad them As for how to sel ect
the nexthops, this is left to the inplenentations."

}

typedef nexthop-|b-wei ght-definition {
type uint8 {
range "1..99";
}

description
"Next hop-1| b-wei ght is used for | oad-bal anci ng.
Each |ist nenmber SHOULD be assigned a wei ght
between 1 and 99. The wei ght determ nes the
proportion of traffic to be sent over a nexthop
used for forwarding as a ratio of the weight of
this nexthop divided by the sumof the weights
of all the nexthops of this route that are used
for forwarding. To perform equal I oad-bal ancing,
one MAY specify a weight of O for all the nmenber
next hops. The value 0 is reserved for equa
| oad- bal ancing and, if applied, MJST be applied
to all nenber nexthops.
Note that the weight of O is special because of
historical reasons. It’'s typically used in
har dware devices to signify ECWP."
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t ypedef nexthop-ref {
type leafref {
path "/iir:routing-instance" +
"liir:irib-list" +
"liir:route-list" +
"/iir:nexthop" +
"/iir:nexthop-id";
}
description
"A nexthop reference that provides
an indirection reference to a nexthop.";

}
/I &roupi ngs

groupi ng route-prefix {
description
"The common attributes used for all types of route prefixes.”
| eaf route-index {
type uint 64;
mandat ory true
description
"Rout e index.";
}
contai ner match {
description
"The match condition specifies the
kind of route (I1Pv4, MPLS, etc.)
and the set of fields to match on.";
choice route-type {
description
"Route types: IPv4, IPv6, MPLS, MAC, etc.”
case ipv4d {
description
"I Pv4 route case.";
container ipvéd {
description
"I Pv4 route match.";
choice ip-route-match-type {
description
"IP route match type options:
mat ch source, or
mat ch destination, or
mat ch source and destination."
case dest-ipv4-address {
| eaf dest-ipva-prefix {
type inet:ipv4-prefix;
mandat ory true
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description
"An | Pv4 destination address as the match."
}
}

case src-ipv4-address {
| eaf src-ipvé-prefix {
type inet:ipvéd-prefix;
mandat ory true
description
"An | Pv4 source address as the match."
}
}

case dest-src-ipv4-address {
cont ai ner dest-src-ipv4-address {
description
"A conbi nation of an |IPv4 source and
an | Pv4 destination address as the match.”
| eaf dest-ipvéd-prefix {
type inet:ipvéd-prefix;
mandat ory true
description
"The |1 Pv4 destination address of the match."
}

| eaf src-ipvé-prefix {
type inet:ipvéd-prefix;
mandat ory true
description
"The |1 Pv4 source address of the match."

case ipv6 {
description
"I Pv6 route case.";
cont ai ner ipv6 {
description
"I Pv6 route match.";
choice ip-route-match-type {
description
"IP route match type options:
mat ch source
mat ch destination, or
mat ch source and destination."
case dest-ipv6-address {
| eaf dest-ipv6-prefix {
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type inet:ipv6-prefix;
mandat ory true
description
"An | Pv6 destination address as the match."
}
}

case src-ipv6-address {
| eaf src-ipv6-prefix {
type inet:ipv6-prefix;
mandat ory true;
description
"An | Pv6 source address as the match."

}

case dest-src-ipv6-address {
cont ai ner dest-src-ipv6-address {
description
"A conbi nation of an IPv6 source and
an | Pv6 destination address as the match."
| eaf dest-ipv6-prefix {
type inet:ipv6-prefix;
mandat ory true;
description
"The | Pv6 destination address of the match."”
}

| eaf src-ipv6-prefix {
type inet:ipv6-prefix;
mandat ory true;
description
"The | Pv6 source address of the match."

case npls-route {
description
"MPLS route case."
| eaf npl s-Iabel {
type uint32;
mandat ory true
description
"The | abel used for matching."
}
}

case nmac-route {
description
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"MAC route case.";
| eaf nac-address {
type yang: mac- addr ess;
mandat ory true;
description
"The MAC address used for natching."

}
}

case interface-route {
description
"Interface route case.”
| eaf interface-identifier {
type if:interface-ref;
mandat ory true
description
"The interface used for matching."

grouping route {
description
"The common attributes used for all types of routes.”
uses route-prefix;
cont ai ner next hop {
description
"The nexthop of the route.”
uses next hop;
}
//ln the information nodel, it is called route-statistic
cont ai ner route-status {
description
"The status information of the route.”
| eaf route-state {
type route-state-definition
config fal se
description
"Indicate a route’'s state: active or inactive."
}

| eaf route-installed-state {
type route-install ed-state-definition
config fal se
description
"Indicate that a route’s installed states:
installed or uninstalled."
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| eaf route-reason {
type route-change-reason-definition
config fal se
description
"Indicate the reason that caused the route change."
}
}
contai ner route-attributes {
description
"Route attributes."
uses route-attributes;
}
contai ner route-vendor-attributes {
description
"Rout e vendor attributes."
uses route-vendor-attributes;

}
}

groupi ng next hop-list {
description
"A generic nexthop list."
list nexthop-list {
key "nexthop-nenber-id";
description
"A list of nexthops."
| eaf nexthop-nenber-id {
type uint32;
mandat ory true
description
"A nexthop identifier that points
to a nexthop list nmenber.
A nexthop list nmenmber is a nexthop."
}
}
}

groupi ng nexthop-list-p {
description
"A nexthop list with preference paraneter.”
list nexthop-list {
key "nexthop-nenber-id";
description
"A list of nexthop.";
| eaf nexthop-nenber-id {
type uint32;
mandat ory true
description
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"A nexthop identifier that points
to a nexthop list nmenber.
A nexthop list nmenmber is a nexthop."

| eaf nexthop-preference {
type next hop-preference-definition;
mandat ory true
description
"Next hop-preference is used for protection schenes.
It is an integer value between 1 and 99. Lower
val ues are nore preferred. To downl oad a
primary/standby/tertiary group to the FIB, the
next hops that are resolved and are nost preferred
are selected.”;
}
}
}

groupi ng next hop-list-w {
description
"A nexthop list with a weight paraneter."
list nexthop-list {
key "nexthop-nenber-id";
description
"A list of nexthop.";
| eaf nexthop-nenber-id {
type uint32;
mandat ory true;
description
"A nexthop identifier that points
to a nexthop list nmenber.
A nexthop list nmenber is a nexthop."

| eaf nexthop-I|b-weight {
type next hop-1| b-wei ght-definition;
mandat ory true
description

"The wei ght of a nexthop of
t he | oad- bal ance next hops."
}
}
}

groupi ng next hop {
description
"The nexthop structure.";
| eaf nexthop-id {
type uint32;
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description
"An identifier that refers to a nexthop."

}
| eaf sharing-flag {
type bool ean;
description
"To indicate whether a nexthop is sharabl e
or non-sharabl e:
true - sharable (which nmeans the nexthop can be
shared w th other routes)
fal se - non-sharable (which neans the nexthop can
not be shared with other routes)";
}
choi ce nexthop-type {
description
"Next hop type options."
case next hop-base {
cont ai ner next hop-base {
description
"The base nexthop.";
uses next hop- base;

}
}

case nexthop-chain {
i f-feature "nexthop-chain";
cont ai ner next hop-chain {
description
"A chai n nexthop."
uses next hop-1Iist;
}
}

case nexthop-replicate {
i f-feature "nexthop-replicate";
cont ai ner next hop-replicate {
description
"A replicate nexthop."
uses nexthop-1Iist;

}

case next hop-protection {
i f-feature "nexthop-protection”;
cont ai ner next hop-protection {
description
"A protection nexthop."
uses nexthop-list-p

}

case next hop-1 oad-bal ance {
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i f-feature "nexthop-| oad-bal ance";

cont ai ner nexthop-Ib {
description

"A | oad- bal ance next hop."

uses nexthop-Ilist-w

}

}
}
}

groupi ng next hop- base {
description
"The base nexthop.";
choi ce nexthop-base-type {
description
"Next hop base type options."
case speci al -next hop {
| eaf special {
type speci al - next hop-definition;
description
"A special nexthop."
}

}

case egress-interface-nexthop {
| eaf outgoing-interface {
type if:interface-ref;
mandat ory true
description
"The nexthop is an outgoing interface.”
}

}
case i pv4- address-next hop {
| eaf ipv4-address {
type inet:ipv4-address;
mandat ory true
description
"The nexthop is an | Pv4 address."
}

}

case i pv6-address-nexthop {
| eaf ipv6-address {
type inet:ipv6-address;
mandat ory true
description
"The nexthop is an | Pv6 address."
}

}

case egress-interface-ipv4-nexthop {
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contai ner egress-interface-ipv4-address {
| eaf outgoing-interface {
type if:interface-ref;
mandat ory true;
description
"Narme of the outgoing interface."

| eaf ipv4-address {
type inet:ipv4-address;
mandat ory true;
description
"The nexthop points to an interface with
an | Pv4 address.";
}
description
"The nexthop is an egress-interface and an I P
address. This can be used in cases where, e.g.
the |P address is a link-local address."”

}
}

case egress-interface-ipv6-nexthop {
cont ai ner egress-interface-ipv6-address {
| eaf outgoing-interface {
type if:interface-ref;
mandat ory true
description
"Nanme of the outgoing interface.”

| eaf ipv6-address {
type inet:ipv6-address;
mandat ory true
description
"The nexthop points to an interface with
an | Pv6 address.";
}
description
"The nexthop is an egress-interface and an |IP
address. This can be used in cases where, e.g.
the I P address is a link-1ocal address."

}
}

case egress-interface-nmac-nexthop {
cont ai ner egress-interface-nac-address {
| eaf outgoing-interface {
type if:interface-ref;
mandat ory true;
description
"Narme of the outgoing interface."
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}
| eaf ieee-nac-address {
type yang: mac- addr ess;
mandat ory true;
description
"The nexthop points to an interface with
a specific MAC address."
}
description
"The egress-interface nust be an Ethernet
interface. Address resolution is not required
for this nexthop.";

}
}
case tunnel - encapsul ati on-next hop {
i f-feature "nexthop-tunnel";
cont ai ner tunnel -encapsul ati on {
uses tunnel -encapsul ation
description
"This can be an encapsul ation representing an IP
tunnel, MPLS tunnel, or others as defined in the info
nmodel . An optional egress-interface can be chai ned
to the tunnel encapsulation to indicate which
interface to send the packet out on. The
egress-interface is useful when the network device
contains Ethernet interfaces and one needs to
perform address resolution for the IP packet."
}
}
case tunnel - decapsul ati on- next hop {
i f-feature "nexthop-tunnel";
cont ai ner tunnel -decapsul ation {
uses tunnel - decapsul ati on
description
"This is to specify the decapsul ati on of a tunne
header.";

}
}
case | ogical -tunnel - next hop {
i f-feature "nexthop-tunnel";
cont ai ner | ogical -tunnel {
uses | ogi cal -tunnel
description
"This can be an MPLS Label Switched Path (LSP)
or a GRE tunnel (or others as defined in this
docunent) that is represented by a unique
identifier (e.g., nane).";
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}
case rib-nane-next hop {
| eaf rib-nane {
type string;
description
"A nexthop pointing to a RIB indicates that the
route | ookup needs to continue in the specified
RIB. This is a way to perform chai ned | ookups."

}

case nexthop-identifier {
| eaf nexthop-ref {
type next hop-ref;
mandat ory true
description
"A nexthop reference that points to a nexthop."
}

}
}
}

groupi ng route-vendor-attributes {
description

"Rout e vendor attributes."

}

groupi ng | ogi cal -tunnel {
description
"A logical tunnel that is identified
by a type and a tunnel nane.";
| eaf tunnel -type {
type tunnel -type-definition;
mandat ory true
description
"A tunnel type."

| eaf tunnel -nane {
type string;
mandat ory true
description

"A tunnel nanme that points to a |ogical tunnel."
}
}

groupi ng i pv4- header {
description
"The | Pv4 header encapsul ation information."
| eaf src-ipv4-address {
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type inet:ipv4-address;
mandat ory true
description
"The source | P address of the header."

| eaf dest-ipv4-address {
type inet:ipv4-address;
mandat ory true
description
"The destination |IP address of the header.";

| eaf protocol {
type uint8;
mandat ory true
description
"The protocol id of the header."

}
leaf ttl {
type uint8;
description
"The TTL of the header.";

}
| eaf dscp {
type uint8;
description
"The Differentiated Services Code Point
(DSCP) field of the header."

}
}

groupi ng i pv6- header {
description
"The | Pv6 header encapsul ation information."
| eaf src-ipv6-address {
type inet:ipv6-address;
mandat ory true
description
"The source | P address of the header.";

| eaf dest-ipv6-address {

type inet:ipv6-address;

mandat ory true

description

"The destination |IP address of the header.";

}
| eaf next - header {

type uint8;

mandat ory true
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description
"The next header of the | Pv6 header."

| eaf traffic-class {
type uint8;
description
"The traffic class value of the header."

| eaf flowlabel {
type inet:ipv6e-flowl abel
description
"The flow | abel of the header."
}
| eaf hop-limt {
type uint8 {
range "1..255";
}
description
"The hop limt of the header."

}
}

groupi ng nvgre-header {
description
"The NVGRE header encapsul ation information."
choi ce nvgre-type {
description
"NVGRE can use either an |Pv4
or an | Pv6 header for encapsul ation.";
case ipvd {
uses i pv4- header;

case ipv6 {
uses i pv6- header;

}

| eaf virtual -subnet-id {
type uint32;
mandat ory true
description
"The subnet identifier of the NVGRE header."
}
leaf flowid {
type uint8;
description
"The flow identifier of the NVGRE header."
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groupi ng vxl an- header {
description
"The VXLAN encapsul ati on header information."
choi ce vxl an-type {
description
"NVGRE can use either an | Pv4
or an | Pv6 header for encapsul ation.";
case ipv4d {
uses i pv4- header;

case ipv6 {
uses i pv6- header;

}
| eaf vxlan-identifier {
type uint32;

mandat ory true
description
"The VXLAN identifier of the VXLAN header."
}
}

groupi ng gre-header {
description
"The GRE encapsul ati on header infornmation."
choi ce dest-address-type {
description
"GRE options: |Pv4d and | Pv6"
case ipv4d {
| eaf ipv4-dest {
type inet:ipv4-address;
mandat ory true
description
"The destination |IP address of the GRE header.";
}

case ipv6 {
| eaf ipv6-dest {
type inet:ipv6-address;
mandat ory true;
description
"The destination |P address of the GRE header."
}

}

}

| eaf protocol-type {
type uint 16;
mandat ory true
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description
"The protocol type of the GRE header."

}
| eaf key {
type uint 64;
description
"The GRE key of the GRE header."
}
}

groupi ng npl s- header {
description
"The MPLS encapsul ati on header information."
list |abel-operations {
key "I abel -oper-id";
description
"Label operations.”
| eaf | abel -oper-id {
type uint32;
description
"An optional identifier that points
to a | abel operation.”;

choi ce | abel -actions {
description
"Label action options."
case | abel - push {
cont ai ner | abel - push {
description
"Label push operation."
| eaf |abel {
type uint32;
mandat ory true
description
"The | abel to be pushed.”

}
| eaf s-bit {
type bool ean;
description
"The s-bit ('Bottom of Stack’ bit) of the |label to be
pushed.";
}
| eaf tc-value {
type uint8;
description
"The traffic class value of the |label to be pushed."

| eaf ttl-value {
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type uint8;
description
"The TTL value of the | abel to be pushed."
}

}

case | abel -swap {
cont ai ner | abel -swap {
description
"Label swap operation.”
| eaf in-1abel {
type uint32;
mandat ory true
description
"The | abel to be swapped."
}

| eaf out-1label {
type uint32;
mandat ory true
description
"The out MPLS | abel .";

leaf ttl-action {
type ttl-action-definition;
description
"The | abel TTL actions:
- No-action
- Copy to inner |abel
- Decrease (the in-1label)
by 1 and copy to the out-I|abel”

groupi ng tunnel -encapsul ation {
description
"Tunnel encapsul ation information."
choi ce tunnel -type {
description
"Tunnel options for nexthops."
case ipv4d {
if-feature "ipv4-tunnel";
cont ai ner i pv4-header {
uses i pv4- header;
description
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"1 Pv4 header.";
}

case ipv6 {
if-feature "ipv6-tunnel";
cont ai ner ipv6-header {
uses i pv6- header;
description
"I Pv6 header.";
}

case npls {
if-feature "npl s-tunnel";
cont ai ner npl s- header {
uses npl s- header;
description
"MPLS header.";
}

}
case gre {
if-feature "gre-tunnel";
cont ai ner gre-header {
uses gre-header;
description
"CRE header.";
}

}

case nvgre {
if-feature "nvgre-tunnel”;
cont ai ner nvgre-header {
uses nvgre- header;
description
"NVGRE header."
}

case vxlan {
if-feature "vxlan-tunnel";
cont ai ner vxl an- header {
uses vxl an- header;
description
"VXLAN header."
}

}
}
}

groupi ng tunnel - decapsul ati on {
description
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"Tunnel decapsul ation infornmation."
choi ce tunnel -type {
description
"Next hop tunnel type options."
case ipv4d {
if-feature "ipv4-tunnel";
cont ai ner ipv4-decapsul ation {
description
"I Pv4 decapsul ation.";
| eaf ipv4-decapsul ation {
type tunnel -decapsul ati on-action-definition
mandat ory true
description
"I Pv4 decapsul ati on operations."”

| eaf ttl-action {
type ttl-action-definition;
description
"The TTL acti ons:
no-action or copy to inner header."

}
}

case ipv6 {
if-feature "ipv6-tunnel";
cont ai ner i pv6-decapsul ation {
description
"I Pv6 decapsul ation.";
| eaf ipv6-decapsul ation {
type tunnel -decapsul ati on-action-definition
mandat ory true
description
"I Pv6 decapsul ati on operations.";
}

| eaf hop-limt-action {
type hop-limt-action-definition;
description
"The hop limt actions:
no-action or copy to inner header."
}

}
}

case npls {
if-feature "npl s-tunnel";
cont ai ner | abel - pop {
description
"MPLS decapsul ation. "
| eaf | abel -pop {
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type npls-1label-action-definition
mandat ory true
description

"Pop a | abel fromthe | abel stack."

| eaf ttl-action {
type ttl-action-definition;
description
"The | abel TTL action."”;

groupi ng route-attributes {
description
"Route attributes."
| eaf route-preference {
type uint32;
mandat ory true
description
"ROUTE_PREFERENCE: This is a nunerical val ue that
all ows for conparing routes fromdifferent
protocols. Static configuration is also
consi dered a protocol for the purpose of this
field. It is also known as adninistrative-di stance.
The | ower the value, the higher the preference.”

| eaf local-only {
type bool ean;
mandat ory true
description
"Indi cate whether the attribute is local only."
}

contai ner address-fam |ly-route-attributes {
description
"Address-fam ly-related route attributes."
choi ce route-type {
description
"Address-family-related route attributes. Future
docunents shoul d specify these attributes by augnenting
the cases in this choice."
case ip-route-attributes {

}

case npls-route-attributes {

case ethernet-route-attributes {
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}
}
}
}

contai ner routing-instance {
description
"A routing instance, in the context of
the RIB information nodel, is a collection
of RIBs, interfaces, and routing paraneters."
| eaf nane {
type string;
description
"The nanme of the routing instance. This MJST
be uni que across all routing instances in
a given network device.";

list interface-list {

key "nane";

description
"This represents the list of interfaces associated
with this routing instance. The interface list helps
constrain the boundaries of packet forwarding.
Packets coming on these interfaces are directly
associated with the given routing instance. The
interface list contains a list of identifiers with

each identifier uniquely identifying an interface."
| eaf nane {

type if:interface-ref;
description
"A reference to the nane of a network-layer interface."
}

| eaf router-id {
type yang: dott ed- quad;
description

2018

"Router ID: The 32-bit nunber in the formof a dotted quad."

}

| eaf lookup-limt {
type uint8;
description

"Alimt on how many | evels of a |ookup can be perforned.";

}

list rib-list {
key "nane";
description

"Alist of RIBs that are associated with the routing
i nstance. ;
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| eaf nane {
type string;
mandat ory true
description
"A reference to the nane of each RIB.";
}

| eaf address-fanmily {
type address-fanily-definition;
mandat ory true
description
"The address famly of a RIB.";

}
| eaf ip-rpf-check {
type bool ean;
description
"Each RIB can be optionally associated with a
ENABLE | P_RPF_CHECK attri bute that enabl es Reverse
Pat h Forwardi ng (RPF) checks on all IP routes in that
Rl B. An RPF check is used to
prevent spoofing and linmt nalicious traffic."”
}
list route-list {
key "route-index";
description
"Alist of routes of a RIB.";
uses route;
}
/1 This is a list that maintains the nexthops added to the RIB
uses next hop-1Iist;

}
}

/I RPC Oper ati ons

rpc rib-add {
description
"To add a RIB to an instance"
i nput {
| eaf nane {
type string;
mandat ory true
description
"A reference to the nane of the RIB
that is to be added.™
}
| eaf address-fanmily {
type address-famly-definition;
mandat ory true
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description
"The address fanmily of the RIB.";
}

| eaf ip-rpf-check {
type bool ean;
description
"Each RIB can be optionally associated with an
ENABLE | P_RPF_CHECK attribute that enables
RPF checks on all |IP routes in that
Rl B. An RPF check is used to

prevent spoofing and Iimt malicious traffic.”

}
}
out put {
| eaf result {
type bool ean;
mandat ory true
description
"Return the result of the rib-add operation
true - success;
false - failed";
| eaf reason {
type string;
description
"The specific reason that caused the failure."
}
}

}

rpc rib-delete {
description
"To delete a RIB froma routing instance.
After deleting the RIB, all routes installed
inthe RRB will be deleted as well.";
i nput {
| eaf nane {
type string;
mandat ory true
description
"Areference to the nane of the RIB
that is to be deleted."

}

out put {
| eaf result {
type bool ean;
mandat ory true
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description
"Return the result of the rib-delete operation
true - success;
false - failed";

| eaf reason {
type string;
description
"The specific reason that caused failure."
}
}
}

groupi ng route-operation-state {
description
"Route operation state.”
| eaf success-count {
type uint32;
mandat ory true
description
"The nunbers of routes that are successfully
added/ del et ed/ updat ed. ";

| eaf fail ed-count {
type uint32;
mandat ory true
description
"The nunbers of the routes that fai
to be added/ del et ed/ updat ed. "
}
contai ner failure-detail {
description
"The failure detail reflects the reason why a route
operation fails. It is an array that includes the route
i ndex and error code of the failed route.”
list failed-routes {
key "route-index";
description
"The list of failed routes.”
| eaf route-index {
type uint32;
description
"The route index of the failed route."
}
| eaf error-code {
type uint32;
description
"The error code that reflects the failure reason
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0 - Reserved

1 - Trying to add a repeat route

2 - Trying to delete or update a route that does not
exi st

3 - Malforned route attri butes”

}
}
}
}

rpc route-add {
description
"To add a route or a list of routes to a R B"
i nput {
| eaf return-failure-detail {
type bool ean;
default "fal se"
description
"Whether to return the failure detail
true - return the failure detai
false - do not return the failure detai
The default is false.";

| eaf rib-nane {
type string;
mandat ory true
description
"Areference to the nane of a RIB."
}

contai ner routes {
description
"The routes to be added to the RIB.";
list route-list {
key "route-index";
description
"The list of routes to be added."
uses route-prefix;
contai ner route-attributes {
uses route-attributes;
description
"The route attributes.”;
}

contai ner route-vendor-attributes {
if-feature "route-vendor-attri butes"
uses route-vendor-attri butes;
description
"The route vendor attributes."”
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cont ai ner nexthop {
uses next hop;
description
"The nexthop of the added route."
}

}
}

out put {
uses route-operation-state;
}
}

rpc route-delete {
description
"To delete a route or a list of routes froma Rl B";
i nput {
| eaf return-failure-detail {
type bool ean;
default "fal se"
description
"Whether to return the failure detail
true - return the failure detai
false - do not return the failure detai
The default is false.";

| eaf rib-nane {
type string;
mandat ory true
description
"Areference to the nane of a RIB."
}

contai ner routes {
description
"The routes to be added to the RIB.";
list route-list {
key "route-index";
description
"The list of routes to be deleted."
uses route-prefix;
}
}

out put {
uses route-operation-state;

}
}
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groupi ng rout e-updat e-options {
description
"Updat e options:
1. update the nexthop
2. update the route attributes
3. update the route-vendor-attributes"
choi ce updat e-options {
description
"Updat e options:
1. update the nexthop
2. update the route attributes
3. update the route-vendor-attributes"
case updat e- next hop {
cont ai ner updat ed- next hop {
uses next hop;
description
"The nexthop used for updating."”

}

case update-route-attributes {
cont ai ner updated-route-attr {
uses route-attributes;
description
"The route attributes used for updating."
}

case update-route-vendor-attributes {
cont ai ner updat ed-route-vendor-attr {
uses route-vendor-attributes;
description
"The vendor route attributes used for updating."
}

}
}
}

rpc route-update {
description
"To update a route or a list of routes of a RIB.
The i nputs:
1. The match conditions, which could be:
a. route prefix,
b. route attributes, or
c. nexthop.
2. The update paraneters to be used:
a. new next hop,
b. newroute attributes, or
c. next hop.
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Acti ons:
1. update the nexthop
2. update the route attributes
The out put s:
success-count - the nunber of routes updated
fail ed-count - the nunber of routes fail to update
failure-detail - the detail failure info
i nput {
| eaf return-failure-detail {
type bool ean;
default "fal se"
description
"Whet her to return the failure detail
true - return the failure detai
false - do not return the failure detai
The default is false.";

| eaf rib-nane {
type string;
mandat ory true
description
"Areference to the nane of a RIB.";
}
choi ce match-options {
description
“Match options.";
case match-route-prefix {
description
"Update the routes that match the route
prefix(es) condition.";
contai ner input-routes {
description
"The mat ched routes to be updated.”
list route-list {
key "route-index";
description
"The list of routes to be updated."”
uses route-prefix;
uses route-updat e-options;

}
}

case match-route-attributes {
description
"Update the routes that match the
route attributes condition."
contai ner input-route-attributes {
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description
"The route attributes are used for matching."”
uses route-attributes;
}
cont ai ner updat e-paraneters {
description
"Updat e options:
1. update the nexthop
2. update the route attributes
3. update the route-vendor-attributes"
uses route-updat e-options;

}
}

case match-route-vendor-attributes {
if-feature "route-vendor-attributes"”
description
"Update the routes that match the
vendor attributes condition";
contai ner input-route-vendor-attributes {
description
"The vendor route attributes are used for matching."
uses route-vendor-attributes;
}
cont ai ner updat e- par anet er s-vendor {
description
"Updat e options:
1. update the nexthop
2. update the route attributes
3. update the route-vendor-attributes”
uses route-updat e-options;

}

case mat ch-next hop {
description
"Update the routes that match the nexthop."
cont ai ner i nput-nexthop {
description
"The nexthop used for matching."
uses next hop;
}
cont ai ner updat e- par anet er s- next hop {
description
"Updat e options:
1. update the nexthop
2. update the route attributes
3. update the route-vendor-attributes"
uses route-updat e-opti ons;

}
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}
}

out put {
uses route-operation-state;
}

}
rpc nh-add {
description
"To add a nexthop to a RIB
| nputs paraneters:
1. rib-name

2. nexthop
Acti ons:
Add the nexthop to the RIB
Cut put s:
1. Operation result:
true - success

false - failed
2. nexthop identifier";
i nput {
| eaf rib-nane {
type string;
mandat ory true
description
"A reference to the nane of a RIB."
}

uses next hop;

out put {
| eaf result {
type bool ean;
mandat ory true
description
"Return the result of the rib-add operation
true - success
false - failed";
}
| eaf reason {
type string;
description
"The specific reason that caused the failure."

| eaf nexthop-id {
type uint32;
description
"A nexthop identifier that is allocated to the nexthop."
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}
}

rpc nh-delete {
description
"To delete a nexthop froma RIB";
i nput {
| eaf rib-nane {
type string;
mandat ory true;
description
"Areference to the nane of a RIB.";
}

uses next hop;

out put {
| eaf result {
type bool ean;
mandat ory true
description
"Return the result of the rib-add operation
true - success;
false - failed";
}
| eaf reason {
type string;
description
"The specific reason that caused the failure."
}

}
}

// Notifications

notification nexthop-resol ution-status-change {
description
"Next hop resol ution status (resol ved/ unresol ved)
notification.";
cont ai ner next hop {
description
"The nexthop.";
uses next hop;

| eaf nexthop-state {
type nexthop-state-definition;
mandat ory true;
description
"Next hop resol ution status (resol ved/ unresol ved)
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notification.";

}
}

notification route-change {
description
"Rout e change notification."
| eaf rib-nane {
type string;
mandat ory true;
description

"A reference to the nane of a RIB. ";

}

| eaf address-famly {
type address-fanily-definition;
mandat ory true;
description
"The address famly of a RIB.";
}
uses route-prefix;
| eaf route-installed-state {

type route-install ed-state-definition

mandat ory true
description
"I ndi cat es whether the route got

| eaf route-state {
type route-state-definition
mandat ory true
description

Sept ember 2018

installed in the FIB. ";

"I ndi cates whether a route is active or inactive."
}
list route-change-reasons {
key "route-change-reason”
description
"The reasons that cause the route change. A route
change nmay result from several reasons
exanpl e, a nexthop becom ng resolved will nmake a
route A active, which is of better preference than
a currently active route B, which results in the
route A being installed"
| eaf route-change-reason {
type route-change-reason-definition
mandat ory true
description
"The reason that caused the route change."
}
}
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}
}

<CODE ENDS>

4. | ANA Consi derations

This docunent registers a URI in the
XML Regi stry" [ RFC3688]:

ns" registry within the "I ETF

URI: urn:ietf:parans:xn:ns:yang:ietf-i2rs-rib
Regi strant Contact: The | ESG
XML: N A, the requested URI is an XM. nanespace.

Thi s docunment registers a YANG nodul e in the "YANG Mddul e Nanes”
regi stry [ RFC7950]:

nane: ietf-i2rs-rib

nanespace: urn:ietf:params: xm:ns:yang:ietf-i2rs-rib
prefix: iir

ref erence: RFC 8431

5. Security Considerations

The YANG nodul e specified in this docunment defines a schema for data
that is designed to be accessed via network managenent protocols such
as NETCONF [ RFC6241] or RESTCONF [ RFC8040]. The | owest NETCONF | ayer
is the secure transport |layer, and the mandatory-to-inpl enent secure
transport is Secure Shell (SSH) [RFC6242]. The | owest RESTCONF | ayer
is HITPS, and the mandatory-to-inpl enent secure transport is TLS

[ RFC8446] .

The NETCONF access control nodel [RFC8341] provides the nmeans to
restrict access for particular NETCONF or RESTCONF users to a
preconfigured subset of all available NETCONF or RESTCONF protoco
operations and content.

The YANG nodul e defines information that can be configurable in
certain instances, for exanple, a RIB, a route, a nexthop can be
created or deleted by client applications; the YANG nodul e al so
defines RPCs that can be used by client applications to add/del ete
RI Bs, routes, and nexthops. In such cases, a malicious client could
attenpt to renove, add, or update a RIB, a route, or a nexthop by
creating or deleting corresponding elenents in the RIB, route, and
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nexthop lists, respectively. Renoving a RIB or a route could lead to
di sruption or inpact in perfornmance of a service; updating a route
may | ead to suboptinmal path and degradati on of service levels as well
as possibly disruption of service. For those reasons, it is

i mportant that the NETCONF access control nodel is vigorously applied
to prevent msconfiguration by unauthorized clients.

There are a nunber of data nodes defined in this YANG nodul e that are
writabl e/creatable/deletable (i.e., config true, which is the
default). These data nodes may be considered sensitive or vulnerable
in sonme network environnents. Wite operations (e.g., edit-config)
to these data nodes w thout proper protection can have a negative

ef fect on network operations. These are the subtrees and data nodes
and their sensitivity/vulnerability:

o RB: Amlicious client could attenpt to renove a RIB froma
routing instance, for exanple, in order to sabotage the services
provided by the RIB or to add a RIB to a routing instance (hence,
to inject unauthorized traffic into the nexthop).

o route: Anmalicious client could attenpt to renove or add a route
fromto a RIB, for exanple, in order to sabotage the services
provi ded by the RIB.

0 nexthop: A nmalicious client could attenpt to renove or add a
nexthop fromto RIB, which may lead to a suboptimal path, a
degradati on of service levels, and a possible disruption of
service.
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