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Specdup of Host-IMP Interfacc

I. Introductlioen

In order to mare the fUull merformsnce capabilities oi the subhel
avallanle for interprccess comnunication, tune host's Jwp lnterface and

the IMP's host interfaco should operate at the highest sveed obtalheple.

First, tnis hisgh throuchpul will minimize the latency observed when
RENBts, control messagaes, and NVI (netwerk virtual terminal) characledrs
are queuved behing full sized messanes. A full=sized nessgare currenuly
ties up & 100 Kb interfoce for zlnosty 100 pisec,. delaying short messaf:o
beninda it py 1GC HMsec. speeding ud the host inbeéeriace Lo 300 Kalobeud
Will shrink thic lateucy to 30 Msec.

Secondly, Lhis nigh-speced oYeoration mininmizes the time that the ity
buffer znd the nost core puffer zre lLoecked aown duiring mwesssiCc Linhisienr.
(One peing enplied, one Leing f111led)., Heing avle to disposwe of buffars
Far fazzter neunls thnat many fevwer of tpem will sufiface to carry tvae
comipunicatvions traificy each buffer can oo reused iar more often.

Third, high-sieed cperation makes it possible 1O inmprove erior control:
currenvly, a destination IMP returns a RFEM after transuitting vne ifarst
packei o1 a mMultipackelt message Lo the destination host. If an crror
occurs auring the transmission of the (up Lo seven) other packets into
the destination host, the scurce hest will nov ve inforied of the error:
it hes already been given a positive wmessage acknovWleagement in tie
RFNtt. Tne azliternative, holding oIif tne LFid until glil packets nave oeell
transmitted intoc the destination host, would add anotvner 60 rsec. LO Lhe
round trip message =~ KFRM tire with the current 100 Kilobalud intleriace.
A higher speed interface will reduce this delayed ~ RFNM cOS{ L0 a llore
acceptablie value, making 1t practical to elininate tnis source of
undetected message transmission errors.,

Fourth, a high speed interface will permit greater nost communications
bandwidth, (Currently limited to 100 kilobaud). Tnils increase in
bandvwidth will pe essential for communications between hosts at a
"network~structurea" site, where different hosts on tne same IMpP arc
specialized to perform different parts of a computation.

Clearly, any new or retrofitted host interfaces should ope very hign



¢
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speed, and existing host interfaces siould be adjusted to operate at
their maximun speed, which is in excess of 300 kilobaud.

Il. EXperimental Results

In support of the abhove predictions, the BbLHE TENLX staff performed an
experiment in cocperation with the Bgli IMFP group to deternine how fast
the Systen & (BBd-TENEX) and System B (BBNB) distant interfaces woula
operate.

Results are as follows:

The Host-=to-IMP connection is syncaronized hy a two-~way handshake wnich
hag an availabple burst pandwidth of 1 bit/ (2224 nsec + 3 nsec/ft,x<cable
length>st} For our cable ldlength, this results in a bandwidth of 310
Kilobaud.

The IMr~to-Host connection is synchronized by a four=-=way handsnaXe wWnich
has an availlable burst pandwidth of 1 bit/ (L350 nsec *+ 6 nsec/fl.%<cable
length>ft.) which results in a2 bandwidth of 290 Kilopaud for our
installation.

Both Ssystem A and System B are now operatving at this higher interface
speeaq.,

Since the propagation delay time Lhrough a distant licst driver-receaiver
Pair amounts e 250 nsec, it 1s exvected that local host interfazces
(<30ft) can be cverated zt sveeds substantially fastel’ than our 300
Kilobaud. '

JIn addition to the above neasurenents of hardvare speed, new results
Were obtained in méasurements of file transielr performance, ie.e. vhe .cpy
time and real tirie used per megabitl of information transmittced over thne
network.

This exXperinent involved the movernent of one-megabit data files to and
from an pTp User process in System R communicating with the pTP Server
Process in systen a, The results are summarized in tie following vaple:

Operation pByte Size Type Bandwidth Usér CPU seconds/negabil
Get 8 ASCII L7Kbaud Te©

Sena . 8§ ASCII 50RKbaug 7.9

Get 22 Localbyte 4 3Kbaud 1.80

Send 32 LocalByte 38¥baud 1.79

Get 36 Image TyXrtaud l.85

Send 36 Image 85Kbaud . e 95
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The So=bit pandwidth of around 80 xbzud is a great improvemrent from'thé
{typically) 25hbaud measured before the speedup of the interface
haraware. The CPU time use has also decreasea somewhat frem tha?
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revorted in RFC #3557 oy bBarry Wessler: this demonstrates continued
improvenent of systen efficiency between TENEX version 1.31 and TENEA
versoon le32.

In conclusion, the BARN-TENEX staff recommends that 21l host-1wnF
interisces in the netvWork ve speeded up to the fastest operation
ovlainable.



