pout the weather, but no one does anything about it.”; Mark Twalin




The ulti maI

Od

4

the following

/ ///// //7/////////?///{/ S are transparently
///// the same set of files.
///{////////////////1 Immediately seen on all servers.

Y 7

ributed filesystem.
y
B g more serversidisk backend,

ars as asingle large system.
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Why is this ////

ove It.

S0 active failover Is

%% are failover solutions, they

N the clients 10 | L.
////////////////// connec | -
8rvers must keep state about client connections.
of state.

=very file open must be compared with other opens to
7
//// modes.




Try starting frc ////////////

C |

ver with one name and

%//Z%f/////////////// rom clients
g 7 ' '///’////'

/////////////?%«/ B level and fed

JUU

Jecision isto split all | connections and

. calls to one server to handle printing and user
RPC Printing handles are shared between different IPC$
///W/ hard to split between servers.

7

2 servers Ssmply provide file service.

-

Simpler problem to concentrate on.

7
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De-multiplexing SMB reques

B reguests. know egde of the
y
f//////////////////// thin the front-

mantics so that the

14

'1d and fid must match for a successful
W////////// simpler)

>IMB requests are sent by vuid to their associated
el 4
erver. This code doesn't exist yet (similar to
et

AMindows 2000 Terminal Server problem)
pler to start by exposing the server pool to
///////

the clients directly — saves the demultiplex step.




Now examine the /»:/a/‘%////////

——

\J

y

can be adopted for the backend
/////////////////////// of SMB semantics is

s, locking and oplock issues

ones are .
e
GFS, Lustre

2 server pool can use any distributed filesystem
packend If all SMB semantics are performed within
Y
his pool.




Distributed filesyste ,///////,/////

0locks may

/// ////////

S or other file
entations must

/////////////
/// // B v // // nd Interoperate with

/ ///
/ // plocks — loss of performance by

4 ///////// i

///// ents.

te must be shared across the pool.




Communication in //,///////

asystems usually upport
57 7 97 7
////4///////////// the SMB state

/s

/; In the server pool must
%j{/////// Samba uses tdbs _and a local loopback
JDP protocol to pass this state info.

Jstered smbd's must use something else.

ve different




Fast Communicati'
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POO

e oicn. o
ed.

: ///////////{/; 4////%/ a?or;g rgc(l) r:zfgr]l(t) rI>|/1 tt:;?ac e)

11 2

NIicn are very expensive.
hernet cards are now $60, gigabit
P UDP and using raw ethernet
popissing or and using raw etherne
'raming may be needed to get the interconnect speed.

B reve

/e no data on the speed needed for this to work.




1S cocLic

Samba modificatl a/////////////

ns on the locking database, the share
e oo ook

pase and the oplock notification code must
B o corun

/////////// ommunicate over the fast
/////// defined. Samba behaves
B i o 4
BE—nciows when oplock messages fa
/é/%////////‘ regardless) but what about inter-

/////////// essages ?

DO We use point to point (lock manager) or multicast?
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A Simpler w%////

erS to handle diffe
B e oo

otocol.

/ fast interconnect
////////{///////////7///. solutions can be

/ jle coherent namespace, admins must

////////////// IS where

~rontend '\ irtual server' still needed to redirect to
Z?/;//// servers and must have namespace knowledge
;/m/

agement of the file namespace.
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High avallability se

4

S Must communica ein order
e ieci for stondiard

7

| ///////////%///////////// ally done over a shared
///////////// and Microsoft
////////////////////// ashared SCSI or Fibre Channel
///W/////// or communication.

ng complexity isin the frontend server.
.

Maybe we can find away for clientsto handle this....
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MS-DFS: The “poo //////////

sed to redirect clients onto

molexitv intc lent code — already

////// // ////// ) | //// Wih

Even works at the file
mplexity of management, a

listributed (clustered ?) Samba can be created
o e
with existing Samba functionality.

e, continuous
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>0de changes are In

|
18 \VARER

//?///;//// 110 /VIL
////WW/ an “out of the box” SMB

7
Blbroductised by vendors).

e

Jntil this code Is created an organisation can
7 . . :
Iusmn using MS-DFS if they can cope

B e -
///// management complexity.

ux single system image code
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TServer/nts/downI oads/winfeatures/NT SDistrFile/AdminGuide.asp
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